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Abstract

We develop a two-stage stochastic programming model with integer �rst-stage and

mixed-integer recourse for solving the unit commitment problem in power generation

in the presence of uncertainty of load pro�les. The solution methodology rests on a

novel scenario decomposition method for stochastic integer programming. This method

combines Lagrangian relaxation of non-anticipativity constraints with branch-and-bound.

It can be seen as a decomposition algorithm for large-scale mixed-integer linear programs

with block-angular structure. With realistic data from a German utility we validate our

model and carry out test runs. Sizes of these problems go up to 20.000 integer and 150.000

continuous variables together with up to 180.000 constraints.

Subject classi�cations: Programming, stochastic: Scenario Decomposition of mixed-

integer programs. Natural resources, energy: Unit commitment under uncertainty.

Unit commitment aims at �nding a fuel cost optimal scheduling of start-up/shut-down de-
cisions and operation levels for power generation units over some time horizon. This is a
central task in reliable and e�cient operation of power systems. Solution strategies for the
unit commitment problem are inuenced by the power mix of the generation system. In the
present paper we consider a hydro-thermal system as it is met with the German power com-
pany VEAG Vereinigte Energiewerke AG Berlin. This system comprises conventional coal
and gas �red thermal units as well as pumped-storage plants. The latter imply substantial
coupling over time of scheduling decisions which, compared with purely thermal systems,
further complicates the problem.

Mathematically, unit commitment is handled as a large-scale mixed-integer optimization
problem. Advances in mathematical methodology, software engineering and hardware have
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led to practicable solutions of more and more complex unit commitment problems. How-
ever, a characteristic feature of power system operation is that decisions have to be taken
with incomplete knowledge of future economical and technological data. Due to the inher-
ent complexity of unit commitment, in the past this feature mostly had to be faded out in
mathematical models. The main challenge is to combine traditional unit commitment and
incomplete information into a model that is accessible to computation. The machinery of
stochastic programming o�ers a vehicle to handle uncertainty of problem data in optimiza-
tion models. Particularly well developed methodology exists for linear models with continuous
variables. Recent progress in the �eld concerns incorporation of integer variables which makes
stochastic programming attractive for unit commitment under uncertainty. First contribu-
tions along this line were made in Takriti, Birge, and Long (1994, 1996), Dentcheva and
R�omisch (1998) and Takriti, Krasenbrink, and Wu (1997).

In the present paper we elaborate a mixed-integer two-stage stochastic programming model
for unit commitment accounting for uncertainty of electrical load (Section 1). The stochas-
tic program comprises both traditional features of unit commitment and constraints on the
availability of information. With incomplete information scheduling of power systems involves
additional costs caused by readjustments after the unknown data are reveiled. The stochastic
program includes future readjustment costs into the optimization of decisions that have to
be taken prior to reveiling uncertainty. From the modeling viewpoint this bene�t has to be
paid for by an enormous enlargement of the traditional deterministic unit commitment model.
Roughly speaking, the number of variables and constraints has to be multiplied by the number
of scenarios for the uncertain load pro�le. In addition, information constraints induce coupling
between variables corresponding to di�erent scenarios. Altogether, the stochastic program is
intractable by algorithms and software developed for deterministic unit commitment.

The critical issue that prevents application of existing stochastic programming method-
ology for our model is the presence of integer variables. In Section 2 we present a dual
decomposition method that breaks down the stochastic program into single-scenario unit-
commitment-like subproblems. Integer variables lead to duality gaps that are overcome by a
branch-and-bound procedure on top of the dual decomposition. The basics of this algorithm
were already developed in Car�e and Schultz (1997). In the present paper we demonstrate
successful application of the method to an important planning problem with realistic size.

Computational experience reported in Section 3 shows that our implementation is able to
handle mixed-integer stochastic programs with up to 20.000 integer and 150.000 continuous
variables on an advanced workstation. The design of our algorithm allows to bene�t from
achievements in non-smooth optimization, cf. Kiwiel (1990, 1994), and from recent methods
for deterministic unit commitment reported in Dentcheva et al. (1997).

1 Model

Due to uncertain electrical load the planning of electricity production faces a major problem
when determining the schedule of generating units. Our aim is to develop a model that takes
this uncertainty into account and yields robust decisions. Before formalizing the problem
let us explain in more detail some operational characteristics of our power system that are
important for the model. Starting up a coal �red block involves some time delay before the
block becomes available for electricity generation. Therefore, switching decisions for these
units have to be taken well in advance and cannot be employed as short-term corrective
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actions. Gas turbines, however, have a su�ciently small delay in this respect such that
switching is feasible for short-term corrections.

The output levels of thermal units in operation are adjustable at speeds depending on
the technological design. Here we assume these speed limits to be su�ciently wide which,
of course, narrows the scope of the model in its present form but is removable at the cost
of increased model complexity. Due to their adjustability, decisions on the thermal units'
outputs are suitable for short-term corrective actions.

The pumped storage hydro units at VEAG-plants operate with a �xed amount of water
without additional in- or outows. Our model will cover precisely this situation, but other
types of hydro units can easily be modelled. Water in pumped storage plants can either be
sent to turbines (electricity generation) or pumps (electricity consumption). This involves an
e�ciency less than one and has to match both with input/output bounds on storage dams
and water balances over time. An important characteristic of pumped storage plants is their
quick availability which makes them appropriate for short-term corrections.

Our stochastic programming model basically works as follows. For a �nite optimization
horizon with a suitable division into subintervals we attach a probability distribution to
the electrical load. Decisions are grouped into long-term policies that have to be taken
before observation of load values and short-term corrections. Grouping of decisions follows
the operational characteristics above and we refer to the groups as �rst- and second-stage
decisions, respectively. Start-up decisions for coal �red units will become �rst-stage, whereas
start-up decisions for gas turbines and output levels for all units will be the second-stage
decisions. Finally, optimization aims at minimizing the sum of direct costs for �rst-stage
decisions and the expected value of the costs induced by the �rst- together with the second-
stage decisions.

Let t = 1; : : : ; T denote the subintervals (e.g., hours) of the optimization horizon. Suppose
that there are i = 1; : : : ; I coal �red thermal units, k = 1; : : : ;K gas turbines, and j =
1; : : : ; J pumped storage plants. The stochastic behavior of electrical load is represented by
a random variable d on some probability space (
;A; IP) with values in RT . We assume that
d follows a discrete distribution with �nite support and use the symbol d!; ! 2 
 to denote
its realizations. Following a usual convention, these realizations will be called scenarios.

By uit 2 f0; 1g, i = 1; : : : ; I and t = 1; : : : ; T we denote the �rst-stage variables indicating
whether the coal �red unit i is on or o� at time t. Correspondingly, u!kt 2 f0; 1g, k =
1; : : : ;K; t = 1; : : : ; T; ! 2 
 denotes the on/o� decision for gas turbine k in time interval
t under scenario d!. Along with the on/o� decisions we have output levels p!it; p

!
kt of the

mentioned units where the superscript ! indicates linkage to the corresponding scenario. The
output limitations of thermal units then read as follows

pmin
i uit � p!it � pmax

i uit; i = 1; : : : ; I; t = 1; : : : ; T; ! 2 
 (1)

pmin
k u!kt � p!kt � pmax

k u!kt; k = 1; : : : ;K; t = 1; : : : ; T; ! 2 
: (2)

Here, pmin
i ; pmin

k and pmax
i ; pmax

k are the minimal and maximal outputs of the respective units.
By s!jt and w!

jt; j = 1; : : : ; J; t = 1; : : : ; T; ! 2 
 we denote the levels of generation
and pumping in pumped storage plant j at time t under scenario d!. With upper bounds
smax
j ; wmax

j we have the following box constraints on these variables

0 � s!jt � smax
j ; j = 1; : : : ; J; t = 1; : : : ; T; ! 2 
 (3)

0 � w!
jt � wmax

j ; j = 1; : : : ; J; t = 1; : : : ; T; ! 2 
 (4)
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It is convenient to introduce variables l!jt; j = 1; : : : ; J; t = 1; : : : ; T; ! 2 
 for the �lls
(in energy) of the upper dams. Water balances in the pumped storage plants can then be
expressed as follows

0 � l!jt � lmax
j ; t = 1; : : : ; T; (5)

l!jt = l!jt�1 � s!jt + �jw
!
jt; t = 2; : : : ; T; (6)

l!j1 = linij � s!j1 + �jw
!
j1; (7)

l!jT = lendj (8)

for j = 1; : : : ; J; ! 2 
. The constants �j ; 0 < �j < 1, are the pumping e�ciencies, and
lmax
j ; linij ; lendj denote the maximal, initial and �nal �lls, respectively. Inequalities (5) state that
the �lls must not exceed certain bounds and equations (6) - (8) display the �ll dynamics with
(8) avoiding empty dams at the end of the time horizon by prescribing proper end conditions.
The equilibrium between total generation and electrical load reads

IX
i=1

p!it +
KX
k=1

p!kt +
JX

j=1

(s!jt � w!
jt) = d!t ; t = 1; : : : ; T; ! 2 
: (9)

Fuel costs can be divided into start-up costs and operation costs for the power units.
There are no direct fuel costs for pumped storage plants, although the latter have indirect
impact on fuel costs by the pumping energy needed to establish the necessary levels in the
upper dams. Start-up costs for thermal units depend on the preceding down time of the
block. Here, we will neglect this dependence and assume constant costs ai; ak for start-ups in
coal �red blocks and gas turbines, respectively. Again this narrows the scope of our model,
but can be removed on the cost of higher model complexity. Total start-up costs for the coal
�red units then compute as

TX
t=2

IX
i=1

aimaxfuit � uit�1; 0g: (10)

Denoting by IE! expectation with respect to P , the expected value of total start-up costs for
the gas turbines reads

IE!

h TX
t=2

KX
k=1

akmaxfu
!
kt � u!kt�1; 0g

i
: (11)

For reasons of clarity we prefer the (nonlinear) maximum term in (10) and (11). For com-
putations, of course, these are transformed in the usual way into linear terms by introducing
further variables and including additional linear constraints.

Fuel costs of coal and gas �red thermal units in operation are assumed to be a�nely linear
with coe�cients ci; c

0
i and ck; c

0
k, respectively. Although we found that this fairly well reects

the situation met at VEAG re�nements are again possible. Piecewise linear costs can, in case
of convexity, be handled as maximum terms. In the non-convex case, they can be expressed
using additional Boolean variables. In our model, total expected operation costs compute as

IE!

h TX
t=1

� IX
i=1

uit(cip
!
it + c0i ) +

KX
k=1

u!kt(ckp
!
kt + c0k)

�i
:
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Here, nonlinearities can be removed using (1), (2), and we obtain

TX
t=1

IX
i=1

c0i uit + IE!

h TX
t=1

IX
i=1

cip
!
it +

TX
t=1

KX
k=1

ckp
!
kt +

TX
t=1

KX
k=1

c0ku
!
kt

i
: (12)

Altogether, we have the following optimization problem:

Minimize

TX
t=1

IX
i=1

c0i uit +

TX
t=2

IX
i=1

aimaxfuit � uit�1; 0g

+ IE!

h TX
t=1

IX
i=1

cip
!
it +

TX
t=1

KX
k=1

ckp
!
kt +

TX
t=1

KX
k=1

c0ku
!
kt

+

TX
t=2

KX
k=1

akmaxfu
!
kt � u!kt�1; 0g

i

(13)

subject to (1)� (9)

and

uit; u
!
kt 2 f0; 1g; i = 1; : : : ; I; k = 1; : : : ;K; t = 1; : : : ; T; ! 2 
:

This model can be classi�ed as a two-stage stochastic program with integer requirements
in both stages. Behind two-stage stochastic programs (also called stochastic programs with
recourse) there is a process of alternating decisions and observations. First, decisions have
to be taken that do not anticipate future data of the model. At the time these data are
known, second-stage (or recourse) decisions follow which exploit the additional information
and depend on the variables that were �xed in the �rst stage. Costs of the decision process
are given as a sum of deterministic costs depending on the �rst-stage decisions and random
costs depending on the �rst-stage decisions, the outcome of the random data and the second-
stage decisions. This leads to the natural optimization criterion of minimizing the sum of the
deterministic costs and the expectation of the random costs.

In terms of our practical model this leads to an optimization of start-up decisions under
uncertainty. Due to the operational characteristics of coal �red thermal units, start-ups indeed
have to be �xed without the precise knowledge of the load pro�le for the optimization horizon.
The stochastic program (13) incorporates the probabilistic information and selects a start-up
schedule that hedges against uncertainty and is cost optimal among all such hedging policies.
The main point is that uncertainty is dealt with using scenarios for possible load pro�les.
Power companies maintain extensive records of past load data that allow extraction of realistic
load pro�les and a probability distribution as needed for our model. A desired property of
the hedging policy is the ability to handle unexpected or unusual demands. Load scenarios
should therefore consider factors like generator failures, high demand increases or decreases,
perturbations in the timing of peak periods, etc. In practice the problem of accurately
forecasting future load is done by schedulers for a time horizon of usually one week (i.e.,
168 hours). Scenarios should possibly take into account past experience of unforeseen load
changes. On the other hand, as the computing times grow rapidly with the size of (13), only
a limited number of scenarios can be considered and demands should be su�ciently diverse to
all contribute to the hedging policy. Here we distinguish between modeling generator failures
and inaccurate load forecasts, but the two cases can of course be treated at the same time.

5



Generator failures occur due to unscheduled maintenance, technical problems etc. A
common practice in power system operation is to impose reserve constraints in the unit
commitment problem, e.g., a spinning reserve that requires excess capacity at any time point
to be greater than some speci�ed percentage of the peak load. In our model these constraints
will be handled by scenario modelling. Following Takriti, Birge, and Long (1996), generator
failures are modelled by creating scenarios with demand increases equal to the expected
capacity loss over some time period, and with appropriate probabilities. For the power system
of VEAG, the largest coal �red unit has a capacity of about 750 MW per hour. A scenario
with a demand increase of 750 MW over some time period means that this capacity has to
be obtained from the remaining units.

All the output levels of generating units are second-stage decisions in our model. Scenario
modelling then entails that scenarios should have di�erent timing of the on/o� decisions.
Thus we consider not only high demand increases and decreases but also earlier or delayed
peak demand in the mornings and afternoons as well as longer peak periods. Moreover the
coupling of hydro and thermal power units should be taken into account. Pumped storage
plants are usually employed for storing energy by pumping at night and generating during
peak periods. Higher demand in the night periods means that possibly more coal �red units
should be used in peak periods, since pumped storage plants will then not be available.

If the set 
 of possible realizations consists of just one element, i.e., if the electrical load
is perfectly known in advance, then (13) reduces to a deterministic unit commitment problem
as developed in Dentcheva et al. (1997). For this class of problems there is a rich literature
on solution methods and their implementations in practice, cf. the annotated bibliography
of Shebl�e and Fahd (1994). Here, Lagrangian relaxation of unit coupling constraints, e.g.,
equilibria between total generation and load, has become quite popular and successful, see
e.g., Aoki et al. (1989) or Bertsekas et al. (1983). The work reported in Dentcheva et al.
(1997) employs both Lagrangian relaxation and LP-based branch-and-bound. Subsequently,
the LP-based branch-and-bound part of that method will be used as a subroutine in our
algorithm for problem (13).

The �rst application of stochastic programming methodology in unit commitment was
reported in Takriti, Birge, and Long (1994, 1996). In contrast to the two-stage scheme of
alternating decisions and observations in the present paper, Takriti, Birge, and Long (1994,
1996) adopt a multi-stage point of view. Decisions are made separately for each subinterval
of the optimization horizon alternating with observation of the random load values. As
a counterpart to (13) a multi-stage stochastic program with integer requirements in each
time stage arises. This aims at uni�ed control of both planning (start-up scheduling) and
operation (generation allocation). The present paper places accent rather on robust planning.
Our hedging schedules concern start-ups only but are implementable for the whole time
horizon. Hedging policies in Takriti, Birge, and Long, (1994, 1996) concern both start-ups
and generation allocation but are implementable for the �rst time interval only. Their solution
method employs progressive hedging (Rockafellar and Wets 1991), a scenario decomposition
method whose convergence is granted in case of continuous variables only. Nevertheless, the
authors empirically observed proper convergence for their class of mixed-integer problems.
Progressive hedging splits the multi-stage stochastic program into single-scenario problems
that are very close to unit commitment. In Takriti, Birge, and Long, (1994, 1996), these are
tackled by Lagrangian relaxation of load balances (c.f. constraints (9) above).

Our algorithm for solving (13) di�ers from that in Takriti, Birge, and Long (1994, 1996)
in two respects. First, in theory, �nite convergence can be established for our decomposi-
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tion method. Second, instead of Lagrangian relaxation based dual techniques we employ
for the subproblems the primal method that was successfully applied to deterministic unit
commitment problems in Dentcheva et al. (1997).

Another two-stage stochastic program for unit commitment was recently proposed in
Dentcheva and R�omisch (1998). The main di�erence to (13) is that both start-up and out-
put variables for all generation units are included into the �rst stage and that second-stage
decisions are adjustments of the �rst-stage ones. The authors present a conceptual algorithm
based on Lagrangian relaxation of load balances. This splits the problem into single-unit
two-stage stochastic programs of which the thermal-unit subproblems are mixed-integer ones.

2 Scenario Decomposition

The preceding section showed that the mathematical model of our problem can be written as

minfcx+Q(x) : Ax � b; x 2 Xg (14)

where

Q(x) = IE!�(h
! � Tx)

and

�(s) = minfqy : Wy � s; y 2 Y g:

Here x; y refer to the �rst- and second-stage variables and X;Y denote restrictions requiring
some or all of the variables to be binary. Accordingly, the data vectors and matrices are derived
from (13), with the mentioned remodelling of the maximum expressions in the objective.

Since h! follows a discrete distribution, problem (13) is equivalent to the following large-
scale linear mixed-integer program where h� ; �� ; � = 1; : : : ; r denote mass points and proba-
bilities, respectively :

min
n
cx+

rX
�=1

��qy� : Ax � b; x 2 X;

Tx+Wy� � h� ; y� 2 Y; � = 1; : : : ; r
o
:

(15)

The constraints matrix of (15) has the block-angular structure depicted in Figure 1. Due to
the sheer size of (15) for realistic problems, state-of-the-art mixed-integer LP (MILP) codes
inevitably fail when being applied to the above problem directly; see Schultz, Stougie, and
Van der Vlerk (1998) for an example with the same structure but in a di�erent context. It
is therefore crucial to look for appropriate decomposition strategies. For linear stochastic
programs with continuous variables various such strategies have been developed in the past.
It has become quite common to distinguish primal decomposition which splits the problem
according to time stages and dual decomposition which splits according to scenarios. For
both approaches, however, convergence is based on intrinsic properties of linear and convex
programs with continuous variables, respectively.

In primal decomposition methods (Birge 1985, Higle and Sen 1991, Ruszczy�nski 1986,
Van Slyke and Wets 1969), �rst-stage decisions are iterated in a convex non-smooth master

7



A

T W

WT

Figure 1: Constraints matrix structure of (15).

problem by suitable subgradient methods in an outer loop. In the inner loop, the second-stage
problem is solved for various right-hand sides. Convexity of the master is inherited from the
convexity of the value function in linear programming. In dual decomposition, (Mulvey and
Ruszczy�nski 1995, Rockafellar and Wets 1991), a convex non-smooth function of Lagrange
multipliers is minimized in an outer loop. Here, convexity is granted by fairly general reasons
that would also apply with integer variables in (15). In the inner loop, subproblems di�ering
only in their right-hand sides are to be solved. Linear (or convex) programming duality is
the driving force behind this procedure that is mainly applied in the multi-stage setting.

When following the idea of primal decomposition in the presence of integer variables one
faces discontinuity of the master in the outer loop. This is caused by the fact that the
value function of an MILP is merely lower semicontinuous in general. Computations have to
overcome the di�culty of lower semicontinuous minimization for which no e�cient methods
exist up to now. In Car�e and Tind (1998) this is analyzed in more detail. In the inner
loop, MILPs arise which di�er in their right-hand sides only. Application of Gr�obner bases
methods from computational algebra has led to �rst computational techniques that exploit
this similarity in case of pure-integer second-stage problems, see Schultz, Stougie, and Van
der Vlerk (1998).

With integer variables, dual decomposition runs into trouble due to duality gaps that typ-
ically arise in integer optimization. In L�kketangen and Woodru� (1996) and Takriti, Birge,
and Long (1994, 1996), Lagrange multipliers are iterated along the lines of the progressive
hedging algorithm in Rockafellar and Wets (1991) whose convergence proof needs continuous
variables in the original problem. Despite this lack of theoretical underpinning the compu-
tational results in L�kketangen and Woodru� (1996) and Takriti, Birge, and Long (1994,
1996), indicate that for practical problems acceptable solutions can be found this way. A
branch-and-bound method for stochastic integer programs that utilizes stochastic bounding
procedures was derived in Ruszczy�nski, Ermoliev, and Norkin (1994). In Car�e and Schultz
(1997) a dual decomposition method was developed that combines Lagrangian relaxation of
non-anticipativity constraints with branch-and-bound. We will apply this method to the
model from Section 1 and describe the main features in the remainder of the present section.

The idea of scenario decomposition is well known from stochastic programming with
continuous variables where it is mainly used in the multi-stage case. For stochastic integer
programs scenario decomposition is advantageous already in the two-stage case. The idea is
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to let x1; : : : ; xr be copies of the �rst-stage variable x and rewrite (15) as

min
n rX

�=1

��(cx� + qy�) : Ax� � b; x� 2 X;

Tx� +Wy� � h� ; y� 2 Y; � = 1; : : : ; r;

x1 = : : : = xr
o
:

(16)

The equations x1 = : : : = xr express independence of �rst-stage decisions on the realizations
of h! and are called non-anticipativity constraints. Of course, there are several ways to express
this property. To be exible in this respect and for notational convenience we assume that
non-anticipativity is represented by the constraint

Pr
�=1H

�x� = 0 where H = (H1; : : : ;Hr)
is a suitable matrix. The block structure of the constraints matrix of formulation (16) can be
seen in Figure 2 . Separability of (16) can be achieved when removing the non-anticipativity

T

A

H

A

T

W

W

Figure 2: Constraints matrix of the scenario formulation (16).

conditions from the constraints. This leads to considering the following Lagrangian relaxation
of (16):

D(�) = min
n rX

�=1

L�(x� ; y� ; �) : Ax� � b; x� 2 X;

Tx� +Wy� � h� ; y� 2 Y; � = 1; : : : ; r
o
;

(17)

where

L�(x� ; y� ; �) = ��(cx� + qy�) + �(H�x�) for � = 1; : : : ; r:

The problem max�D(�) is called the Lagrangian dual of (16). From the theory of integer
linear programming it is well known (cf. Nemhauser and Wolsey 1988) that the optimal value
of the Lagrangian dual is a lower bound to the optimal value of (16) which is strict in general
but greater than or equal on the lower bound given by the LP relaxation of (16). If for some

9



� the corresponding solution (x� ; y�), � = 1; : : : ; r of the Lagrangian relaxation (17) ful�lls
x1 = : : : = xr then it is optimal for (16).

The Lagrangian dual is a non-smooth concave maximization problem which can be solved
by subgradient or bundle methods. At each iteration point a function value and a subgradient
of D are needed. These are obtained by solving (17) whose major advantage is that it
splits into separate subproblems for each scenario and which are identical to conventional
unit commitment problems except for changes in the cost coe�cients. Therefore, existing
methodology, for instance that developed in Dentcheva et al. (1997), can be employed. The
Lagrangian dual is thus tractable but in general only provides lower bounds for (16) unless
the solution of (17) ful�lls x1 = : : : = xr. In Car�e and Schultz (1997) this led to designing
a branch-and-bound algorithm where bounds are computed via the Lagrangian dual and
branching is directed to establishing the identity x1 = : : : = xr.

In the following P denotes the list of current problems and zLD = zLD(P ) is a lower bound
associated with problem P 2 P. The outline of the algorithm from Car�e and Schultz (1997)
is as follows:

Step 1 Initialization: Set �z = +1 and let P consist of problem (16).

Step 2 Termination: If P = ; then the solution x̂ that yielded �z = cx̂+Q(x̂) is optimal.

Step 3 Node selection: Select and delete a problem P from P and solve its Lagrangian dual.
If the optimal value zLD(P ) hereof equals +1 (infeasibility of a subproblem) then go
to Step 2.

Step 4 Bounding: If zLD(P ) � �z go to Step 2 (this step can be carried out as soon as the
value of the Lagrangian dual rises above �z).

(i) The scenario solutions x� , � = 1; : : : ; r, are identical: If cx� + Q(x�) < �z then let
�z = cx� +Q(x�) and delete from P all problems P 0 with zLD(P

0) � �z. Go to Step
2.

(ii) The scenario solutions x� , � = 1; : : : ; r di�er: Compute the average �x =
Pr

�=1 �
�x�

and round it by some heuristic to obtain �xR. If c�xR + Q(�xR) < �z then let �z =
c�xR +Q(�xR) and delete from P all problems P 0 with zLD(P

0) � �z. Go to Step 5.

Step 5 Branching: Select a component x(m) of x and add two new problems to P obtained
from P by setting x(m) = 0 and x(m) = 1.

Since there are only �nitely many feasible �rst-stage solutions in (13) the above algorithm
in theory terminates after a �nite number of steps.

Compared with LP-based branch-and-bound for general integer programs we relax non-
anticipativity instead of integrality requirements. Thus feasibility is obtained when scenario
solutions are identical. With a non-zero duality gap, however, our Lagrangian dual will lead
to primal solutions that are not feasible such that we included Step 4(ii) where a heuristic
procedure is used to quickly come up with feasible points. Its simplicity results from the
fact that our Lagrangian relaxation concerns a class of constraints that are fairly simply
structured. Further implementational details about node selection and branching rules we
will report in the computation section.
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3 Computational Experience

The presented algorithm was coded in Fortran using NOA 3.0 by Kiwiel (1994, 1990) and
the CPLEX 4.0 Callable Library (1995) and run on realistic problem instances. The power
system of VEAG comprises 17 coal �red blocks, 8 gas �red units and 7 pumped storage
plants. For a typical weekly unit commitment problem involving 168 time periods, each of
the scenario subproblems has approximately 14.000 constraints and 16.000 variables, of which
4200 are binary. A characteristic feature of the power system met at VEAG is that several of
the coal-�red thermal blocks are identical. This allows us to reduce the size of the scenario
subproblems by aggregation of these units. The start-up/shut-down decisions for these units
are then represented by one integer variable, namely the number of units which are turned
on. In the following we present results for both formulations.

We generated 16 scenarios for a generator failure example and an inaccurate load forecast
example, respectively, and build 3 instances with 4, 10 and 16 scenarios for each of the
examples. The sizes of the corresponding deterministic equivalent problems are given in
Table I.

Table I: Problem sizes of deterministic equivalents.

Formulation Scenarios Constraints Variables Integers Multipliers

Binary 4 47159 47327 7560 11424
10 113639 109775 14616 28560
16 180119 172223 21672 45696

Integer 4 32049 37257 5880 4704
10 78369 89625 12936 11760
16 124689 141993 19992 18816

We solved the Lagrangian dual problems using the proximal bundle method NOA 3.0
of K. C. Kiwiel and described in Kiwiel (1990, 1994). In contrast to standard subgradient
procedures, where careful tuning of parameters and stepsize rules are often necessary for
each test problem, the bundle method proved very e�cient and robust for our application.
To save computation time, the Lagrangian dual is solved at the root node only, and the
obtained multipliers are then used for solving the Lagrangian relaxation of non-root nodes. A
crucial step when applying Lagrangian relaxation techniques is the ability to generate feasible
solutions. Due to the simple structure of the non-anticipativity constraints, candidates for
feasible solutions can easily be found in our case. We used the average �x and rounded all
components to the nearest integer. For all our test runs good feasible solutions were obtained
this way already in the root node of the branching algorithm.

The main workload of our algorithm consists of solving the scenario subproblems and
it is therefore crucial to solve them as fast as possible. To this end, we store and update
optimal bases for the LP-relaxations of all scenario subproblems every 5 iterations of the
NOA code. During NOA-iterations we employ primal Simplex for solving LP-relaxations
since primal feasibility is maintained and multipliers a�ect cost coe�cients. For non-root
nodes dual feasibility is maintained since variable bounds are being �xed, thus dual Simplex
is employed during the branching procedure for solving LP-relaxations.

As observed in Dentcheva et al. (1997) the LP-relaxations seem to be quite tight and
good feasible solutions within 0.5% of optimality can be obtained fast using the built-in
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rounding heuristic in CPLEX. The key observation is that runtimes can be signi�cantly re-
duced by relaxing �rst-stage variables to continuous variables. Although for given multipliers
the Lagrangian relaxation becomes weaker, it allows us (for a given timelimit) to perform
a signi�cantly larger number of NOA steps, thus providing a better overall bound on the
optimal value. Also notice that scenario solutions do not necessarily have to be integer in
order for the rounding heuristic to produce feasible solutions.

Special attention has been paid to the branching and node selection criteria of our branch-
and-bound algorithm. For problems with only binary integer variables we take the average �x
and branch on the component for which the fractional part is closest to 0.5. Intuitively, this
corresponds to the component for which the non-anticipativity condition is violated most.
For the formulation with general integer variables we calculate the sum of squared deviations,Pr

�=1 �
�(x� � �x)2, and choose the component for which this dispersion measure is largest.

In the bounding step of our algorithm we check whether nodes in the branching tree can
be fathomed. However, since the subproblems are not solved exactly, zLD will not necessarily
be a lower bound for the optimal value of the initial problem if it is computed on the basis
of approximate solutions to the subproblems. Instead of approximate solutions we use the
subproblem (lower) bounds returned by CPLEX when computing zLD. This guarantees that
the zLD are indeed lower bounds, however, not necessarily the best possible, so a larger
branching tree may result. As node selection strategy we use a best-bound search to quickly
improve the lower bound obtained from the Lagrangian dual of the root node problem.

Following the lines in Takriti, Birge, and Long (1996) we tested our algorithm at a gen-
eration shortage example and at an example with scenarios reecting di�erent load pro�les,
in particular where load curves are out of phase. The results were achieved on a Digital
Alpha Personal Workstation with 500 MHz processor. Although in principle the algorithm
is �nite and eventually will come up with an optimal solution, it is of greater importance
to produce provably good feasible solutions within reasonable time. Hence we report the
results after 10 minutes of CPU-time. However, due to the tradeo� between the number of
NOA-iterations, the quality of lower bounds and time needed to generate bounds and feasible
solutions, the maximum number of bundle iterations in NOA is the smaller the higher the
number of scenarios.

3.1 Generator failure example

The 3 instances of the generator failure example were generated as described in Section 1. All
instances have a basic scenario with no generator failures whereas the rest of the scenarios
have demand increases corresponding to the capacity loss when generators fall out. For the
power system operated by VEAG, the coal �red units have maximum capacities between
400 and 750 MW per hour and the maximum load increase in some scenario is 1150 MW.
In all our runs the multipliers were initially set to zero, e.g., the problem is decomposed
into independent unit commitment problems with identical cost coe�cients and load curves
corresponding to the scenarios. To examine the e�ect of using Lagrangian duality as the basis
of the bounding procedure in the branch-and-bound algorithm we also ran the algorithm with
multipliers �xed to zero. Of course, NOA is superouos in this case, but branching may be
necessary to obtain a feasible solution. The column \Without NOA" reports the duality
gap estimate obtained when the �rst feasible solution is found. The numbers in this column
underline the fact that �nding good multipliers is important for the success of the algorithm
and may be essential for �nding good feasible solutions. In Figure 3 the load pro�les for an
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Figure 3: Load pro�les for generator failure example with 4 scenarios.

instance with 4 scenarios are depicted. The computational results are summarized in Table II.
First feasible solutions were found in 15 to 400 seconds of CPU-time, however, for several

Table II: Computational results for generator failure instances.

NOA Best Lower Without

Formulation Scenarios Steps solution Bound Gap NOA

Binary 4 30 3.6417 3.6134 0.8% 3.2%

10 10 3.6329 3.6050 0.8% 11.1%

16 5 3.7869 3.6852 2.8% 9.7%

Integer 4 100 3.6249 3.6206 0.1% 3.2%

10 40 3.6306 3.6251 0.2% 1.7%

16 25 3.7208 3.7098 0.3% 2.2%

problems feasible solutions could only be obtained after several branching steps. In all cases,
keeping �rst-stage variables as integers, turned out to give feasible solutions in the root node.

3.2 Uncertain load pro�le example

To test our algorithm on a problem where the scenarios have di�erent load pro�le patterns we
created 16 scenarios with di�erent timing of peak periods and peak levels for the last 5 days
of the time horizon. We assume the scenarios in all 3 instances have probabilities according
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to a uniform distribution. The load pro�les for a 4 scenario instance are depicted in Figure 4.
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Figure 4: Load pro�les for inaccurate load forecast example with 4 scenarios

The computational results for the 3 instances are given in Table III. From Tables II and III it

Table III: Computational results for inaccurate load forecast instances.

NOA Best Lower Without

Formulation Scenarios Steps solution Bound Gap NOA

Binary 4 30 3.6598 3.6411 0.5% 1.4%

10 10 3.6955 3.5781 3.3% 8.3%

16 5 3.6225 3.5276 2.7% 10.1%

Integer 4 100 3.6579 3.6527 0.1% 4.1%

10 40 3.6195 3.6080 0.3% 3.1%

16 25 3.5698 3.5556 0.4% 2.5%

can be seen that the integer formulation is superior to the binary formulation. This is partly
due to the fact that the subproblem LP-relaxations in the integer formulation are smaller and
easier to solve than those of the binary formulation. However, also the performance of NOA is
considerably better for the integer formulation. We conjecture this is so because the integer
formulation, with �rst-stage variables relaxed, give rise to stronger Lagrangian relaxations
than the binary formulation, but can also be credited to bad choice of initial multipliers.
This said, better feasible solutions as well as tighter lower bounds can easily be obtained for
the binary formulation at the expense of more computing time.
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It should be noticed that the so-called Value of the Stochastic Solution (VSS), that is,
the di�erence between the expectation of the expected value solution and the stochastic
programming solution, in relative terms is quite small. However, due to the size of the
costs, the stochastic programming solution represents signi�cant savings over the deterministic
model. For con�dence reasons, costs displayed in the tables do not allow conclusions to the
precise real �gures. For a rough impression, however, it might be interesting to note that
weekly fuel costs are in the range of several millions of German Marks.

There are several ways of improving the algorithm, for instance to employ several, di�erent,
rounding heuristics to come up with further candidates for feasible solutions. Moreover, the
bound on the duality gap can be improved by solving the scenario subproblems with greater
accuracy, at the expense of more time consuming iterations.

4 Conclusions

We have elaborated an optimization model for unit commitment under uncertainty of elec-
trical load using modelling techniques from two-stage stochastic programming. Due to the
substantial share of integer variables in both stages, this model is intractable by the majority
of algorithms in stochastic programming, which hinge upon continuity of variables. As an
MILP, the model is large-scale with block-angular constraints matrix. The sheer size of the
model prevents application of state-of-the-art MILP solvers.

Using the scenario decomposition method from Car�e and Schultz (1997) it is possible to
break down the large-scale MILP into smaller problems that are very close to conventional
deterministic unit commitment problems, and for whose solution existing methods like the
one in Dentcheva et al. (1997) can be employed. Our computational experience indicates that
the method is able to produce feasible solutions for realistic problem instances with optimality
certi�cates in the range of 1% within 10 minutes of computing time on a modern workstation.

Potential for improvement lies in speeding up subproblem solving and elaborating imple-
mentational issues such as the optimal tradeo� between the number of subgradient iterations
and the objective function increase in the Lagrangian dual or alternative heuristics for node
selection and generation of feasible points in the branch-and-bound procedure on top of the
scenario decomposition.
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