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One Ring to rule them all, One Ring to find them, 
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Abstract

In this thesis we used the atomic force microscope (AFM) for the creation of complex mesoscopic devices with various geometries. The basis for our experiments were GaAs/AlGaAs-heterostructures with two-dimensional electron gases (2DEG) 57 nm, 40 nm, and 34 nm below the surface. We studied in detail controlled mechanical nanomachining and local oxidation.

We fabricated ballistic quantum point contacts by engraving a constriction into a GaAs/AlGaAs-heterostructure with the tip of an AFM. The devices were nanomachined using both a silicon tip and a diamond tip to study the influence of the tip material. It turned out that a diamond tip is almost perfect not only for a fast and simple processing but also in forming proper potential profiles to observe ballistic electron transport. The appearance of the 0.7 \((2e^2/h)\) conductance anomaly confirms the high quality of diamond-engraved devices. We deduced the depletion lengths induced by the different tips, yielding \(\sim 200 \text{ nm}\) for diamond-engraved samples, which is roughly two times smaller than typical depletion lengths in devices patterned with a Silicon tip.

A detailed study of the local oxidation with an AFM proved the importance of the oxidation current for the controlled fabrication of tunnelling barriers in 2DEGs. We found a linear dependence of the barrier height on the oxidation current which is related to the depth of the oxide lines. With these tunnelling barriers we fabricated a single-electron transistor containing several hundred electrons well described by the constant interaction model.

Further we demonstrated that the AFM-based nanolithography provides a relatively easy and controlled approach to create parallel quantum dots. The double dot was stepwise fabricated with a combination of controlled nanomachining and local oxidation. The dots were defined by splitting a quasi-one-dimensional resonant tunnelling diode in two separate zero-dimensional regions. Analysing of the transport measurements of the two quantum dots allowed the identification of the specific Coulomb-blockade oscillations of each dot. We showed that the current
could be directed through both quantum dots separately by applying high negative gate voltages to the respective in-plane gates. These experiments proved that the combination of controlled nanomachining and local oxidation with an atomic force microscope is a straightforward approach to fabricate robust mesoscopic devices.

In the remaining part of the thesis we investigated the transport characteristic of a quantum ring defined by local oxidation in great detail. We discussed the Aharonov-Bohm effect in this asymmetric quantum ring with a diameter of below 450 nm. The analysis of the data with Fourier transformation indicated only one interfering sub-band in the ring. This led to a modulation of the conductance of more than 50%. The electron orbit extracted from the periodicity of the Aharonov-Bohm effects fits perfectly to the ring geometry. The attached in-plane gates allow to tune the phase of the Aharonov-Bohm effect at zero magnetic field and we observed the typical sharp phase jumps by $\pi$ that are related to the asymmetry of our device. Finally, we showed that the line-shape of the resonances in the quantum ring is controlled by an outer gate voltage and the magnetic field. This fact was explained by interference between a resonant bound state and directly submitted electrons. This led to a Fano like characteristic.

The attached in-plane gates of the quantum ring allowed to study the same device in the Coulomb-blockade regime. With the observation of spin flips in the addition spectrum in a perpendicular magnetic field we determined the number of electrons to below ten in this voltage range. The observation of a Kondo effect enabled to study the spin structure of the measured quantum ring. The Kondo resonances vanished and broadened with increasing temperature. The peak conductance follows the universal curve and was used to estimate the Kondo temperature of the device. Non-linear transport measurements showed an even-odd behaviour of the Kondo effect. This result together with a Zeeman splitting in a perpendicular magnetic field led to the conclusion that the Kondo effect was induced by a single spin on the ring. The magnetic field dependence of the conductance in the Kondo valley could be interpreted as ballistic transport of as few as five electrons.

At low magnetic fields we observed oscillations in the ground state of the device with a periodicity related to the number of electrons on the ring. This effect caused by strong electron-electron interactions was attributed to the small number of electrons. We found Aharonov-Bohm oscillations of the conductance in the Kondo regime as well. The finite conductance due to the Kondo effect was used for an analysis of the
phase evolution of this Aharonov-Bohm effect in the Coulomb-blockade valley. The measurement yielded phase jumps by $\pi$ at the Coulomb-blockade resonances and a smooth shift of the Aharonov-Bohm maxima in between.

The observation of the Kondo and Aharonov-Bohm effect shows the wide range of possible research topics for these kind of devices. Due to their smallness together with the few electrons and the exact control of the sample parameters these devices are ideal systems to compare the experimental results with theoretical predictions. With the AFM-based lithography it should be possible to design novel geometries for mesoscopic systems, which may show an unexpected variety of new effects in transport experiments.
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1 Introduction

It has been always a dream for experimentalists to design artificial confinement potentials for electrons. In semiconductor physics these are realized in quantum dots consisting of up to several hundred atoms [1]. These quantum dots are often called mesoscopic because they are much smaller than macroscopic crystals but still larger than single atoms in the microscopic world. A very successful approach to investigate exciting effects like electron-electron interactions and interference phenomena in these systems is transport spectroscopy, which allows to probe the wave function of the confined electrons.

Two key concepts in solid state physics have enabled the direct fabrication of small quantum dots investigated in this thesis. The first is the invention of modulation doped GaAs/AlGaAs-heterostructures in 1978 allowing the production of high-quality two-dimensional electron gases (2DEG) [2]. The second milestone was the development of the scanning tunnelling microscope in 1982 by Binnig and Rohrer [3], which allowed the investigation of surfaces with atomic resolution and even the displacement of single atoms [4] in the following years. In 1986 the invention of the atomic force microscope (AFM) [5] boosted the development of the new field of nanotechnology in all natural sciences ranging from biology to physics.

In this thesis we combine 2DEG and AFM lithography for a realization of mesoscopic devices. For the observation of quantum mechanical effects one has to shrink the dimensions of a quantum dot to the wavelength of electrons in the material system. Within a 2DEG the typical wavelength of the electrons lies around some ten nanometers which is more than two orders of magnitude longer than in metals. The typical tip of an AFM has a radius of below ten nanometers which is even smaller than the wavelength of the electrons. Therefore, an AFM tip is a natural candidate for the local manipulation of the electronic structure in a 2DEG.

The first demonstration of the depletion of a 2DEG with an AFM was published in 1995 [6] almost one decade after the invention of
the AFM. In these experiments the AFM tip induced a local chemical oxidation at the surface of a heterostructure. As a consequence the band structure is distorted locally underneath the created oxide line and the 2DEG is depleted. A completely different technique is the removal of atoms from a surface with an AFM tip used as a nanoscopic engraving tool. This is the most direct method of modifying a 2DEG with an AFM.

The advantages of both techniques are obvious, no further processing of the samples is needed, no photoresists, chemical etching, masks, or metallizations. Additionally, there are no limitations to the device geometry and the accuracy of the lithography lies in the range of a few nanometers.

With the controlled nanomachining [7] and the local oxidation a realization of quantum dots in a 2DEG is possible [8, 9, 10]. In addition, we discuss the possibility to create multiple connected topologies with the AFM like rings with an inner and outer boundary. These devices allow to study interference phenomena like the Aharonov-Bohm effect [11] in the Kondo regime [12] [13] [14] [15] [16] [17] where electron-electron correlation effects dominate the transport characteristic.

Outline

Chapter 2 begins with a short description of electrons confined to low dimensional conductors, namely two-, one-, and zero-dimensional systems, respectively. As examples for transport phenomena we discuss the ballistic transport through quantum point contacts and the tunnelling of electrons through potential barriers. The chapter ends with a brief introduction to resonant tunnelling diodes based on 2DEG.

Chapter 3 contains a detailed overview of the GaAs/AlGaAs-heterostructures used as a basis for the realization of the mesoscopic devices. With self-consistent calculations of the band structure of a 2DEG we describe the depletion of heterostructures by defects induced only at the surface. This is the underlying principle for the direct nanolithography, that is described in Chapter 4. The chapter starts with an introduction to the AFM as a tool for investigating surfaces. Afterwards, we describe the two AFM techniques used for the direct fabrication of the mesoscopic devices, namely the controlled nanomachining and the local oxidation. Of special interest is a comparison of diamond and silicon as tip materials for the nanomachining of ballistic quantum point contacts. The second part of the chapter reviews the creation
of tunnelling barriers with local oxidation. We discuss the influence of the writing parameters on the oxide growth at the surface of heterostructures. We show that the oxidation currents directly determines the depth of the oxide lines.

In Chapter 5 we introduce the constant interaction model that is used to describe a single-electron transistor, consisting of a quantum dot with attached contacts and leads, in the Coulomb-blockade regime. The model is compared with the results obtained from a quantum dot defined with local oxidation. In the second part of the chapter we show the stepwise fabrication of a parallel double quantum dot by cutting a one-dimensional resonant tunnelling diode in quasi zero-dimensional regions.

Chapter 6 describes measurements on a very small quantum ring that was defined with local oxidation. We study the open transport regime where the electrons are transmitted ballistically through the ring structure. The ring acts as an interferometer and allows to observe the Aharonov-Bohm effect. With the attached in-plane gates we tune the phase of the electronic wave function inside the ring arms. The chapter ends with a short discussion of Fano-resonances in the conductance through the ring that might be caused by an interference of a resonant with a non-resonant transmitted state.

The thesis continues in Chapter 7 with measurements on a quantum ring in the Coulomb-blockade regime. Of special interest is the Kondo effect that leads to a finite conductance even for a constant electron number on the ring. The non-linear transport measurements on the quantum ring exhibit clear indications for a Kondo effect induced by a single electron spin. The study of the addition spectrum in high magnetic fields enables us to extract the exact number of electrons on the ring in the Coulomb-blockade regime. Finally, we use the Kondo effect to study the evolution of the Aharonov-Bohm effect in the Coulomb-blockade valley.

A summary of the results is given in Chapter 8.
2 Low-dimensional electron systems

In this chapter we review the basic principles of low-dimensional electron systems. We discuss the density of states of two- and one-dimensional electron gases. An introduction to single-particle states in a zero-dimensional potential well follows. The result is compared to the magnetic field dependence of the ground state of a strictly one-dimensional quantum ring. In the second part of the chapter we describe two important transport phenomena for our thesis, namely ballistic conductance through quantum point contacts and tunnelling through potential barriers. The chapter ends with an introduction to lateral resonant tunnelling through a double-barrier structure.

2.1 Confined electrons

2.1.1 Two-dimensional electron gas

Electrons in a three-dimensional periodic potential can be described as plain waves with an energy

$$E(\vec{k}) = \frac{\hbar^2}{2m^*}(k^2_x + k^2_y + k^2_z). \quad (2.1)$$

$\vec{k}$ is the wave vector of the electron. Its components $k_i = 2\pi/\lambda_i$ are the wave numbers and $\lambda_i$ ($i = x, y, z$) the wavelength in all three dimensions $x, y, z$. $m^*$ is the so-called effective mass of the electrons that takes the specific band structure of the crystal into account. In general $m^*$ is a tensor that is defined by the following expression

$$\left( \frac{1}{m^*} \right)_{ij} = \frac{1}{\hbar^2} \frac{\partial^2 E(\vec{k})}{\partial k_i \partial k_j}. \quad (2.2)$$

In a parabolic conduction band $m^*$ will not depend on the energy of the electrons and

$$m^* = m_{xx}^* = m_{yy}^* = m_{zz}^*. \quad (2.3)$$
2.1 Confined electrons

A two-dimensional electron system is created by applying an additional confinement potential $V(z)$ along the $z$-direction in a crystal. This leads to a quantization of the energy levels $E_z(n_z)$ where $n_z$ is the number of the occupied levels. These levels will be named as subbands in the following. Instead of equation 2.1 we get

$$E(k_x, k_y, n_z) = \frac{\hbar^2}{2m^*}(k_x^2 + k_y^2) + E_z(n_z) .$$

(Apparentally, the electrons can only move freely in the $xy$-plane perpendicular to the potential $V(z)$. One possible experimental realization of a two-dimensional electron gas (2DEG) will be described in Chapter 3.1.

The density of states $D_{n_z}(E)$ in the specific subband $n_z$ in a 2DEG does not depend on the energy

$$D(E) = 2 \frac{L^2 m^*}{2\pi \hbar^2} ,$$

here we use $\hbar = h/2\pi$ with $h$ Planck’s constant and $L$ the size of the system. The factor two considers the electron spin. $D(E)$ for a system with several occupied subbands is just the sum of the Heaviside function $\Theta$

$$D(E) = \sum_i D_i(E) = \frac{L^2 m^*}{\pi \hbar^2} \sum_i \Theta(E - E_i) .$$

In the $\vec{k}$-space this system is a disc with a radius of $k_F = \sqrt{2\pi n_e}$ with $n_e$ the density of the electrons in the 2DEG. $k_F$ is defined as the wave number at the Fermi energy $E_F$ at zero temperature. With this relation we get for the Fermi energy in a 2DEG

$$E_F = \frac{\pi \hbar^2}{m^* n_e} .$$

2.1.2 One-dimensional electron gas

With another confinement potential along the $y$-direction we can restrict further the free motion to the $x$-axis of the system. The energy of the electrons is then quantized in the $y$ and $z$-direction

$$E(k_x, n_y, n_z) = \frac{\hbar^2 k_x^2}{2m^*} + E_y(n_y) + E_z(n_z) .$$


Each pair of \( n_y \) and \( n_z \) denotes a specific one-dimensional (1D) sub-band in this system. To simplify we assume for the following considerations that \( n_z = 1 \) and the number of the occupied 1D-subbands depends only on \( n_y \). The density of states \( D(E) \) has to be modified

\[
D(E) = 2 \frac{L}{\pi \hbar} \sqrt{\frac{m^*}{2E}} .
\]

(2.7)

The main difference to the two-dimensional electron gas is that the density of states is proportional to \( 1/\sqrt{E} \) instead of constant. We will later see that this dependence has an important consequence for the transport through such an 1D-system.

### 2.1.3 Zero-dimensional systems

#### Spectrum of a quantum dot

With a third confinement potential \( V(x) \) the electrons are bound to a quasi zero-dimensional region of space. If \( V(x), V(y) \) and \( V(z) \) are of the parabolic form the energy of the electron is quantized

\[
E(n_x, n_y, n_z) = \hbar \omega_x (n_x + \frac{1}{2}) + \hbar \omega_y (n_y + \frac{1}{2}) + \hbar \omega_z (n_z + \frac{1}{2})
\]

(2.8)

with \( n_i = 0, 1, 2, .. \) the number of occupied levels in each direction and \( \hbar \omega_i \) the energy of the harmonic oscillator that denotes the separation of the levels \((i = x, y, z)\). All energies are discrete and thus the electron is confined in the potential.

The density of states \( D(E) \) in a 0D-system is the sum over Dirac \( \delta \)-functions

\[
D(E) \propto 2 \sum_{n_x, n_y, n_z} \delta(E - E(n_x, n_y, n_z)) .
\]

(2.9)

The pre-factor considers the two-fold degeneracy of each state due to the electron spin.

In semiconductor physics such a system is often named quantum dot (QD) or even artificial atom because of the similarities with the energy spectrum of real atoms. In the following we neglect any influence of interaction effects by assuming only one confined electron in the system.
2.1 Confined electrons

Figure 2.1: Magnetic-field dependence of the energy levels for one electron in a 2D parabolic confinement potential with $\hbar \omega_0 = 1$ meV. The Zeeman energy is neglected.

We can create a quasi disc-like quantum dot by choosing $\hbar \omega_z \gg \hbar \omega_{x,y}$. For simplicity we assume $\hbar \omega_x = \hbar \omega_y = \hbar \omega_0$ and separate the Hamiltonian $\hat{H}_g = \hat{H} + \hat{H}_z$. $\hat{H}$ is given by

$$\hat{H} = \frac{1}{2m^*} \hat{p}^2 + \frac{1}{2} m^* \omega_0^2 r^2,$$

where $\hat{p}$ is the lateral momentum operator in the $x,y$-plane. Due to the radial symmetry of this Hamiltonian it can be solved in polar coordinates $\vec{r} = r \exp(i \varphi)$ which results in eigenvalues of the form

$$E(n,l) = (2n + 1 + |l|) \hbar \omega_0$$

with the radial quantum number $n = 0,1,2,\ldots$ and the angular momentum quantum number $l = 0, \pm 1, \pm 2, \ldots$ Please note, that in Cartesian coordinates $\vec{r} = (x,y)$ the ground state energy has the form $E(n_x,n_y) = \hbar \omega_0((n_x + 1/2) + (n_y + 1/2))$.

When we apply a magnetic field $B$ perpendicular to the plane of the quantum dot the energy of the system has to be modified

$$E(n,l) = (2n + 1 + |l|) \sqrt{(\hbar \omega_0)^2 + (\hbar \omega_c/2)^2 + (l/2)\hbar \omega_c} .$$
2 Low-dimensional electron systems

with the cyclotron frequency \( \omega_c = eB/m^* \). This result first calculated by Fock [18] is obtained by neglecting the influence of the electron spin, which is reasonable for a system with only one electron.

The result of a calculation is shown in Figure 2.1. In the limit of very high magnetic fields, i.e. \( \hbar \omega_c \gg \hbar \omega_0 \), equation 2.12 can be rewritten in the following form

\[
E(n, l) \approx (2n + 1 + (|l| + l)/2) \hbar \omega_c .
\]  

(2.13)

This result indicates the formation of Landau levels in the system at very high magnetic fields. In the spectrum of the quantum dot in Figure 2.1 this is visible by the "bunching" of the electron states for \( B > 2 \text{ T} \).

**Spectrum of a quantum ring**

These considerations are only valid for a quantum dot with a simple connected topology. The characteristic changes completely for a quantum ring with outer and inner boundary. In a model with a strictly one dimensional geometry which encloses a magnetic flux of \( m \) flux quanta \( \phi_0 = h/e \) the energy spectrum \( E_{l,m} \) of a single-mode ring can

![Figure 2.2: (a) Theoretical spectrum of a single mode one-dimensional quantum ring as a function of the applied flux \( \phi \). Each state follows a parabola with constant angular momentum quantum number \( l = 0, \pm 1, \pm 2, .. \). (b) Magnification of the region in the dashed box shown in (a).](image-url)
be calculated to \[19\]

\[
E_{l,m} = \frac{2\hbar^2}{m^*d_e^2}(m+l)^2.
\] (2.14)

Here \(m^*\) is the effective mass of the electron, \(l = 0, \pm 1, \pm 2, \ldots\) the angular momentum quantum number, and \(d_e\) the diameter of the ring.

For every value of \(l\) the states lie on parabolas with the minimum at a magnetic flux \(\phi = m\phi_0\) as depicted in Figure 2.2(a). An increase of \(m\) by one leads to a change of the ground state of the ring from \(l = 0\) to \(l = -1\), see Fig 2.2(b). Therefore, the energy of the ground state is oscillating with a period of \(\hbar/e\) in a perpendicular magnetic field even in a single-particle picture. This is in contrast to the results for the quantum dot. The ground state of a quantum dot is always \(n = 0\) and \(l = 0\), see Figure 2.1.

## 2.2 One-dimensional ballistic transport

One possibility to create a one-dimensional system is to cut a narrow wire out of a 2DEG. On the left-hand side of Figure 2.3 a schematic picture of a 1D-channel in a two-dimensional electron gas is depicted. The solid black lines indicate insulating regions separating the gates from the rest of the 2DEG depicted in grey. The density of the electrons in the constriction and thus the electronic width \(w_{1D}\) is controlled by the voltages applied to the gates. Such a device works in principle like a field-effect transistor that is laid out flat on a surface.

Inside a constriction in a 2DEG a quasi one-dimensional channel of length \(l_{1D}\) and width \(w_{1D}\) might be formed. In the following we assume that \(w_{1D}\) is smaller compared to all other quantities. The channel is directly coupled to the two-dimensional reservoirs. A qualitative microscopic picture is shown in Figure 2.3(a) + (b). The transport characteristic of such a system is classified in three different regimes: diffusive, quasi-ballistic, or ballistic [20].

The system is diffusive if the mean free path \(l_e\) of the electrons is smaller than the length of the channel: \(l_e \ll l_{1D}\), Figure 2.3(a). \(l_e\) is governed by scattering of electrons on impurities (indicated by the grey circles in Figure 2.3(a)) or a rough surface of the channel boundaries. In a quasi-ballistic system \(l_e\) is larger than \(w_{1D}\) but still smaller than \(l_{1D}\). When impurities are absent in the channel and its boundaries are smooth on the length scale defined by the Fermi wavelength of the
Figure 2.3: Microscopic picture of the channel between two gates: (a) diffusive transport regime \(l_e \ll l_{1D}\) (b) ballistic transport regime \(l_e \gg l_{1D}\).

electrons \(l_e \gg l_{1D}\) follows. In this regime the electrons are ballistically transmitted through the channel and the scattering at the boundaries is specular, Figure 2.3(b). In other words, due to the absence of scatterers all electrons that enter the channel will be transmitted through it which results in a transmittance \(T = 1\) of the channel.

In our experiments we will define very short channels of a few ten nanometers length. These kind of devices are known as ballistic quantum point contacts (QPC).

We will calculate the conductance \(G\) through a QPC. In a ballistic regime, the conductance through a classical point contact was first derived by Sharvin [21]:

\[
G = \frac{2e^2}{h} \frac{k_F w_{1D}}{\pi} = \frac{2e^2}{h} \frac{2w_{1D}}{\lambda_F},
\]

where \(k_F = 2\pi/\lambda_F\) is the Fermi wave vector and \(\lambda_F\) the Fermi wavelength at \(E_F\). The conductance is limited by scattering of the incident electrons at the entrance of the constriction and thus scales linearly with \(w_{1D}\).

Quantum mechanical effects lead to deviations from a continuous dependence of \(G\) on \(w_{1D}\) when the Fermi wavelength \(\lambda_F\) of the electrons is comparable to the width of the point contact \(w_{1D}\). As a consequence one obtains a quantized conductance. In a typical GaAs/AlGaAs-heterostructure used here we get \(\lambda_F \sim 50\) nm, therefore the electronic width
2.2 One-dimensional ballistic transport

Figure 2.4: Conductance $G$ of a ballistic quantum point as a function of the number of occupied subbands $n$ at temperature $T = 0$ and $T > 0$.

of a quantum point contact should be smaller than a few 100 nm to observe quantization.

A simplified explanation for the quantization of $G$ in units of $2e^2/h$ is the formation of discrete energy levels inside the quantum point contact that are accessible for transport. By assuming a harmonic confinement potential perpendicular to the current direction the eigenvalues of the energy in the quantum point contact have the form [20]:

$$E(k_x, n_y) = \frac{\hbar^2 k_x^2}{2m^*} + \left( n_y + \frac{1}{2} \right) \hbar \omega_0 , \quad (n_y = 0, 1, 2, \ldots) \quad (2.16)$$

which contains a free-electron kinetic energy in the longitudinal $x$-direction (parallel to the current flow). The energy levels are equally spaced with $\hbar \omega_0$. Since the electrons can only move freely in the $x$-direction this leads to quasi one-dimensional subbands. Each subband is characterized by a specific transmission coefficient $T_n$. Electrons can only pass the point contact if their energy matches the energy of the occupied subbands in the QPC.

We calculate the net current $I$ flowing through a point contact with $N$ occupied subbands at zero temperature. $I$ is obtained by integrating over all electronic states between the electrochemical potentials of the
source and drain contacts $\mu_S, \mu_D$:

$$I = e \sum_{n=1}^{N} \int_{\mu_D}^{\mu_S} dE \frac{1}{2} \frac{dN_n}{dE} v_n(E) T_n(E) . \tag{2.17}$$

Again $T_n$ is the transmission probability of each subband that is accessible for the electrons. The product of the 1D-density of states $dN_n/dE = 2/\pi \cdot (dE_n/dk_x)^{-1}$ and the velocity of the electrons $v = 1/\hbar \cdot (dE_n/dk_x)$ yields $(dN_n/dE_n) \cdot v_n = 4/\hbar$. Formula (2.17) is simplified with this result and we calculate the conductance $G = I/V$ of the QPC to

$$G = \frac{2e^2}{\hbar} \sum_{n=1}^{N} T_n , \tag{2.18}$$

which is the so-called two-terminal Landauer-formula. In the ballistic regime the transmission probability is $T_n = 1$ for $n = 1..N$ with $N$ the maximum number of populated subbands. According to these considerations the conductance $G$ is quantized

$$G = \frac{2e^2}{\hbar} N . \tag{2.19}$$

The above considerations are valid at zero temperature ($T = 0$) and lead to sharp steps in the conductance $G$ through a QPC as a function of the number of occupied subbands as shown in Figure 2.4 by the dashed line. At finite $T$ the steps are smeared out because of the Fermi-Dirac distribution of the electrons in the contacts given by

$$f(E) = \frac{1}{\exp\left(\frac{E-E_f}{k_B T}\right) + 1} , \tag{2.20}$$

with $k_B$ the Boltzmann constant. An ideal characteristic at finite temperature is shown by the solid line in Figure 2.4.

Scattering in the quantum point contact, either at rough boundaries or impurities, lead to deviations from the ballistic case. If defects are present in the constriction the $T_n$ of the subbands will differ. This will distort the characteristic and the clear quantization of the conductance is lost.
2.3 Tunnelling phenomena in low dimensional systems

After this short introduction to one-dimensional ballistic transport we introduce the tunnelling through potential barriers.

2.3.1 Tunnelling barriers

A potential or tunnelling barrier is described by its energetic height $\Phi_0$ and the width $w$. A simple idealized example is shown in Figure 2.5. A rectangular tunnelling barrier separates a continuum of electronic states that contain electrons up to the electrochemical potential $\mu$ indicated by the grey region, depicted at zero temperature $T = 0$ K. In a classical picture all incident electrons with a certain energy $E < \Phi_0$ are reflected at the barrier. Classical particles can only pass the barrier when their energy exceeds $\Phi_0$. In contrast, the quantum mechanical calculation of the transmission coefficient $t$ results in $t > 0$ for a barrier with finite height even for electrons with $E < \Phi_0$: the electrons can tunnel through the barrier. The calculation of $t$ in dependence of $\Phi_0$ and $w$ yields for $E < \Phi_0$ [22]:

$$t \propto \exp \left( -w \sqrt{\frac{2m^*}{\hbar^2}} (\Phi_0 - E) \right). \quad (2.21)$$

This result is only valid if the wavelength of the electrons $\lambda$ is much shorter than the barrier width.

Figure 2.5: Idealized tunnelling barrier shown for an electrochemical potential $\mu \ll \Phi_0$ in the contacts.
We are interested in the current-voltage (IV) characteristic of a real tunnelling barrier as shown in Figure 2.6(a). In our case, a real barrier situated in a realistic semiconductor will be distorted compared to Figure 2.5 because free electrons will screen the potential. This leads to an effective rounding of the barrier shape. This can be simulated by self consistent calculations. Examples for real barriers in a two-dimensional electron gas can be found e.g. in the work of Peck [23].

A real barrier with different applied bias voltages is shown in Figure 2.6. At zero bias ($V_{SD} = 0$), the electrochemical potentials $\mu_S, \mu_D$ in the source and drain contacts are equal, Figure 2.6(a). By raising $V_{SD}$ ($\mu_S > \mu_D$) a current will start to flow eventually through the barrier, because empty states exist on the other side of the barrier, Figure 2.6(b).

There is an additional effect for the real barrier: its effective height $\Phi_{eff}$ above the electrochemical potential in the source contact $\mu_D$ is reduced by an amount $\Delta\Phi = \alpha e V_{SD}$ with $e$ the elementary charge and $\alpha$ a voltage-to-energy conversion factor. In general, the voltage drop over the barrier will be linear and in the case of a symmetrical barrier it follows $\alpha = 0.5$. This is depicted in Figure 2.6(b). For an asymmetric barrier $\alpha$ will be smaller than 0.5.

With even higher $V_{SD}$, $\Phi_{eff}$ is further reduced (Figure 2.6(c)) and the tunnelling current grows accordingly. If $\Phi_{eff}$ falls below zero, the barrier is reduced to an Ohmic resistor with a resistance $R = dV_{SD}/dI_{SD}$, and the current grows according to Ohm’s law $I_{SD} = V_{SD}/R$ linearly for $eV_{SD} \gg \Phi_0$, Figure 2.6(d).

The resulting IV-characteristic is shown in Figure 2.7 for two symmetric tunnelling barriers with the same width but different heights $\Phi_0$ as shown in the upper left inset. The dashed line depicts the characteristic for the higher barrier, in which the tunnelling current is suppressed over a wide voltage range around $V_{SD} = 0$. In this region $I_{SD}$ is too small to be detected with our measurement setups. This is different for the smaller barrier because here a detectable tunnelling current flows already around $V_{SD} = 0$ (solid line in Figure 2.7). $\Phi_0$ can be estimated by extending the linear region of the characteristic to $V_{SD,0}$ at $I_{SD} = 0$, as indicated in the lower right inset of Figure 2.7. For a symmetrical tunnelling barrier ($\alpha = 0.5$) $V_{SD,0}$ will be identical for both bias directions and thus

$$\Phi_0 = 0.5 e V_{SD,0} \, . \quad (2.22)$$

This is a very simplified method for the estimation of $\Phi_0$. For an exact
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Figure 2.6: Tunnelling current through a barrier at different source-drain bias $V_{SD}$. The effective barrier height $\Phi_{\text{eff}}$ and $\Phi_0$ change both with variation of $V_{SD}$.

determination of $\alpha$ and $\Phi_0$ temperature dependent measurements of the tunnelling current are required, see e.g. Ref. [24].

2.3.2 2D-1D-2D resonant tunnelling

In Chapter 2.2 we discussed the transport features through a 1D-system in the ballistic regime. What happens if we couple a one-dimensional system like a quantum wire with two tunnelling barriers to a 2DEG?

A schematic picture of such a device is shown in Figure 2.8(a). The tunnelling barriers that establish the tunnel coupling and define the 1D-wire are depicted. The length of the wire is determined by the width of the 2DEG itself. $\mu_{S,D}$ denote the electrochemical potential in the source and drain contacts. A system with two consecutive barriers is often named double-barriers structure. The one-dimensional wire in between may contain several energy levels depending on the barrier heights and the barrier separation, here we depicted two levels indicated by the horizontal lines.

This device is a 2D-1D-2D resonant tunnelling diode (RTD). Such a RTD has similar properties as vertical 3D-2D-3D RTDs that were first
demonstrated experimentally in 1974 by Chang, Esaki, and Tsu [25].

In Figure 2.8(b) and (c) a sketch of a RTD with an applied bias voltage \( V_{SD} \) is shown that induces a difference of the electrochemical potentials
\[ \mu_S - \mu_D = eV_{SD} \]

For the flow of a tunnelling current, energy and momentum of the electrons have to be conserved and there have to be free states across the barriers. Therefore, electrons can only tunnel if their energy in the \( x \)-direction matches the energy of the subband \( E_0 \) between the double barriers:
\[ \hbar^2 k_F^2 / 2m^* = E_0 \]

with \( m^* \) as the effective mass of the electrons in the material. In Figure 2.8(a) tunnelling is forbidden, because
\[ k_F = \sqrt{2m^*\mu_S / \hbar^2} < k_0 \]

as depicted in the graph on the right-hand side. Please note, that in two dimensions there is only a Fermi circle with radius \( k_F \) in the \( k_x, k_y \)-plane.

The position of the subband relative to the electrochemical potential can be controlled with the bias voltage \( V_{SD} \). With a voltage-to-energy conversion factor \( \alpha \sim 0.5 \) for a symmetric structure we calculate the energy of the subband \( E_r \) relative to the band edge of the emitter
\[ E_r = E_0 - \alpha eV_{SD} \]

At \( V_T \) applied to the structure, \( E_r \) matches \( \mu_S \) and \( k_r \) if shifted into the Fermi circle. All the electrons with a wave vector that ends on the vertical line at \( k_r \) in Figure 2.8(b) can pass the structure resonantly.

The number of electrons that may tunnel depends on the length of the segment and with increasing \( V_{SD} \) there are more states available. Therefore, the current \( I \) will grow accordingly. This continues until \( E_r \) falls below the conduction band edge in the emitter. At this point there is a sharp drop in \( I \), because electrons with a \( k_r < 0 \) are no longer
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Figure 2.8: (a)-(c) Sketch of a 2D-1D-2D resonant tunnelling diode with varying bias voltage $V_{SD}$. On the right hand side the Fermi circle is shown with the resonant level at $k_r$. Lower right: resulting $IV$-characteristic.

transmitted. This leads to a peak in the $IV$-characteristic of every resonant tunnelling device as indicated in the lower right picture in Figure 2.8. At the sharp break down of the current there is a negative-differential resistance (NDR), which is especially interesting for high-frequency devices [26].
3 Depletion of a two-dimensional electron gas

In this chapter we describe the basis for all our experiments, namely two-dimensional electron gases (2DEG) in GaAs/AlGaAs-heterostructures. We give a detailed overview about the three specific heterostructures used for fabricating mesoscopic devices.

In the second part we introduce the underlying principle of direct writing of electronic structures with an atomic force microscope. For one of the heterostructures we discuss the possibility of the controlled depletion of a 2DEG.

3.1 Heterostructures

The starting point for all the experiments in this thesis are two dimensional electron gases (2DEG). In Chapter 2.1.1 the basic properties of 2DEGs are described. In the following paragraph an experimental realization in a semiconductor crystal is discussed.

One possibility to fabricate a semiconductor heterostructure is the growth by molecular-beam epitaxy (MBE). In general, a heterostructure consists of two or more semiconductors with different band gaps, which are combined in a single crystal. With a correct layer and doping sequence one can create e.g. a triangular potential well along the growth direction below the surface. The structure contains a two-dimensional electron gas at liquid $^4$He-temperatures of 4.2 K. The electrons are confined within the potential and can only move in the plane perpendicular to the growth direction.

GaAs and AlGaAs are ideal candidates for the fabrication of heterostructures, because they have almost the same lattice constants but different band gaps: $a_{\text{GaAs}} = 5.6533$ Å and $a_{\text{AlAs}} = 5.6611$ Å.\cite{27}. The AlGaAs material system is preferred especially for the band-gap engineering of 2DEGs for research applications because the band gap of the ternary semiconductor $\text{Ga}_{1-x}\text{Al}_x\text{As}$ depends on the Al-content.
3.1 Heterostructures

In the schematic picture in Figure 3.1, the formation of a 2DEG in a GaAs/AlGaAs-heterostructure is shown. An intrinsic semiconductor like GaAs with the Fermi energy $E_F$ in the middle of the band gap between the valence band $E_V$ and the conduction band $E_C$ is shown. It is brought into contact with a doped semiconductor with larger band gap like AlGaAs. In equilibrium, $E_F$ has the same value throughout the whole crystal and the band structure aligns itself self consistently. At the interface there is a discontinuity in the conduction and the valence band. The conduction band of the intrinsic semiconductor is bent down and the conduction band of the doped material is bent up (lower part of Figure 3.1). This leads to the formation of the triangular potential well with quantized energy levels, often named as subbands. By choosing a suitable doping concentration only the lowest subband is occupied.

In general, there are two different approaches for the doping of GaAs/AlGaAs-heterostructures. One possibility is the bulk modulation doping where several 10 nm AlGaAs are doped with e.g. Si with a typical concentration of about $10^{18}$ m$^{-3}$. In contrast, wafers with a $\delta$-doping contain a layer of Si-donors with a thickness of only a few Å sandwiched between two adjacent AlGaAs layers. The advantage of both heterostructures is the spatial separation of the electrons from the positively charged donors. This reduces the main scattering process at low temperatures, which limits the mobility of the electrons, namely the remote impurity scattering. Today, with the advancement of the MBE-techniques it is possible to produce 2DEGs with exceptional high

![Figure 3.1: Formation of a triangular potential at the interface of two semiconductors with different band gaps.](image-url)
Depletion of a two-dimensional electron gas

Figure 3.2: Layer sequence of the wafers: 1129, 81016, and 71000. The Silicon modulation-doped regions are marked with stripes. Please note the δ-doping layer of wafer 71000.

Electron mobilities of more than 3000 m$^2$V$^{-1}$s$^{-1}$.

We use three different types of GaAs/AlGaAs-heterostructures in this work. Two of them are modulation doped heterostructures: the material 1129 was fabricated at the Lehrstuhl für Angewandte Physik at the Ruhr-Universität Bochum. Wafer 81016 was grown at the Max-Planck-Institut für Festkörperforschung in Stuttgart. The material system 71000, a very shallow 2DEG with δ-doping, was provided by the Walter Schottky Institut, München. All three layer sequences are

<table>
<thead>
<tr>
<th></th>
<th>1129</th>
<th>81016</th>
<th>71000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electron density $n_e$ (m$^{-2}$)</td>
<td>$4.07 \cdot 10^{15}$</td>
<td>$4.0 \cdot 10^{15}$</td>
<td>$4.3 \cdot 10^{15}$</td>
</tr>
<tr>
<td>Electron mobility $\mu_e$ (m$^2$V$^{-1}$s$^{-1}$)</td>
<td>107</td>
<td>23.0</td>
<td>42.1</td>
</tr>
<tr>
<td>Distance 2DEG - surface (nm)</td>
<td>$\sim 57$</td>
<td>$\sim 40$</td>
<td>$\sim 34$</td>
</tr>
</tbody>
</table>

Table 3.1: Characteristic values of the three heterostructures 1129, 81016, and 71000 at $T = 4.2$ K.
shown in Figure 3.2. The distance between the surface and the 2DEG is 57 nm (1129), 40 nm (81016), and 34 nm (71000), respectively. The main characteristics of the substrates are summarized in Tab. 3.1.

3.2 Local depletion of heterostructures

In this thesis we will use the tip of an atomic force microscope (AFM) for the direct manipulation of the electronic structure in a two-dimensional electron gas inside a GaAs/AlGaAs-heterostructure. The actual techniques for the direct nanolithography will be described in the next Chapter 4. At this point we give a short introduction to the underlying principle.

The band structure inside a GaAs/AlGaAs-heterostructure is very sensitive to changes at the sample surface, especially the shallow 2DEGs used here. As an example we want to demonstrate the influence of a groove in the sample surface on the band structure of the wafer 81016. In the following ”band structure” means the edge of the conduction band in the sample parallel to the growth direction.

In Figure 3.3(a) the layer sequence of wafer 81016 is shown. For an undisturbed surface we calculated the band structure of this wafer with...

![Diagram](image)

Figure 3.3: (a) Layer sequence of wafer 81016 with a 9 nm deep groove. (b) Simulated band diagram without ■ and with ● the groove.
a self-consistent Poisson solver \cite{28}. The result is depicted by the black line marked with a square in Figure 3.3(b), the edge of the conduction band is shown. Because the minimum of the band structure lies below $E_F$, a 2DEG is formed inside the triangular potential well.

To deplete the 2DEG, we can use a characteristic of the GaAs. At the surface the Fermi energy $E_F$ is pinned near the middle of the band gap of GaAs due to the formation of surface states. By removing a small amount of material from the surface e.g. by scribing a groove with an AFM tip. This moves the interface closer to the 2DEG and because of the pinning of $E_F$ in the band-gap the triangular potential well is lifted above $E_F$ and the 2DEG is depleted.

As an example for this process, we calculate the band structure of wafer 81016 again with a groove that protrudes 9 nm into the sample, shown by the white triangular area in Figure 4.1(a). As already mentioned the minimum of the band structure is shifted above $E_F$ and the 2DEG contains no longer any electrons. This process is similar to a shallow etch process \cite{29}. For this example, the simulation results in a conduction band some 100 meV above $E_F$ (curve (2) in Figure 3.3(b)). The raising of the conduction band underneath the defect is very sensitive to the depth. This was shown in several studies \cite{30,24} and will be used later in this thesis (see Chapter 4.3) to produce tunnelling barriers with varying height in a well defined manner.

It is important to notice that the influence is only local underneath the groove. As a consequence, it is possible to write insulating regions directly into a 2DEG with a resolution depending only on the width and the depth of the structures created at the surface. Another advantage is the spatial separation between the defect and the 2DEG. This avoids the creation of additional inhomogeneities in the 2DEG, because the ”defect” is situated only at the surface.

3.3 Conclusion

In this chapter we described the details of the GaAs/AlGaAs-heterostructures used in this thesis. With self-consistent calculations we explained the depletion of the 2DEG inside a heterostructure by removing material from the surface. This is the underlying principle for fabricating of mesoscopic devices with an atomic force microscope. In the following chapter we give a detailed description of the processing of the samples.
4 Nanolithography with an atomic force microscope

The atomic force microscope (AFM) is a powerful tool for producing mesoscopic devices directly in GaAs/AlGaAs-heterostructures. We introduce two different fabrication techniques in which the tip of an AFM is used for manipulating of the surface.

In the first part of this chapter we describe the controlled nanomachining. The AFM tip is used as an engraving tool for a controlled creation of grooves in surfaces of GaAs/AlGaAs-heterostructures. The two-dimensional electron gas underneath a groove is depleted and thus we can directly write insulating regions into the electronic system. We use this technique for fabricating ballistic quantum point contacts.

An alternative approach is the local oxidation of a surface induced by a negative voltage on a conducting AFM tip. This allows the production of tunnelling barriers in the 2DEG of a heterostructure in a controlled manner. We study the dependence of the oxide growth on the writing parameters like tip velocity, relative humidity and the oxidation current. The chapter ends with a comparison of both techniques.\[1\]

4 Nanolithography with an atomic force microscope

4.1 Scanning probe microscopy

The invention of the scanning tunnelling microscope (STM) [3] and the atomic force microscope (AFM) [5] was followed by a fast development of new techniques for the imaging of surfaces like e.g. magnetic force and friction measurements. Scanning probe microscopes (SPM) are used in all fields of research, ranging from semiconductor physics to life sciences. The idea for all SPMs is very simple: a sample is put onto a piezo-resistive crystal that is deformed with sub-Ångstrom accuracy in all three dimensions by applying a voltage for each direction [31]. In combination with SPM-tips that have a single atom at the tip-apex it is possible to investigate single atoms or molecules on all kinds of surfaces with different methods [32].

The various SPMs differ by the parameter used for the detection of the tip-sample distance. For the operation of the STM a small voltage is applied between the tip of the microscope, and the sample and the tunnelling current is measured. Because this current is very sensitive to the tip-sample distance it can be used as a feedback parameter to obtain topographic images. However, the requirement of the tunnelling current limits the STM to conducting surfaces.

This major drawback was overcome with the invention of the atomic force microscope (AFM). The main difference between the STM and the AFM is the parameter used for measuring the tip-sample interaction. An AFM operates in the following way: the AFM tip is in direct contact with the sample and measures the force between sample and tip. Compared to the STM, this alternative approach to the feedback is a major advantage for the AFM and enables the investigation of all kinds of materials ranging from insulators to living cells. Due to these capabilities the AFM became one of the most important tools for the analysis of surfaces in research and industrial applications.

Contact mode

There are several different imaging modes to investigate a surface with an AFM tip. In this thesis we are using the so-called contact mode which is explained in this paragraph. The contact mode is used to obtain a picture of sample surface and also for nanolithography described as well.

A schematic picture of an AFM is shown with its important building blocks in Figure 4.1. The AFM tip itself consists of a cantilever that
supports the tip. The cantilever is connected to a bulk region needed for the handling of the AFM tips with tweezers. Normally the whole system consisting of tip, cantilever, and bulk, is fabricated of the same material, commonly silicon. In a simple picture, the cantilever is described as a leaf spring with a characteristic spring constant \( k \). In the contact mode, a contact force \( F_C \) is applied between the tip and the surface during the scanning of the surface with a \( xyz \)-piezo-resistive crystal (abbreviation: piezo). A simple idealized picture of this process is shown in Figure 4.1. With the spring constant \( k \) of the cantilever the force \( F_C \) is easily calculated with Hooke’s law: \( F_C = k \Delta z \), where \( \Delta z \) is the deflection of the cantilever out of equilibrium. The AFM feedback loop measures the contact force between the tip and the surface with the help of a laser that is focused onto the cantilever. The laser beam is reflected at the cantilever top and shines onto a photo detector. The deflection and thus the change of the contact force is monitored by measuring the voltage variation \( dV \) at the detector, Figure 4.1. The height information is obtained by recording the voltages applied to the \( z \)-piezo, which are needed to keep the signal of the photo detector constant. Finally, the sample topography is visualized by converting the voltage applied to the \( z \)-piezo into height information \( dz \) and plotting the data array in a color-coded image.

The idea to keep \( F_C \) minimal and constant reduces the probability to damage the sample by an AFM tip, which is usually harder than the

![Figure 4.1: Schematic drawing of an AFM consisting of the tip, \( xyz \)-piezo-resistive crystal, photo detector, and laser. From left to right: When the deflection of the cantilever and thus the contact force changes, the crystal is moved by \( dz \) to compensate for the voltage difference \( dV \) at the detector.](image)
substrate. When the force constant of the cantilever is exactly known, the AFM can be used to detect ultra-low forces in the range of $10^{-18}$ N or less [33]. These capabilities enabled to investigate e.g. the Casimir force between an AFM tip and a surface [34].

4.2 Nanomachining of quantum point contacts

4.2.1 Controlled nanomachining of heterostructures

We use the tip of an AFM as nanolithographic tool for engraving grooves into the surface of a GaAs/AlGaAs-heterostructure. This removal of material is the most direct approach to the manipulation of surfaces. This technique is also known as mechanical nanomachining and was demonstrated by several groups on polymer films [35], Langmuir-Blodgett films [36, 37], metals [38] and oxides [39]. The first experiments to modify the electronic structure of a metal film were done by Wendel et al. [40].

The nanomachining was also applied on a variety of relatively hard semiconductor surfaces [41, 42, 43, 7]. For this technique it is essential to use a tip consisting of a material with a higher hardness than that of the substrate. An AFM tip will protrude into the surface and create a hole when we apply a high contact force of several $\mu$N. This will lead a pressure of several GPa at the tip apex due to the small tip radius, which lies around 10 nm for standard commercial tips. This is depicted schematically in Figure 4.2.

When the AFM tip is scanned over the surface with such high contact forces we can create grooves or lines with any desired geometry, e.g. on the surface of a GaAs/AlGaAs-heterostructure. In Chapter 3.2 we already mentioned that a groove in a heterostructure is one possibility to deplete the two-dimensional electron gas (2DEG).

The big advantage of the AFM is the small tip radius which allows a line width to below 50 nm of an engraved line [44]. In principle the minimal width of the groove depends only on outer experimental parameters like e.g. the radius of the tip, the angle at the tip apex, the contact force, and the number of times writing the same structure with the tip.

A depletion of the 2DEG should result in an increase of the resistance of the 2DEG. Thus we can control the engraving process with the mea-
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Figure 4.2: Mechanical nanomachining of GaAs with an AFM tip.

Measurement of the 2DEG resistance $R$ during the nanomachining. It was shown that the room temperature resistance $R$ of AFM-created lines directly determines the low-temperature characteristic [7]. It turned out, that a 2DEG is completely cut for $R > 1$ M$\Omega$ and shows a wide region of suppressed current with a very high tunnelling resistance of more than 50 G$\Omega$ at $T < 4.2$ K. The breakdown voltage of these high tunnelling barriers lies typically above $V = \pm 3$ V. This characteristic makes them ideally suitable for the definition of gates for mesoscopic devices.

A schematic picture of the measurement setup for the controlled nanomachining is shown in Figure 4.3. The AFM tip is scanned perpendicular over a Hall bar and depletes the 2DEG. The process is monitored with Keithley 2000 multimeter, which measures the resistance in situ during nanomachining the line. The AFM laser is disabled.

Figure 4.3: Schematic picture of the measurement setup for the controlled nanomachining. The 2DEG is depleted underneath the groove.
with a relay during the lithography to suppress the generation of carriers in the sample that would hinder the resistance measurement. If $R$ exceeds some $\text{M}\Omega$ the scribing is stopped.

The fabrication of in-plane gates and single-electron transistors with this controlled nanomachining of GaAs/AlGaAs-heterostructures was recently shown [7, 45]. In this thesis we use this technique exclusively for the nanomachining of in-plane gates with very high tunnelling resistance.

### 4.2.2 AFM tips and samples

For the experiments presented here we use standard silicon tips fabricated by Nanosensors and new all-diamond AFM tips. Both types of tips have a relatively high force constants of more than 40 N/m. The diamond-tips were grown by hot-filament chemical vapor deposition of polycrystalline diamond onto a prepatterned silicon substrate. A scanning electron microscope (SEM) image of an all-diamond tip is shown in Figure 4.4. Please note, that all components (cantilever, tip, bulk) consist of diamond which is very unusual. Despite the rough surface, the tip radius is still smaller than 50 nm. A magnification of a tip apex is shown in the upper right inset in Figure 4.4. Please note the different length scale of the pictures. Despite the rough surface there are some very sharp peaks, which form the active tip used for the nanomachining.

More details on the recently developed fabrication technique for these all-diamond tips can be found in Ref. [46].

The samples used for this experiment are based on a modulation doped GaAs/AlGaAs-heterostructure containing a two-dimensional electron gas (2DEG) 57 nm below the sample surface with a sheet density of $4.07 \times 10^{15} \text{ m}^{-2}$ and a mobility of 107 m$^2$/Vs (wafer 1129, see Chapter 3.1). We fabricated Hall bar geometries with standard photo lithography, wet-chemical etching, and alloyed Au/Ge-contacts. A detailed description of these standard processing steps can be found e.g. in Ref. [47]. Afterwards the samples were bonded and mounted into the AFM for the controlled engraving process.

**Comparison of silicon- and diamond-tips for nanomachining**

For the controlled nanomachining the AFM tip is repeatedly scanned over the Hall bar with a scanning speed of 0.1 mm/s and a contact
force of several ten $\mu$N. The total depopulation of this specific 2DEG is marked by an abrupt raise of the sample resistance to more than 3 M$\Omega$.

For comparison, two typical resistance curves monitored during the fabrication of an insulating line with a diamond and a silicon tip are depicted in Figure 4.5(b). We applied a contact force of about 50 $\mu$N for both experiments. The scribing of the lines was stopped when the resistance $R$ exceeded 3 M$\Omega$. In Figure 4.5(b) $R$ is plotted as a function of the number of scan lines $N_{\text{Scan}}$ for the silicon tip (dashed line) and the diamond tip (solid line). With the Si-tip we have to repeat the scribing for at least 40 times before the total depletion of the 2DEG is accomplished. The onset is marked with an arrow in Figure 4.5. With the all-diamond tip the depletion of the 2DEG is achieved already within one single scan over the Hall bar.

Figure 4.6(a) shows an AFM image of a typical insulating engraved line on a GaAs/AlGaAs heterostructure that was scribed with a Si-tip with the same parameters as described above. For this example the tip was scanned $\sim 100$ times over the surface to get an insulating line. The resulting line has a width of 250 nm. The depth $z \sim 9$ nm suffices for the total depletion of the 2DEG underneath the groove for this heterostructure.

Figure 4.4: Scanning electron microscope image of an all-diamond AFM tip. The inset shows a magnification of the tip that has a radius smaller than a few ten nanometers (indicated by the circle).
Figure 4.5: (a) Measurement setup for the controlled nanomachining of heterostructures. (b) Sample resistance $R$ as a function of the number of scans $N_{\text{scan}}$ during the fabrication of insulating lines with a diamond tip and a silicon tip (dashed line).

Figure 4.6: Results of the engraving with (a) a silicon tip and (b) a diamond tip. Upper part: AFM micrograph of the grooves. Lower part: depth profile along the white lines. (a) After $\sim 100$ scans with a silicon tip, (b) after one scan with a diamond tip.
We achieve much narrower lines of 90 nm width and the same depth $z \sim 9$ nm by using an all-diamond probe as shown in Figure 4.6(b). The displayed groove was manufactured by scanning a diamond tip similar to that shown in Figure 4.4 once over the surface with a similar contact force as for Si. Compared to the former results in Figure 4.6(a) the processing time for e.g. a 100 $\mu$m line is substantially reduced by nearly two orders of magnitude from minutes to a few seconds. The reduction of the line width from 250 nm to 90 nm is mainly explained by the severe tip wear of the Si-tip during the writing process. After the engraving we measured the radius of the Si-tip and the diamond-tip by scanning electron microscopy (SEM). Whereas the Si-tip radius increased by at least a factor of 10 to more than 100 nm [24], Figure 4.7 images of the diamond tips yielded an unchanged radius of below 50 nm before and after the fabrication.

As expected the tip wear for diamond is almost negligible. In fact, we used this diamond tip for the fabrication of more than 40 devices without any observation of tip degradation. In contrast, a silicon tip can only be utilized once in most cases.

**Comparison of the transport measurements**

For comparison of the electronic properties of insulating lines fabricated by the different tips we defined two short one-dimensional channels by engraving constrictions into the GaAs/AlGaAs-heterostructure. The regions separated from the constriction by an insulating groove serve as in-plane gates. In the upper left inset of Figure 4.8 an AFM image of the completed structure is shown, which was written with a Si-tip. The sample engraved with the all-diamond tip is depicted in the upper left inset of Figure 4.9.
This design defines a quantum point contact in the 2DEG. At low temperatures we expect the conductance $G$ through both devices to be quantized in $2(e^2/h)$ as described in Chapter 2.2. For the transport measurement we used a standard lock-in technique with an excitation voltage of $V_{SD,ac} = 60 \, \mu V$ at 13 Hz. The samples were set into a $^3$He-cryostat with a base temperature $T = 350 \, \text{mK}$. The conductance curves presented here were recorded by varying one of the two in-plane gates whereas the second gate was kept at a fixed potential. A constant series resistance of the contacts and the 2DEG was subtracted. A schematic picture of the measurement setup is shown in the lower inset of Figure 4.8.

In Figure 4.8 the differential conductance $dI_{SD}/dV_{SD}$ of the sample patterned with a Si-tip is shown. In the following we will refer to the sample just by mentioning the tip material. The conductance of the silicon-patterned sample, shown in Figure 4.8, exhibits only a few poorly resolved conductance plateaus. This indicates that there are many scatterers inside the channel which obscure the ballistic transport.
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Figure 4.9: Conductance $G$ of the QPC nanomachined with the diamond tip as a function of one in-plane gate voltage. The upper left inset shows an AFM micrograph of the device. The vertical lines are artifacts in this measurements. Lower left inset: the arrow indicates the 0.7-anomaly.

In contrast, the curve in Figure 4.9 corresponding to the diamond-patterned sample shows flat quantized plateaus at integer multiples of $2(e^2/h)$. This indicates the formation of a clean ballistic quantum point contact [48] formed by an adiabatic potential without any impurities. The appearance of the nice conductance plateaus demonstrates that the grooves scribed with the diamond tip define a smooth potential without significant fluctuations.

The electronic width of the constriction $w_{\text{dia}}$ for the diamond tip can be roughly estimated by using formula 2.15 for a point contact. For the conductance and the carrier concentration, determined by Shubnikov-de Haas measurements, $w_{\text{dia}} \sim 100$ nm is calculated at zero gate voltage. By comparison with the geometric width of 500 nm an estimation of the depletion width around the nanomachined barriers $w_{\text{depl, dia}} \sim 200$ nm is obtained. This value is nearly half the length of $w_{\text{depl, si}} \sim 370$ nm extracted for the silicon-patterned sample from the measurement shown in Figure 4.8.

The larger depletion length of the grooves created with the silicon
tip as well as the presence of significant potential fluctuations indicated by the resonant structures and the lack of plateau flatness are probably related to an enhanced formation of surface defects. These are caused by the increased number of scans needed for the depletion of the 2DEG. Additionally, the grooves scribed with the silicon tips are factor of two wider than the diamond ones, which might explain the difference in $w_{\text{depl}}$.

By inspection of the first conductance step in the right inset of Figure 4.9 we observe an additional shoulder close to 0.7 ($2e^2/h$). This so-called 0.7 anomaly [49] is an indicator for very clean one-dimensional channels and is considered to be caused by electron-electron interactions. The exact underlying mechanism of this structure is still not clear but it is an intrinsic property of low-disorder quantum point contacts. Together with the well resolved plateaus the appearance of the 0.7 anomaly shows that we scribed with the all-diamond tip a nearly adiabatic constriction free from significant potential fluctuations.
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One way to create tunnelling barriers in a GaAs/AlGaAs heterostructure is described already in the preceding part of this chapter. Another possibility to deplete a two-dimensional electron gas is the oxidation of the heterostructure in an electrolytic cell. The oxide grown during the process protrudes into the surface and the band structure underneath is lifted above the Fermi energy $E_F$ in the material very similar to the controlled nanomachining. Despite the difference to the mechanical removal of atoms from the surface this technique uses the same underlying principles as described in Chapter 3. We will show in this section that the local oxidation gives us a direct control over the height of the tunnelling barriers.

In the semiconductor industry the anodic oxidation in macroscopic electrolytic cells is a common technique to oxidize the surface of wafers during the processing of integrated circuits [50]. For the chemical reaction the wafer is mounted into a container in which a noble metal serves as cathode and the wafer material as anode. Water or acids (pH < 7) serve usually as the electrolyte. From the chemical analysis of this macroscopic wet-chemical oxidation the reaction equation of GaAs is known [50]:

$$2\text{GaAs} + 12h^+ + 10\text{OH}^- \rightarrow \text{Ga}_2\text{O}_3 + \text{As}_2\text{O}_3 + 4\text{H}_2\text{O} + 2\text{H}^+. \quad (4.1)$$

Here, $h^+$ stands for positively charged holes in the GaAs. This macroscopic process can be scaled down by using a conducting AFM tip to induce an oxidation of the GaAs locally beneath the tip.

Using a conducting AFM tip with a diameter of a few nanometers

![Figure 4.10: Electrolytic nanocell for the local anodic oxidation.](image-url)
as cathode one can reduce the size of the above mentioned electrolytic cell dramatically to a few 100 nm\(^3\). Under ambient conditions, there is an adsorbed water layer on almost every surface and provides the required electrolyte. The thickness of the water film depends on the relative humidity of the surrounding air. In Figure 4.10 a schematic picture of the electrolytic nanocell is shown. We oxidize the surface with the AFM tip in the contact mode: the tip remains in contact with the underlying heterostructure during the whole writing process. With a Keithley source-meter model 2400 we apply a constant current to the tip that is negatively biased with respect to the sample. The oxide protrudes out of the surface because of the volume expansion due to the incorporation of oxygen atoms.

The growth of the oxide in our experiments is determined by the oxidation current \(I_{ox}\) and the voltage \(V_{ox}\). In our experiments \(I_{ox}\) is kept constant throughout the oxidation process. Because of the low tip-to-sample resistance of a few M\(\Omega\) we can use \(|V_{ox}| < 8\) V. This reduces the probability of electrostatic discharging that often destroys the tip during the writing process. The oxidation in the constant current mode extends the lifetime of an AFM tip [51].

Since the first experiments on the local oxidation of the surface of silicon with an AFM, the electrochemical induced nanolithography became an important tool for the fabrication of Si-based semiconductor devices [52, 53, 54, 55]. After the pioneering work of Ishii and Matsumoto [6] several groups began to utilize the so-called local anodic oxidation for the direct patterning of the two-dimensional electron gas (2DEG) in GaAs/AlGaAs-heterostructures [8, 56, 10, 57].

There were several studies on the reaction in this nanocell with silicon as anode [58, 59, 60]. Until now there exist several approaches to a detailed microscopic model of this nanooxidation process on Si [61, 62, 63]. The process on GaAs, compared to Si a very complicated material system, was only addressed by a study of Okada et al. [64], who investigated the influence of a voltage modulation on the oxide growth. Little is known about the exact reaction that takes place during the oxide formation in the nanocell at the GaAs/AlGaAs-surface. Studies with Auger-electron spectroscopy show that oxygen is incorporated into the surface by the local oxidation on Si [65, 66, 67] and heavily p-doped GaAs-wafers [68]. The reaction on heterostructures will be even more complicated since the samples consist not only of GaAs but of AlGaAs only a few nm below the surface as well (see Figure 3.2). The macroscopic reaction equation is no longer valid, leaving the exact form of
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Figure 4.11: Schematic drawing of the continuous flow system for controlling the relative humidity for the local oxidation.

the equation unclear at this point of the experiments.

Experimental details

To learn more about the nanooxidation, the characteristics of the writing process on GaAs/AlGaAs, the influence of the oxidation current, relative humidity, and writing speed on the oxide depth and height will be discussed next. In all experiments highly n-doped tips with low spring constants of less than 0.1 N/m fabricated by Nanosensors were used. Controlling the thickness of the water film and thus the efficiency of the oxidation process, was achieved with a continuous flow system built around the AFM. A schematic picture is shown in Figure 4.11. A brass cover with openings (inlet and outlet) for gaseous Nitrogen allows an incessant gas stream during the scanning and oxidation. We supply the Nitrogen from a pressure tank and control the relative humidity by mixing dry $N_2$ and $N_2$ that was moistened with distilled water. Additional openings enable the manipulation of the sample from the outside. The relative humidity is measured by a commercial sensor that is mounted inside the brass cover. Using this setup we can vary the relative humidity between 20% and 90%. It turned out that a constant room temperature is essential to avoid a drift in the relative humidity during the experiments. The installation of an air conditioning in the laboratory solved this problem.
Figure 4.12: (a) Section of the height/depth of an oxide line as a function of the position on the sample before/after a HCl etch. Writing speed $v = 250$ nm/s and $I_{ox} = 100$ nA. (b) AFM image of an oxide line before and (c) after the HCl etch. (d) Depth $D$ of the oxide lines as a function of the relative humidity for two tip velocities ($v_{tip} = 250$ nm/s, $v_{tip} = 5.0 \mu$m/s) at $I_{ox} = 100$ nA. The lines serve to guide the eyes.

**Dependence on relative humidity and tip velocity**

The depth of the oxide lines is the most important parameter for the depletion of the heterostructures. We studied the dependence of the oxide growth on the relative humidity by writing several oxide lines at different relative humidities and with varying tip velocities. All experiments were done with a constant oxidation current. Directly after the oxidation the height of each line was measured using the same AFM tip. The oxide depth can be determined by dipping the samples for 30 s in hydrochloric acid (17%) that selectively removes the oxide. After the HCl treatment the sample was mounted again into the AFM to analyze the depth of the remaining groove.

Figure 4.12(a) shows the height/depth profile of three oxide lines
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Figure 4.13: (a) Oxide height $H$ and depth $D$ as a function of the tip velocity $v_{\text{tip}}$. (b) Average aspect ratio $A = D/H$ as a function of $v_{\text{tip}}$ for all humidities and currents. The lines serve as a guide to the eye.

that were created at three different relative humidities of 30%, 50%, and 70% with a writing velocity $v_{\text{tip}} = 250$ nm/s and $I_{\text{ox}} = 100$ nA with the same AFM tip on wafer 81016. In the lower part of Figure 4.12(a) the depth-profile of the three lines is shown. The profiles were obtained by averaging ten consecutive scan lines in the middle of each oxide line before and after the HCl-etch. Figure 4.12(b)+(c) displays two AFM images of an oxide line at 70% relative humidity before (b) and after (c) the HCl treatment. It is evident that the oxidation depth and height increases with an increasing thickness of the water film on the surface. In Figure 4.12(d) the depth $D$ of oxide lines is shown as a function of the relative humidity for $I_{\text{ox}} = 100$ nA with $v_{\text{tip}} = 250$ nm/s and $v_{\text{tip}} = 5.0$ µm/s. For both tip velocities the depth of the oxide increases with growing humidity.

These results indicate that the depth of an oxide line written with a constant oxidation current $I_{\text{ox}}$ depends directly on the relative humidity. A similar behaviour was found in a study of Avouris et al. for the local oxidation of Silicon as well [69].

To characterize the lines we define the aspect ratio $A = D/H$ with $D$ the oxide depth and $H$ the height of the lines. The influence of the velocity on the aspect ratio $A$ is shown in Figure 4.13(a) where we plotted the depth $D$ and height $H$ at $v_{\text{tip}} = 250$ nm/s, 1.0 µm/s, 5.0 µm/s, 10.0 µm/s (at constant relative humidity 70%, $I_{\text{ox}} = 100$ nA). An in-
creasing $v_{\text{tip}}$ leads to a reduction of the oxidation depth due to the shorter reaction time.

From Figure 4.13(a) we can conclude that the oxide height is smaller than the depth at every tip velocity. By analysing the data of 48 oxide lines created at different relative humidities (30%, 50%, 70%), oxidation currents ($I_{\text{ox}} = 100, 250, 500, 1000$ nA) and four different writing velocities ($v_{\text{tip}} = 0.25, 1.0, 5.0, 10.0$ μm/s) we calculated $A = D/H$. $A$ is shown in Fig. 4.13(b) as a function of $v_{\text{tip}}$, the error bars reflect the sometimes very rough oxide surface. At $v_{\text{tip}} = 0.25$ μm/s we get $A \sim 1.6$ and with increasing $v_{\text{tip}}$ the aspect ratio grows to $A \sim 2.0$. Apparently, the oxide grows faster into the substrate than out of the surface. This is in contrast to experiments on Si where $A < 1$ was observed e.g. in [69]. The origin of this difference is not clear.

The faster oxide growth into the GaAs compared to Si allows in principle to write narrower oxide lines that have the same depth. $D$ is the most important parameter for the depletion of the 2DEG in a heterostructure. Thus one has to optimize the writing parameters to get the desired oxide depth. In the following we will show that the current during the oxidation determines $D$ and thus the barrier height $\Phi_0$.

### 4.3.1 Tunnelling barriers by local oxidation

After this short introduction to the chemistry of the local oxidation with an AFM, we will focus on the main topic: the fabrication of tunnelling barriers in the 2DEGs of the heterostructures. Of special interest is the result of an earlier study which indicates that the electronic height $\Phi_0$ of a tunnelling barrier, respectively the depletion of the 2DEG underneath an oxide line, depends linearly on the oxidation current $I_{\text{ox}}$ [24, 10]. The exact origin of this experimental result was not clear, although a higher $I_{\text{ox}}$ was believed to deepen the oxide [24, 69], which would explain this effect.

To test this hypothesis 15 oxide lines were written at a relative humidity of 70% with our typical writing velocity of $v_{\text{tip}} = 250$ nm/s on the wafer 81016. The oxidation current was varied between 10 nA < $I_{\text{ox}}$ < 1000 nA. In Figure 4.14(a) we plotted the depth $D$ of the 15 lines extracted from the AFM image after the removal of the oxide. Several functions were fit to the data to determine the dependence of
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$D$ on $I_{ox}$. The best fit was obtained with the phenomenological form

$$D(I_{ox}) \propto I_{ox}^{0.4\pm0.05}. \quad (4.2)$$

The origin of this dependence could not be clarified up to now. The finite oxidation voltage might be an explanation. This will be discussed in more detail in a later paragraph.

The three data points for $D > 6$ nm indicate perhaps a change in the kinetic of the oxide growth. This is possible, because this particular heterostructure has a 5 nm thick GaAs-cap layer. Directly underneath follows a layer of AlGaAs which might lead to another oxide growth. However with only three data points this is very speculative.

As mentioned above, underneath the oxide a tunnelling barrier is formed in the 2DEG, which is described by its electronic height $\Phi_0$ above the conduction band edge. In the inset of Figure 4.14(b) a sketch of the conduction band with a tunnelling barrier is depicted. The relation between the depth of the oxide lines and the depletion of the 2DEG is determined by calculating the band structure of wafer 81016 for oxide depths ranging from $D = 1$ nm to $D = 9$ nm. The result is displayed in Figure 4.14(b). A fit with a similar phenomenological function as in Figure 4.14(a) yielded

$$\Phi_0 \propto D^{2.4\pm0.05} \quad (4.3)$$

and is shown in Figure 4.14(b). In general, the exact dependence has to be calculated for each heterostructure.

Figure 4.14: (a) Oxide depth $D$ as a function of oxidation current $I_{ox}$. (b) Change of the conduction band minimum as a function of $D$ calculated with SimWindows [28].
Figure 4.15: (a) Calculated barrier height $\Phi_0$ from the data in Figure 4.14. (b) Measured barrier height $\Phi_m$ taken from Ref. [24].

For calculating the dependence of $\Phi_0$ on $I_{ox}$ we use formula [4.2] in formula [4.3]

$$\Phi_0 \propto I_{ox}.$$  \hspace{1cm} (4.4)

For this specific heterostructure the two results lead to a linear dependence of $\Phi_0$ on $I_{ox}$. The computed $\Phi_0$ with the deduced depth of the oxide lines is plotted in Figure 4.15(a). We observe a linear dependence with a slope of $0.15 \pm 0.01$ meV/nA. Figure 4.15(b) shows the experimental results of the measured barrier heights $\Phi_m$ of six oxide lines written on wafer 81016 taken from Ref. [24]. The slope is $0.14 \pm 0.1$ meV/nA which is in very good agreement with the value extracted from the calculations.

The linear dependence of the barrier height on the oxidation current
is especially interesting since we have control over $\Phi_0$ by adjusting an external parameter that is easily controlled with a current source. In Chapter 5.1 we will use this technique for the direct writing of a single-electron transistor.

**Remarks on the importance of the oxidation current**

These results underline clearly the importance of the oxidation current for the writing of tunnelling barriers with a constant oxidation current. The experimentally found linear dependence of the barrier heights on the oxidation current is in good agreement with the calculated values. One should keep in mind that these extensive experiments were done only on wafer 81016 and the origin for the dependence of the oxide depth on the oxidation current is not totally clear. One possible explanation for the saturation of the oxide depth at the higher currents is the saturation of the oxidation voltage in our experiments. In several studies it was shown that the oxide depth is limited by the field strength in the oxide \cite{58} because the $\text{OH}^-$-ions will no longer be transported through the oxide and finally the reaction will cease to exist.

Compared to Si with an aspect ratio of $A < 1$ our results prove that the current enhances the oxide growth into the GaAs which is indicated by the high aspect ratios of oxide depth vs. oxide height. This might be an indication for another mechanism of the oxidation. Please note that more oxygen is incorporated in Si (two O-atoms per Si-atom) than in GaAs (1.5 O for each Ga and As). This might explain the different $A$ found in the experiments. But the exact stoichiometry of the oxide growth is still unclear. It is known for instance that these anodic oxides contain a finite amount of water that enhances the volume expansion \cite{50}.

However, the exact influence of the oxidation current is still to be clarified. For an oxide line with a depth of 6 nm, width of 100 nm, length of 1 $\mu$m, and $v_{\text{tip}} = 250$ nm/s an oxidation current of less than $10^{-12}$ A would suffice to fulfill equation 4.1. In principle, we need only 12 h$^+$ to oxidize two Ga- and As-atoms. Thus we conclude that the main part of the oxidation current is a direct (tunnelling) current between tip and sample. The influence on the reaction might be explained as follows. Avouris et al. demonstrated a current induced local oxidation process in thin metallic films with current densities in the order of $10^{11}$ Am$^{-2}$ \cite{58}. Our oxidation currents lead to densities in the range of $10^{10}$ Am$^{-2}$ which is one order of magnitude smaller.
4 Nanolithography with an atomic force microscope

For this estimation we assumed a tip radius in the range of half the typical line width. Further mechanisms that might play a role are a local heating underneath the tip and an electromigration of atoms or the OH\(^{-}\)-ions. Actually, high currents through an AFM tip were used to change the doping of a semiconductor [70].

Further studies are needed to learn more about the mechanism and exact reaction of the oxidation with constant oxidation current. The usage of durable AFM tips (e.g. diamond) and different heterostructures, would help to clarify the influence of the layer structures, the different elements (Al, Ga, As, Si, ..), and the shape and doping of the AFM tip on the local oxidation.

4.4 Comparison of local oxidation and nanomachining

In Chapter 4.2 we described mechanical nanomachining as another approach to fabricate tunnelling barriers. Both the nanomachining and the local oxidation together with the flexibility of the AFM allow to write directly almost every geometry with an AFM tip into the 2DEG. Here we want to compare the two fabrication principles and comment on the practicability of both techniques.

The major advantage of the nanomachining and the local oxidation is the spatial separation between the created structures and the 2DEG which minimizes the possible formation of defects. Additionally, we don’t need any further processing steps, masks, or photoresists to complete our samples.

Both approaches have their distinct advantages. With the local oxidation we can controllably write tunnelling barriers with a specific height into the 2DEG. But there are limitations to the maximum breakdown voltages to a few hundred meV. With the nanomachining we can deplete 2DEGs that are more than 100 nm below the surface and create insulating lines with breakdown voltages of several volts [71] but the 2DEG is depleted 200 nm around the nanomachined lines. This reduces the steepness of the potential walls of devices defined by nanomachining compared to the local oxidation where the depletion length is only a few ten nanometers long, see Chapter 5. Because of the limitation to the oxide growth, the local oxidation is limited to 2DEGs that are less than 50 nm below the surface [30]. Because of the water film needed
for the chemical reaction the local oxidation has to be performed under ambient conditions. In contrast, the nanomachining of surfaces could be utilized in principle in any environment, ranging from a cryostat with temperatures of some Kelvin to applications in a ultra-high vacuum chamber for e.g. the in situ manipulation of samples grown with molecular beam epitaxy. Which of the techniques is finally used for fabricating mesoscopic devices depends on the desired characteristics.

4.5 Conclusion

In the first part of this chapter we introduced the controlled nanomachining for the depletion of heterostructures. We fabricated quantum point contact devices by engraving a constriction into a GaAs/AlGaAs-heterostructure with the tip of an atomic force microscope. We scribed devices using both a silicon tip and a diamond tip to study the influence of the tip material. It turned out that a diamond tip is almost perfect not only on the basis of a fast and simple processing but also in forming proper potential profiles to observe ballistic electron transport. The appearance of the 0.7 \( (2e^2/h) \) conductance anomaly confirms the high quality of diamond-engraved devices. We deduced the depletion lengths induced by the different tips, yielding \( w_{\text{depl, dia}} \approx 200 \text{ nm} \) for diamond-engraved samples, which is roughly two times smaller than typical depletion lengths in devices patterned with a Silicon tip.

In the second part of the chapter we introduced the local oxidation with an AFM. With this alternative approach to the depletion of heterostructures we have a technique that gives us a direct control over the height of the tunnelling barriers in a two-dimensional electron gas. With the analysis of the oxidation process we proved that the oxidation current determines the barrier height. We found a linear dependence between the oxidation current and the barrier height on the investigated wafer. With these tunnelling barriers we are able to fabricate a single-electron transistor as we demonstrate in Chapter 5.
5 Coulomb blockade in quantum dots

In this chapter we introduce the basic principles of the constant interaction model that is used to describe the characteristics of single-electron transistors. We develop the model and compare it with the results obtained from transport measurements on a single-electron transistor. This device was fabricated with local oxidation with an atomic force microscope (AFM) in a GaAs/AlGaAs-heterostructure and is described well within the framework of the model.

In the second part we demonstrate the stepwise fabrication of parallel double quantum dots. First a 2D-1D-2D resonant tunnelling device is fabricated with controlled nanomachining of the in-plane gates and subsequent local oxidation of a double-barrier structure. The resonant tunnelling device shows negative differential conductance in transport measurements at low temperatures. After this characterization two parallel quantum dots are created by cutting the 1D-wire again with local oxidation into two small quasi zero-dimensional regions. The new device shows Coulomb-blockade oscillations and diamonds with different periods for each of the quantum dots.

---

1Parts of this chapter were already published in U. F. Keyser, H. W. Schumacher, U. Zeitler, R. J. Haug, and K. Eberl, Fabrication of quantum dots with scanning probe nanolithography, physica status solidii (b) 224, 384 (2001) and U. F. Keyser, M. Paesler, U. Zeitler, R. J. Haug, and K. Eberl, Direct fabrication of parallel double quantum dots with an atomic force microscope, accepted for publication in Physica E.
5.1 Single charge tunnelling

A single-electron transistor consists of a small region of space, in semiconductor physics named quantum dot (QD), that is coupled to the environment, source and drain contacts and a capacitively coupling gate. In Figure 5.1(a) a schematic picture of such a single-electron transistor (SET) is shown. There are many different possible realizations of these structures. A detailed description of these techniques lies outside the scope of this thesis and can be found in the extensive literature, see e.g. [1, 72].

The corresponding circuit diagram for a SET is depicted in Figure 5.1(b). We choose to depict a configuration with two gate electrodes (G1 and G2) because this is a common feature for all our devices. Each gate has a capacitance $C_{G,x}$ ($x = 1, 2$) to the QD. The tunnelling barriers that separate the dot from the leads are characterized by their tunnelling rates $\Gamma_{S,D}$ and the capacitances $C_{S,D}$ to the source and drain contacts, respectively.

5.1.1 Constant interaction model

To start, we define the classical overall capacitance of a SET $C_\Sigma = \sum_i C_i$ by the sum over the capacitances $C_i$ of every attached contact or gate. With these definitions and neglecting any influence from the single-particle energy levels, the free energy $F(N)$ of a QD is just the

![Figure 5.1: (a) Single-electron transistor (SET): a quantum dot (QD) is coupled to contacts, source and drain, and a gate electrode. (b) Circuit diagram for an SET with two attached gates. Each contact and gate is characterized by a specific capacitance $C_i$ to the QD. The tunnelling barriers are defined by the transparencies $\Gamma_{S,D}$](image-url)
sum of the classical energy of a capacitor with $C_{\Sigma}$ and the outer gate voltages:

$$F(N) = \frac{(Ne)^2}{2C_{\Sigma}} - \sum_{i} Ne \frac{C_i}{C_{\Sigma}} V_i \quad (5.1)$$

where the sum over $i$ is carried out over all outer voltages $V_i$. The chemical potential $\mu_{QD}(N)$ of the QD is defined as the derivative of $F(N)$ with respect to $N$:

$$\mu_{QD}(N) = \frac{\partial F(N)}{\partial N} = \frac{e^2}{C_{\Sigma}} N - \frac{1}{C_{\Sigma}} \sum_i NC_i eV_i . \quad (5.2)$$

To add one electron to a QD with $N$ electrons we have to pay the charging energy $U = \mu_{QD}(N + 1) - \mu_{QD}(N) = e^2/C_{\Sigma}$. In this model $U$ is constant with respect to $N$ if $C_{\Sigma}$ and all other capacitances are independent of $N$, in general this is only true for metallic or semiconductor QDs with $N \gg 100$.

With a slight modification of this model by adding the single-particle levels $E_s$ inside the QD to $F(N)$ we get the constant interaction model which is the most simple description of a semiconductor quantum dot:

$$F = \sum_{1}^{N} E_s + \frac{(Ne)^2}{2C_{\Sigma}} + Ne \sum_i c_i V_i . \quad (5.3)$$

The energy difference $\Delta E$ needed to add an electron to the QD has to include the energy difference of the single particle levels:

$$\Delta E = \frac{e^2}{C_{\Sigma}} + E_{N+1} - E_N . \quad (5.4)$$

If the same state is filled consecutively with a spin up and a spin down electron it follows that $\Delta E = U + E_{N+1} - E_N = U$. For electrons added to different states $E_{N+1} \neq E_N$, $\Delta E$ will be larger than $U$. In general, $U$, $C_i$, and the level structure will depend upon the gate voltages. In this case the constant interaction model still describes the main features of the transport characteristic of SETs but only in a small range of the gate voltage.

**Coulomb-blockade oscillations**

After the definition of $\mu_{QD}(N)$ one can write down the relations that have to be fulfilled to get a stable number of electrons $N$ on a QD. With
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Figure 5.2: (a) Schematic picture of a QD between the tunnelling barriers, with attached leads, and one gate. $\mu_S$ and $\mu_D$ denote the electrochemical potential in the contacts. A small bias voltage is applied which leads to $\Delta \mu = \mu_S - \mu_D = eV_{SD}$. We show the addition spectrum. (b) Coulomb-blockade oscillations as a function of the gate voltage at finite temperatures. After each peak the electron number on the dot $N$ increases by one.

$\mu_S, \mu_D$ as the chemical potentials in the source and drain contacts these are:

1. $\mu_S, \mu_D < \mu_{QD}(N + 1)$
2. $\mu_S, \mu_D > \mu_{QD}(N)$
3. $\mu_S, \mu_D + k_BT < \mu_{QD}(N + 1)$.

$k_BT$ is the thermal energy of the electrons in the leads, with $k_B$ Boltzmann’s constant and $T$ the absolute temperature. If the chemical potentials in the contacts are higher than $\mu_{QD}(N)$ but lower than $\mu_{QD}(N + 1)$, because of energy conservation $N$ is fixed (relations $(1)+(2)$).

A typical charging energy $U$ for our devices is in the range of 1 meV which corresponds to a temperature range of $T \sim 10$ K. An observation of the charging effects requires $U \gg k_BT$ and thus the temperature $T$ of the device has to be $T < 1$ K to fulfill relation (3) and enable an undistorted measurement of the Coulomb blockade.

A simple sketch of a quantum dot with the two tunnelling barriers and energy levels equally spaced by $U$ is shown in Figure 5.2(a) at
T = 0. One gate is depicted underneath the structure. Here we assume that the level spacing $E_{N+1} - E_N$ is much smaller than $U$.

We can tune $\mu_{QD}$ by the outer gate voltages and thus $N$ is directly controlled. We start our discussion with the configuration shown in the left-hand picture in Figure 5.2(a). If only a small bias voltage $eV_{SD} \ll U$ is applied, no electrons are transported through the QD if conditions (1)-(3) are met and there are $N$ electrons on the dot. By increasing $V_G$ the electrochemical potential is lowered until $\mu_S \geq \mu_{QD}(N+1) \geq \mu_D$. As soon as the level enters the small bias window, the charge on the QD fluctuates between $N$ and $N+1$, right-hand side in Figure 5.2(a). A sharp rise of the conductance $G$ is the consequence due to the electrons passing the QD. With a further increase of $V_G$ it finally follows $\mu_{QD}(N + 1) < \mu_D$ and the direct tunnelling of electrons is once more blocked. $G$ drops again to zero.

This behaviour leads to a peak in the $G(V_G)$ characteristic. A sequence of these peaks is often named as Coulomb-blockade oscillations. After each peak the electron number on the QD is again constant but with one additional charge confined on the dot. These considerations are summarized in the schematic picture in Figure 5.2(a).

In Figure 5.2(b) we show the schematic characteristic for a semiconductor quantum dot at finite temperatures. The peak heights reflect the different overlap of the wave function on the dot with the contacts due to distinct single-particle states. It should be mentioned again, that $k_B T \ll U$ is required to observe these effects.

For a determination of the overall capacitance $C_\Sigma$ and thus an estimate for the charging energy $U$ we have to compare the level spacing on the QD with a known energy like that of the injected electrons $E = \alpha eV_{SD}$. Here $\alpha$ is again a lever factor (see Chapter 2.3.1) that accounts for the voltage drop occurring partly at the first and the second tunnelling barrier. We start with the configuration shown in Figure 5.3(a) with $\mu_S = \mu_D = \mu_{QD}(N + 1) + U/2$. In this case, adding an electron to a symmetric QD ($\alpha = 0.5$) requires a source-drain voltage $V_{SD,U}$

$$V_{SD,U} = 2 \cdot 0.5 \frac{U}{e} = \frac{e}{C_\Sigma}. \quad (5.5)$$

This is depicted on the right-hand side of Figure 5.3(a). In this configuration the charge on the dot fluctuates between $N-1$, $N$, and $N+1$. 

50
5.1 Single charge tunnelling

Figure 5.3: (a) Sketch of a quantum dot at zero and finite bias voltages. (b) Ideal charge stability diagram of a quantum dot: the conductance $G(V_G, V_{SD})$ is shown. The thick black lines denote the position of the Coulomb-blockade peaks.

The charge stability diagram

The position of the energy levels on the dot depends on all outer gate and bias voltages. Each voltage pair in the $V_{SD}, V_G$-plane where an electron might be added to the dot defines a charge-degeneracy point. At these points the electron number is not constant and a current can flow through the quantum dot.

As explained in the former section, this is achieved by either applying a sufficiently high $V_G$ or by increasing $V_{SD}$, Figure 5.3(a). A condition for the constant interaction model is that the capacitances are constant and thus $\mu_{QD}$ depends linearly on all applied voltages. Therefore, the regions in the $V_{SD}, V_G$-plane where $N$ is stable have boundaries that lie on straight lines when we plot the conductance $G = I_{SD}/V_{SD}$ as a function of $V_{SD}$ and $V_G$, as shown in Figure 5.3(b). The gradients of the peak shifts can be calculated to

$$\frac{\partial V_{SD}^1}{\partial V_{G1}} = -\frac{C_{G1}}{C_S}$$  \hspace{1cm} (5.6)  

$$\frac{\partial V_{SD}^2}{\partial V_{G1}} = \frac{C_{G1}}{C_\Sigma - C_S}$$  \hspace{1cm} (5.7)
these lines border the so-called Coulomb-blockade rhombus or diamond. A detailed description of the derivation of these formulae can be found in Ref. [73]. The resulting graph is known as the charge stability diagram and is depicted in the lower part of Figure 5.3(b).

Inside each diamond around zero bias the number of electrons on the QD is stable and no transport takes place. In the diamonds with their center at finite bias voltages the charge on the dot can fluctuate which leads to a finite $G$. These diamonds are depicted in light grey. The possible electron numbers on the dot are given in the circles in each region with constant $G$ in Figure 5.7(b). For example, in the diamond marked with $N$ and $N + 1$ the charge on the dot fluctuates between these values. The arrows connect the dot configurations shown in Figure 5.3(a) with the corresponding positions in the plot. As one can see the maximum width of the diamonds in the $V_{SD}$-direction gives us an estimate for $V_{SD,U}$.

In principle, this graph contains all the information needed to characterize an SET with its capacitances. In our common measurement setups the drain contact is grounded. Please note, that a direct measurement of the drain capacitance $C_D$ is only possible by an exchange of the contacts.

**Remarks on the model**

We want to emphasize that this model holds only for low tunnel coupling between the QD and the leads. Low means in this context that the tunnelling resistance $R_T$ of each barrier has to be much higher than $h/e^2$. This relation is obtained from the uncertainty relation $\Delta E \Delta t \gg h$ and the overall capacitance $C_\Sigma$ of the quantum dot that defines a typical time scale $\Delta t = R_T C_\Sigma$.

Transport through the dot in this coupling regime will occur as two sequential tunnelling events of one electron. Higher order or correlated tunnelling of more than one electron at a time will be suppressed with a factor of $(h\Gamma)^n$ $n = 2$ being the number of tunnelling barriers and $\Gamma = \Gamma_S + \Gamma_D$ the barrier transparencies of the source and drain barrier. $\Gamma_{S,D}$ measures the tunnelling rate of the electrons through the source and drain barrier, respectively. Additionally, we assume that the energy conservation is valid for all tunnelling events. Deviations from this behaviour will be later discussed in this thesis.
Local oxidation of a single-electron transistor

In the preceding paragraphs we discussed the constant interaction model. In this section we compare the characteristics of a ”real” SET with the model.

We fabricated our SET on wafer 81016 with the local oxidation technique described in Section 4.3. The 2DEG is 40 nm below the surface. The exact layer sequence and important parameters of the 2DEG in this GaAs/AlGaAs-heterostructure can be found in Chapter 3.1. An AFM image of the completed SET is depicted in Figure 5.4. The in-plane gates (marked by IPG1 and IPG2 in the figure) were isolated from the rest of the 2DEG by oxide lines defined on the surface with an oxidation current of $I_{ox} = 1 \mu A$. The oxide lines were written three times to avoid any defects that could lead to a leaking gate. These define the boundaries of a 400 nm wide channel that connects the source and drain contacts.

In the next step a quantum dot is defined by writing two tunnelling barriers with a ten times lower current of $I_{ox} = 100 \text{nA}$ perpendicular to the channel into the 2DEG. They have a distance of 300 nm. This forms a small island of $400 \times 300 \text{ nm}^2$ with about 500 electrons. The number was estimated from the electron density of the material 81016 (see Table 3.1). The two tunnelling barriers couple the quantum dot between the IPGs to the source and drain contacts. With this config-

Figure 5.4: AFM image of a single-electron transistor on wafer 81016 fabricated with local oxidation. The island dimensions are $300 \times 400 \text{ nm}^2$. 
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uration the SET corresponds directly to the circuit diagram already discussed in Figure 5.1(b).

Measurement of Coulomb-blockade oscillations

The Coulomb-blockade oscillations of our quantum dot measured at $T = 350$ mK with a standard lock-in setup are shown in Figure 5.5 as a function of $V_{G1}$. The peak conductance increases because the tunnelling barriers are also influenced by the in-plane gate voltage $V_{G1}$, but the distance between the peaks is constant over the whole gate voltage range. This experimental finding indicates that the constant interaction model is applicable for the description and $N$ will be large in this structure. The extracted gate capacitance $C_{G1} = 28$ aF is calculated with

$$C_{Gi} = \frac{e}{\Delta V_{Gi}}$$  \hspace{1cm} (5.8)

with $\Delta V_{G1}$ the peak spacing of two consecutive Coulomb-blockade peaks.

The symmetry of the gates is tested by measuring the gate-gate characteristic of the QD in the linear transport regime $V_{SD} \sim 0$: One gate (IPG1) is stepped while sweeping the other gate voltage (IPG2) quasi continuously. The result is shown as a grey-scale plot of the conductance $G$ as a function of $V_{G1}, V_{G2}$ in Figure 5.6. Black stands for high and white for low conductance. All Coulomb-blockade peaks move
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Figure 5.5: Measurement of the linear conductance $G$ of the oxidized SET as a function of the in-plane gate voltage $V_{G1}$ at $V_{G2} = 30$ mV, $T = 350$ mK.
5.1 Single charge tunnelling

parallel in the plane, which means that both gate capacitances are constant. This is underlined by the parallel dashed lines that denote the positions of four adjacent Coulomb-blockade peaks. From the symmetry of the plot we can conclude already that the gates are almost symmetric. A calculation of the capacitance of IPG2 yields \( C_G = 26 \ \text{aF} \), which is indeed very close to the value for IPG1. This indicates that the gates are very symmetric as expected from the fabrication with the same oxidation current. The extracted capacitances are summarized in Table 5.1.

**Charging Energy of the dot**

In Figure 5.7 the differential conductance as a function of \( V_{SD} \) and \( V_{G1} \) is plotted as a grey-scale map. As usual in this thesis high conductance is displayed in black and low appears as white. The real device behaves as expected and shows nice Coulomb-blockade diamonds over the full voltage range. For clarity, one Coulomb-blockade diamond is marked by white lines. The extracted charging energy \( U \sim 0.9 \ \text{meV} \) remains almost constant throughout the whole measurement. With this result we calculate the overall capacitance \( C_\Sigma \sim 180 \ \text{aF} \). The deduced parameters are shown in Table 5.1.

Knowing the charging energy the electric diameter \( D_e \) of the quantum dot can be estimated by assuming that the QD is a flat disk [75]:

\[
C_d = 4\epsilon_0\epsilon_r D_e. \tag{5.9}
\]
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<table>
<thead>
<tr>
<th>AFM image</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Width</td>
<td>400 nm</td>
</tr>
<tr>
<td>Length</td>
<td>300 nm</td>
</tr>
<tr>
<td>$N$</td>
<td>$\sim 500$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Transport measurements</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$U$</td>
<td>$\sim 0.9$ meV</td>
</tr>
<tr>
<td>$C$ (aF)</td>
<td></td>
</tr>
<tr>
<td>$C_\Sigma$</td>
<td>$\sim 180$</td>
</tr>
<tr>
<td>$C_{G1}$</td>
<td>28</td>
</tr>
<tr>
<td>$C_{G2}$</td>
<td>26</td>
</tr>
<tr>
<td>$C_S$</td>
<td>$\sim 110$</td>
</tr>
<tr>
<td>$C_{BG}$</td>
<td>$\sim 0.08$</td>
</tr>
</tbody>
</table>

Table 5.1: Parameters extracted for the SET in Figure 5.4(a).

Figure 5.7: Differential conductance as a function of $V_{SD}$ and $V_{G1}$ of the SET shown in Figure 5.4(a), at $V_{G2} = 0.0$ mV and $T = 350$ mK.
For GaAs with $\epsilon_r = 12.4$ and $C_\Sigma = 180$ aF the electric diameter is $D_e \sim 400$ nm which is a little bit larger than the geometrically expected values. This discrepancy originates from the fact, that this equation describes the capacitance of a disc without any attached in-plane gates and neglecting any effects from the 2DEG. Here, the $C_{G,i}$ are already only a factor of four smaller than the overall capacitance $V_\Sigma$ and thus cannot be neglected. Despite the major simplification of this calculation we can conclude, that the depletion length around the oxide lines is definitely smaller than 100 nm and most probably in the range of some ten nanometers. The values reported for the depletion length e.g. of shallow etched structures lie in the range of several 100 nm [76].

This result indicates the almost perfect transfer of the pattern generated by the local oxidation to the 2DEG. The very short depletion length was reported before in the literature but these structures were equipped with a metallic top-gate electrode and fabricated in an even shallower electron gas [56, 77]. Both features shorten the depletion length further compared to our experiments.

5.2 Stepwise fabrication of parallel quantum dots

We show the stepwise fabrication of two parallel quantum dots with an AFM. First we produce in-plane gates (IPG) with controlled nanomachining and subsequently a resonant tunnelling diode (RTD) with local oxidation by writing a double-barrier structure between the IPGs. The IPGs are fabricated with controlled nanomachining to achieve a wider gate voltage range. For the tunnel coupling we choose to use oxide barriers to have a maximum of control in the process.

The RTD shows negative differential resistance and especially the form of the resonance peak is controlled with an outer gate voltage applied to one of the IPGs. After the characterization of the device we cut the one-dimensional wire in two parts also with local oxidation which leads to the formation of two quasi zero-dimensional regions. These parallel quantum dots are characterized again with transport measurements and show Coulomb-blockade oscillations.

One interesting feature of parallel quantum dots is the possible formation of coherent electronic states, see e.g. [1]. Several groups studied extensively coupled quantum dots, but these experiments were per-
formed on devices with dots in series \cite{78, 79, 80, 81} or with only one dot connected to the leads \cite{82}. With the conventional lithographic techniques the fabrication of two quantum dots in parallel both coupled to the same contact pair is a very challenging problem. Very recently a new fabrication scheme was demonstrated by Holleitner et al. using elaborate electron beam lithography in combination with a calixarene layer \cite{83}. The usage of AFM-based nanolithography provides a major simplification and a direct, simple, and robust approach to the manufacture of parallel double dots.

First step: Fabrication of an In-plane gate transistor

Our GaAs/AlGaAs-heterostructure was grown by molecular beam epitaxy with the following layer sequence from top to bottom: 10 nm GaAs cap layer, 15 nm Si-doped AlGaAs, 15 nm undoped AlGaAs spacer, and 500 nm of GaAs (wafer 81016, see Figure 3.2). This is the same heterostructure as used for the SET described in the preceding section.

In the first fabrication step the controlled nanomachining is done by applying a contact force of about 50 \( \mu \)N and scanning the tip over the surface \((v_{\text{tip}} = 100 \ \mu \text{m/s})\). Grooves are scribed with a tapping-mode Si-tip into the GaAs/AlGaAs to deplete the 2DEG underneath and write insulating lines as described in Section 4.2. During the fabrication of the gates the sample resistance is monitored and as soon as the resistance of a nanomachined line exceeds 3 M\( \Omega \) the tip is retracted. The low-temperature resistance of these lines is very high \((R > 50 \ \text{G\( \Omega \)})\) over a wide voltage range (at least \(\pm 3 \text{ V}\)). The high resistance leads to low leakage currents, therefore the nanomachined lines are suitable to define gates for mesoscopic devices.

During the first step two in-plane gates (IPG) are nanomachined which define a lateral field effect transistor \cite{74}. In principle, this device works like the quantum point contacts described in Section 4.2 but the defined channel is 2.7 \( \mu \)m wide and 2 \( \mu \)m long which is too wide for the observation of ballistic conductance in this heterostructure. After this processing, the IPG-transistor is tested at \( T = 4.2 \text{ K} \) to check whether the gates have the expected high resistance to the constriction or not. If the devices show the expected characteristic, the samples are again mounted into the AFM for the further fabrication steps. Please note, that in the following parts of this chapter all transport measurements were performed in a \( ^3 \text{He-cryostat} \) at a temperature \( T = 350 \text{ mK} \) if not stated otherwise in the text.
5.2 Stepwise fabrication of parallel quantum dots

Second step: Fabrication of a resonant tunnelling diode

The double-barrier structure is added to the IPG-channel by local oxidation with a conducting AFM tip. The AFM tip is negatively biased with respect to the grounded sample and scanned over the surface with a tip velocity of \( v_{\text{tip}} = 250 \, \text{nm/s} \). We work at a relative humidity of 60% and use the naturally formed water film on the sample as electrolyte for the electrochemical oxidation of the sample. As shown in Chapter 4.3 the height of the tunnel barriers \( \Phi^{\text{eff}} \) depends linearly on \( I_{\text{ox}} \).

The double-barrier structure was written across the IPG-channel with a distance of 250 nm between the tunnel barriers and an constant oxidation current of \( I_{\text{ox}} = 150 \, \text{nA} \). An AFM image of the structure is shown in the inset of Figure 5.8. As mentioned above the gate-gate separation is 2.7 \( \mu \text{m} \). Taking into account the depletion length of approximately 350 nm around the grooves made with a Si-tip (see Section 4.2) the conductive region is about 2.0 \( \mu \text{m} \) wide. Thus we have a lateral resonant tunnelling diode (RTD) consisting of an quasi one-dimensional island with a width of 250 nm and a almost ten times higher length of 2.0 \( \mu \text{m} \).

The \( \text{IV} \)-characteristic of the device at \( T = 350 \, \text{mK} \) is depicted in Figure 5.8. The 1D-subband in the structure is coupled to the 2D-contacts by the two tunnelling barriers, and can be tuned by the IPGs relative to the electrochemical potentials of source \( \mu_S \) and drain \( \mu_D \). Displayed is \( I_{\text{SD}} \) as a function of the voltage applied across the structure \( V_{\text{SD}} \). The voltage of one IPG was stepped from -650 mV to -680 mV with \( \Delta V_{\text{IPG}} = -10 \, \text{mV} \) from top to bottom. All four curves show peaks in \( I_{\text{SD}} \) with negative differential conductance and a peak-to-valley ratio decreasing from 1.5:1 (-650 mV) to 1.1:1 (-680 mV). This demonstrates the tunability of the position and shape of the resonance by an IPG-voltage. With the in-plane gate voltage we tune the electrochemical potential of the contacts and thus the relative barrier heights. Our device shows a similar characteristic to a lateral RTD defined in a 2DEG with a negative biased metallic gate as shown by several groups, see e.g. \cite{84, 85, 23}.

The RTD has almost symmetric tunnelling barriers as indicated by the symmetric \( \text{IV} \)-characteristic in Figure 5.8. Both resonances have a peak current of just below 1 nA and the position of the resonance is almost the same for both bias directions \( V_{\text{res}} \sim | - V_{\text{res}}| \).
Third step: Fabrication of the parallel quantum dots

After this characterization step the RTD was again mounted into the AFM and another local oxidation was done to cut the 1D-wire into two quantum dots. In the AFM micrograph (Figure 5.9(a)) the sample is shown after the second oxidation step. The tunnelling barrier separating the dots was written with $I_{ox} = 300$ nA. Compared to the double-barrier structure this should lead to a lower tunnel coupling between the two quantum dots than between the dots and the leads, see Chapter 4.3.

The reduced tunnel coupling hinders the formation of a molecular state between the two quantum dots. With this design the most important interaction between the two dots is of the Coulomb type. The electrochemical potential of one dot may depend on the charging state of the other one. From the transport measurements we find that this is not important for the main characteristic of our device. These arguments indicate that we have two single-electron transistors in parallel that can be treated as individual devices. We apply the constant interaction model that was described in the preceding Section 5.1 to determine the capacitances of the QDs.

A simple circuit diagram of the device is displayed in Figure 5.11(b).
Both dots share the same leads enabling parallel transport through them. For clarity a configuration only with IPG1 is depicted. For the other gates (IPG2, backgate) one has to add capacitances between each gate and QD1 and QD2, respectively. The labels of the two quantum dots were chosen according to the nearest in-plane gate. For completeness we depict also a tunnelling barrier with a capacitive coupling between the two dots, but the inter-dot coupling is so small in our device that we can neglect it.

**Transport measurements on the parallel quantum dots**

We investigated the properties of this new sample with transport measurements as well. In principle, the capacitance between the quantum dot and one of the IPGs is determined by the size of the dot and the relative distance. In the next paragraph we will identify the Coulomb-blockade oscillations of the respective QD by measuring the gate-gate characteristic of the device.

In Figure 5.10(a) the source-drain current $I_{SD}$ as a function of the backgate voltage for two different IPG-voltages is depicted. In the upper curve ($V_{IPG1} = -0.275$ V, $V_{IPG2} = -0.1$ V) we observe a fast oscillating Coulomb-blockade signal with a period $\Delta V \sim 0.36$ V that is modulated with a much longer period of $\sim 6.3$ V. In the lower curve in Figure 5.10(a) the gate voltages were set to $V_{IPG1} = -0.1$ V and $V_{IPG2} = -1.0$ V. The inset in Figure 5.10(a) shows a magni-
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Figure 5.10: (a) Source-drain current $I_{SD}$ as a function $V_{BG}$ of the double quantum dot for $V_{IPG1} = -0.275$ V, $V_{IPG2} = -0.1$ V (upper curve) and $V_{IPG1} = -0.1$ V, $V_{IPG2} = -1.0$ V (lower curve). The curves are offset for clarity. (b)+(c) Blockade of the current flow through QD2 by applying a high negative gate voltage to IPG2.

If we assume that the oscillations with the longer period belong to QD2, which is situated next to IPG2 and the oscillations with the shorter period to QD1 we can totally deplete and block the transport through QD2 by applying $V_{IPG2} \sim -1$ V. This circumstance is visualized in Figure 5.10(b)+(c). At high $V_{IPG2}$ the transport through both dots occurs simultaneously (Figure 5.10(b)) but with increasing negative $V_{IPG2}$ the QD2 is finally depleted and thus the transport is blocked, Figure 5.10(c).

In this context, IPG1 should control the adjacent QD1 in a similar manner. In Figure 5.11 traces of the differential conductance $dI_{SD}/dV_{SD}$ at $V_{SD} \approx 0.0$ mV as a function of the backgate voltage $V_{BG}$ are displayed. IPG2 was kept constant at -100 mV and IPG1 was stepped from -250 mV to -650 mV with $\Delta V = -100$ mV. In the topmost curve ($V_{IPG1} = -250$ mV) we observe the fast Coulomb-blockade oscillations with a period of $\Delta V_{BG} \sim 0.36$ V. This corresponds to a gate capaci-
5.2 Stepwise fabrication of parallel quantum dots

Figure 5.11: Measured differential conductance $dI_{SD}/dV_{SD}$ as a function of $V_{BG}$ and stepwise variation of $V_{IPG1}$ (from top to bottom: $-250 \text{ mV} \geq V_{IPG1} \geq -650 \text{ mV}$, $\Delta V_{IPG1} = -100 \text{ mV}$, $V_{IPG2} = -100 \text{ mV}$, $T = 350 \text{ mK}$). The Coulomb-blockade oscillations of QD2 are marked with arrows. The curves are offset for clarity.

<table>
<thead>
<tr>
<th></th>
<th>QD1</th>
<th>QD2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{BG}$ (aF)</td>
<td>0.45</td>
<td>0.025</td>
</tr>
<tr>
<td>$C_{IPG1}$ (aF)</td>
<td>10</td>
<td>0.9</td>
</tr>
<tr>
<td>$C_{IPG2}$ (aF)</td>
<td>8</td>
<td>1.1</td>
</tr>
</tbody>
</table>

Table 5.2: Extracted capacitances for the double quantum dot.

<table>
<thead>
<tr>
<th></th>
<th>QD1</th>
<th>QD2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_S$</td>
<td>90</td>
<td>40</td>
</tr>
<tr>
<td>$C_D$</td>
<td>$\sim$ 140</td>
<td>$\sim$ 28</td>
</tr>
<tr>
<td>$C_\Sigma$</td>
<td>250 ± 10</td>
<td>70 ± 15</td>
</tr>
</tbody>
</table>
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tance between this QD and the backgate of $C_{BG,1} \approx 0.45$ aF. As above we assume that this is the signal of QD1. By lowering $V_{IPG1}$ (lower curves) the onset of the fast oscillations is shifted to higher $V_{BG}$ and at $V_{IPG1} = -450$ mV a new peak appears (marked with an arrow) corresponding to adding of an electron to QD2. Finally at -650 mV a second series of Coulomb-blockade peaks with a much longer period of $\Delta V_{BG} \sim 6.3$ V is observed already seen in the upper curve in Figure 5.10(a). The corresponding capacitance is $C_{BG,2} = e/\Delta V \sim 0.03$ aF to the backgate. At $V_{IPG1} \geq -250$ mV the conductance is dominated by the fast oscillations and for $V_{IPG1} \leq -450$ mV we measure the Coulomb-blockade signals of both dots. At $V_{IPG1} = 650$ mV the fast oscillations are almost completely suppressed. From these results it is evident that IPG1 controls mainly the QD1 with its faster Coulomb-blockade oscillations. With the period of $\Delta V \sim 0.36$ V we extract the backgate capacitance of QD1 $C_{BG,2} \sim 0.45$ aF. We can conclude from these findings that we can control indeed the current flow through both dots with the two in-plane gates.

The assignment of the Coulomb-blockade oscillations to the two QDs can be checked by comparing the capacitances between the QDs and the two in-plane gates. Apart from the size of the dots, the distance between dot and gate should determine $C_{IPGx,y}$, with $x = 1, 2$ and $y = 1, 2$. The capacitance between QD1 and IPG1 $C_{IPG1,1} \approx 10$ aF is calculated from the shift of the Coulomb-blockade oscillations of QD1 by applying $\Delta V_{IPG1} = -0.1$ V in Figure 5.11 with 

$$C_{IPG1,1} = \Delta C_{BG}/\Delta C_{IPG1} \times C_{BG,1}.$$ 

For the capacitance between IPG1 and QD2 we get $C_{IPG1,2} \approx 0.9$ aF. The capacitances $C_{IPG2,1} \approx 8$ aF and $C_{IPG2,2} \approx 1.1$ aF were deduced from the measurements in Figure 5.10(a).

The comparison of the above values yields $C_{IPG1,1} > C_{IPG2,1}$ and $C_{IPG1,2} < C_{IPG2,2}$. This indicates that the distance between QD1 and IPG1 is smaller than between QD1 and IPG2 and vice versa for QD2. With these results we can conclude, that we cut the 1D wire into two quantum dots that are parallel to each other.

An interesting aspect are the different capacitances of the two quantum dots to the in-plane gates and the backgate: $C_{BG,1} \sim 0.45$ aF and $C_{BG,2} \sim 0.03$ aF. This indicates a different size of the quantum dots which is in contrast to the AFM image of the completed device shown in Figure 5.9(a). From the geometry at the sample surface both QD should have the same size. Apparently QD1 is much larger than QD2 because the capacitance to the backgate depends mainly on the dot.
areas. QD1 has probably the shape of a long box which is 200 nm wide
and several 100 nm long. In contrast the smaller QD2 has probably a
more circular form with a diameter of about 200 nm.

**Measurement of the overall capacitances**

To obtain the overall capacitances of the QDs in Figure 5.12, a greyscale-
plot of the absolute value of the source-drain current $I_{SD}$ of the device
in Figure 5.9(a) is shown. The backgate-voltage $V_{BG}$ and the source-
drain voltage $V_{SD}$ are varied and the IPGs constantly biased with
$V_{IPG1} = -550$ mV and $V_{IPG2} = -330$ mV. We choose this in-plane
gates voltages to achieve a high onset voltage $V_{BG}$ for the Coulomb-
blockade oscillations. In the grey-scale map Coulomb-blockade di-
amonds appear with two different sizes for QD1 and QD2. At high
backgate-voltage $V_{BG} > 16$ V we observe many small diamonds – some
are marked with black lines. By analysing the maximal width $V_{SD,max}$
we obtain the overall capacitance $C_{\Sigma}$ of QD1 with $2e^2/C_{\Sigma} = eV_{SD,max}$
to $C_{\Sigma,1} \approx 250 \pm 10$ aF. A large diamond at $V_{BG} < 16$ V is marked
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*Figure 5.12: Absolute value of the current $I_{SD}$ through the double-
dot as a function of the backgate voltage $V_{BG}$ and the source-
drain voltage $V_{SD}$ at $V_{IPG1} = -550$ mV, $V_{IPG2} = -300$ mV. At
$V_{BG} < 16$ V the transport is dominated by QD2 (large coulomb-
blockade diamond, indicated by white line). At $V_{BG} > 16$ V the
current flows through QD1 and QD2 (small diamonds, black lines).*
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by white lines. We can attribute this diamond to QD2 with \( C_{\Sigma,2} \approx 70 \pm 15 \text{ aF} \). The capacitances differ by a factor of four. In Table 5.2 the results of the capacitance measurements are summarized.

However we can conclude that we succeeded in the stepwise fabrication of two parallel quantum dots. Please note, that from another point of view the subsequent fabrication of the device is also a diagnosis tool. The cutting of the RTD enables us to determine the properties of the 1D wire that showed the 2D-1D-2D resonant tunnelling. Here we find that the wire was asymmetrical located in the IPG-channel which leads us to the assumption that dislocations and inhomogeneities are present in the structure. One possible explanation is a wider depleted region around the groove defining IPG2 which is \( 3 \text{ nm} \) deeper and slightly wider than the groove of IPG1. As shown in Section 4.2 the depletion width around the nanomachined lines increase with the depth and width of the groove.

We do not observe any clear signs of a coupling between the dots in the gate-gate characteristics in Figure 5.10(a) and Figure 5.11. The absence of discontinuities in the peak shifts as a function of the gate voltages underlines this assumption. The appearance of a sudden jump in the position of the Coulomb-blockade peaks would indicate that the electrochemical potential on one dot is changed by an additional charge on the second dot. In Figure 5.12 there is a modulation of the transport through QD2 with a period that would fit to the capacitively charging of QD1. The exact origin of these structures remain unclear at the moment.

As a consequence of our results we can conclude that QD1 corresponds to an area that fits to the geometric size extracted from the AFM image. The origin of the very small QD2 remains unclear. We already mentioned the wider depleted region around one of the nanomachined grooves that could lead to a smaller dot. An additional effect might be a local potential minimum induced by some disorder leading to a dot with a rather small confinement potential and thus to a higher charging energy.

As stated above, we can exclude that a quantum-dot molecule is formed out of the two quantum dots since the tunnel coupling between the dots is lower than their coupling to the contacts and the results of the transport measurements. To observe a formation of a coherent state a modification of the geometry of the device is necessary. The dot size should be reduced to below one micron and the inter-dot separation should be as low as possible to increase the interaction strength.
5.3 Conclusion

In the first part of this chapter the constant-interaction model for single-charge tunnelling has been introduced. As an example for a single-electron transistor we fabricated a device with local oxidation. The SET contains a few hundred electrons, which makes the constant interaction model applicable for the description of the main features observed in the transport characteristic. The SET shows the Coulomb-blockade oscillations and the charge stability diagram with almost constant parameters over a wide voltage range.

In the second part we demonstrated that the AFM-based nanolithography provides an relatively easy and controlled approach to create parallel quantum dots. The device was stepwise fabricated with a combination of controlled nanomachining and local oxidation. The dots were defined by splitting a quasi-one-dimensional resonant tunnelling diode in two separate zero-dimensional regions. An analysis of the transport measurements of the two quantum dots allowed the identification of the specific Coulomb-blockade oscillations of each dot. We showed that the current could be directed through both quantum dots separately with applying high negative gate voltages to the respective in-plane gates.

These experiments show that the combination of controlled nanomachining and local oxidation with an atomic force microscope is a straightforward approach to the fabrication of robust mesoscopic devices. The shape and geometry of the gates and source-drain contacts is only limited by the number of contacts to the Hall bar. The possibility to change the device characteristic in a step-by-step process after each transport measurement is very promising especially to study chaotic cavities with complex geometries.
6 Aharonov-Bohm effect in an open quantum ring

In this chapter we will show measurements on a quantum ring with a diameter of below 450 nm fabricated by nanolithography using an atomic force microscope (AFM). With direct local oxidation by an AFM tip a ring geometry was directly written into a GaAs/AlGaAs-heterostructure. The exceptionally short circumference of the ring reduces decoherence due to scattering. Our transport measurements in the open regime show only one transmitting mode and Aharonov-Bohm oscillations with more than 50% modulation of the ring conductance. In-plane gates are used to tune the Fermi wavelength in the arms of the interferometer and thus to control the phase of the Aharonov-Bohm effect.\footnote{Parts of this chapter have been already published in U. F. Keyser, S. Borck, R. J. Haug, M. Bichler, G. Abstreiter, and W. Wegscheider, \textit{Aharonov-Bohm oscillations of a tuneable quantum ring}, Semiconductor Science and Technology \textbf{17}, L22-L24 (2002), preprint: cond-mat/0202403.}
6.1 Aharonov-Bohm effect

6.1.1 Introduction

In quantum mechanics electrons are described by a wave function $\Psi$. This leads to many phenomena unexpected from the classical description of electrons as point-like particles. One of the most striking effects, tunnelling through a potential barrier, has been investigated in an earlier section of this thesis, see Chapter 2. The wave nature of the electrons has an even more surprising consequence. Electrons can interfere with themselves if they are transmitted through a ring structure like the one shown in Figure 6.1. Such a ring acts as a beam splitter for the incident electronic wave function. $\Psi$ will split into an upper and a lower part that traverse the respective ring arms. If we assume that the phase coherence length $l_\phi$ is long compared to the circumference $C$ of the ring there will be an interference between the two parts at the ring exit. For a perfectly symmetric ring the phase difference is zero and thus we have constructive interference.

The relative phase in the ring arms is controlled by applying a perpendicular magnetic field $\vec{B} = \nabla \times \vec{A}$. The vector potential $\vec{A}$ leads to an additional phase factor for the wave function in both arms [86]

$$\exp \left[ -i \frac{e}{\hbar} \int_C d\vec{l} \cdot \vec{A} \right] = \exp \left( -i \frac{2\pi \phi}{\phi_0} \right). \quad (6.1)$$

$\phi = \int_C d\vec{l} \cdot \vec{A}$ is the magnetic flux through the ring and $\phi_0 = h/e$ the

![Figure 6.1: A ring structure splits the incident electronic wave function $\Psi$ into two parts that interfere at the ring exit if scattering is absent. The vector potential $\vec{A}$ influences the relative phase of the two parts of $\Psi$ at the ring exit.](image)
Figure 6.2: Transmission $t$ through a symmetric ring structure as function of the flux $\phi$ threading the ring. $\phi_0 = h/e$ is the flux quantum. According to formula 6.1 the wave traversing through the lower part of the ring in Figure 6.1 picks up a phase $\pi \phi / \phi_0$ whereas the part in the upper arm changes its phase by the negative of the above because it moves in the opposite direction relative to $\vec{A}$. The interference at the ring exit leads then to an oscillating phase between 0 and 1

$$\exp(-i \pi \phi / \phi_0) + \exp(i \pi \phi / \phi_0) = 2 \cos(\pi \phi / \phi_0). \quad (6.2)$$

From this equation follows that the probability to find an electron at the ring exit oscillates with $\cos^2(\pi \phi / \phi_0)$. According to this result the transmission of the ring equals one if $\phi = n \phi_0$, with $n = 0, 1, 2, \ldots$. This means for a transport measurement that each time the magnetic flux $\phi$ threading the ring is an integer multiple of $\phi_0$ the conductance $G$ will be maximal. This effect was predicted by Bohm and Aharonov in 1959 [11] and first experimentally observed by Chambers in an electron beam diffraction experiment [87].

The first Aharonov-Bohm oscillations with a periodicity of $h/e$ in a condensed matter device were observed in a transport experiment on very small Au-loops [88]. The high electron densities in metals lead to an averaging of the Aharonov-Bohm oscillations of many different modes and thus to a reduced amplitude. Even at mK temperatures the magnitude of the Aharonov-Bohm oscillations lies below 1% of the signal. Because of their relatively low carrier concentrations in the two-dimensional electron gas, GaAs/AlGaAs-heterostructures were used as
a substrate for the fabrication of ring systems with only a few trans-
mitting modes, see e.g. [89, 90, 91, 92] and references therein. For pro-
cessing the samples usually well-established techniques like electron
beam lithography and wet-chemical etching were utilized. Recently
Aharonov-Bohm oscillation with an amplitude of 30% was observed
in a vertical interferometer [93]. Recent papers claim to have found
experimental evidence for a spin-induced Berry phase in rings realized
in other material systems [94, 95].

6.1.2 Transmission through a symmetric ring

In principle for all the above experiments the basic considerations of
the introduction can be applied. For a more accurate description of
(real) rings a calculation based on scattering matrix theory yields a
transmission probability \( t \) through a symmetric ring with no elastic scattering:

\[
t(\chi, \Phi, \epsilon) = \frac{4\epsilon \sin^2 \chi \cos^2(\Phi)}{[a^2 + b^2 \cos^2(\Phi) - (1 - \epsilon) \cos^2 \chi]^2 + \epsilon^2 \sin^2 \chi},
\]

with \( \Phi = \pi \phi / \phi_0 \). \( \epsilon \) measures the scattering at the ring exit and entrance
and \( \chi = k_F C / 2 \) the product of the Fermi wave vector \( k_F \) and the
circumference \( C \) of the ring. An exact derivation of the above equation
can be found e.g. in Ref. [96, 97]. \( a^2 \) and \( b^2 \) are coefficients that directly
result from the scattering matrix and depend on \( \epsilon \). In this chapter
we work with a device in the limit of open point contacts. For such
quantum point contacts in the ballistic regime we have to choose \( \epsilon = 0.5 \) which results in \( a^2 = 1/4 \) and \( b^2 = 1/4 \) [97].

In Figure 6.2 a plot of the transmission \( t \) as a function of \( \phi / \phi_0 \) is
shown. The phase coherence length \( l_\phi \) is infinite and \( \chi \) was set to \( \pi / 4 \).
\( t \) varies between \( t = 0 \Leftrightarrow G = \min \) and \( t = 1 \Leftrightarrow G = \max \) as a function
of the applied magnetic field. Please note the periodicity of the curve
with \( \phi_0 \).

6.1.3 Transmission through an asymmetric ring

For a realistic device equation 6.3 has to be modified because there
exists usually a length difference of the ring arms \( \Delta L \). This leads to
an additional phase difference \( \delta \) between the two parts of the wave
function of \( \delta = k_F \Delta L \). Considering this in the model the transmission
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Figure 6.3: Transmission probability through an asymmetric biased ring as function of the magnetic flux \( \phi/\phi_0 \) for \( \delta = 0, \pi/4, \pi/2 \) and \( \chi = \pi/4 \). The curves are offset for clarity. The maximum at \( \phi = 0 \) for \( \delta = 0 \) changes into a minimum for \( \delta = \pi/2 \). Note the frequency doubling and the reduction of the oscillation amplitude for \( \delta = \pi/4 \).

The probability has to be modified to

\[ t(\chi, \Phi, \delta, \epsilon) = \frac{4\epsilon \left[ \sin^2 \chi \cos^2 \Phi + \sin^2 \Phi \sin^2 \delta - \sin^2 \chi \sin^2 \delta \right]}{\left[ a^2 \cos 2\delta + b^2 \cos 2\Phi - (1 - \epsilon) \cos^2 \chi \right]^2 + \epsilon^2 \sin^2 \chi}. \quad (6.4) \]

Please note that equation 6.3 is a special case of the above equation for \( \delta = 0 \). Equation 6.4 also applies when e.g. in a symmetric ring the Fermi wave length is different in the ring arms. This can be achieved by e.g. an outer gate voltage that couples to one ring arm. This changes the Fermi wave length and thus the effective arm length. As a consequence \( \delta \) is controlled by an outer parameter.

The results of calculations with equation 6.4 for \( \delta = 0, \pi/4, \pi/2 \) and \( \chi = \pi/4 \) are shown in Figure 6.3. As mentioned above, for \( \delta = 0 \) we get the same oscillations with a maximum at zero flux (upper curve) as for the symmetric case in Figure 6.2. \( \delta = \pi/4 \) leads to a signal with halved period and a much smaller amplitude (central curve). Additionally the maximum at zero magnetic field changes into a minimum indicating a phase change of the wave function in the ring. This becomes even more clear when looking at the third and lowest curve in Figure 6.3.
6.2 Sample fabrication

In this chapter we present data measured on an asymmetric quantum ring with two tuneable point contacts. The ring was fabricated using an atomic force microscope (AFM) as nanolithographic tool. With the design of the quantum ring we are able to investigate the interplay between electron interference and single-electron charging effects on the same device. We focus on the ballistic regime, where the conductance of the point contacts $G$ lies around $2(e^2/h)$. The quantum ring acts in this regime as an electron interferometer. Measurements in the Coulomb-blockade regime with closed point contacts ($G < 2(e^2/h)$) will be studied later in this thesis, see Chapter 7.

For the fabrication of the device we used a GaAs/AlGaAs-heterostructure consisting of a 5 nm thick GaAs cap layer, 8 nm of AlGaAs, the Si-$\delta$-layer, a 20 nm wide AlGaAs barrier and 100 nm of GaAs (from top to bottom, wafer 71000, Figure 3.2). The two-dimensional electron gas (2DEG) is located 34 nm below the surface with a density of $4.3 \times 10^{15}$ m$^{-2}$ and a mobility of 42 m$^2$/Vs. The mean free path of the electrons is $l_\phi \sim 4.6$ $\mu$m. A Hall-bar geometry was defined by standard photolithography and wet-chemical etching.

By applying a negative voltage to a conducting AFM tip the GaAs is oxidized. Underneath the oxide the 2DEG is totally depleted and thus with $\delta = \pi/2$. The original curve reappears but is shifted by half a period. The occurrence of the phase jumps is periodic with a period $\delta = \pi$.

The tuning of the phase at zero magnetic field is sometimes called electric or electrostatic Aharonov-Bohm effect. It seems as though one can influence the phase of the wave function with the scalar potential of an electric field. But the underlying process is completely different from its magnetic pendant. Whereas the vector potential $\vec{A}$ changes directly the phase factor in $\Psi$ the electric field changes the Fermi energy and thus the wave length and energy of the incident electron.

In the above equation the phase coherence length $l_\phi$ is not considered. In a real device $l_\phi$ will be finite because of scattering, finite temperatures, and defects. If an electron is scattered during the passage in one ring arm this can be considered as a "which-path" measurement. The interference pattern is destroyed [99] and leads to a reduced oscillation amplitude of the conductance in the Aharonov-Bohm effect.
one can directly write electronic devices into the 2DEG. A detailed description of the process is given in Chapter 4.3. An AFM image of the completed ring structure is shown in Figure 6.4(a). The oxide lines insulating the in-plane gates from the ring were written with an oxidation current of 1 $\mu$A. The relevant geometric dimensions of the ring are its outer diameter of 450 nm, measured from the inner edge of the oxide lines across the ring, and the diameter of the central oxide dot of 190 nm. The constrictions that connect the ring to the source and drain contacts are both 150 nm wide, in the following these will be addressed as point contacts.

The electrochemical potentials of the ring and the conductance through the point contacts are tuned with the two in-plane gates (IPG) that are marked in Figure 6.4(a) with IPGA and IPGB. Please note, that IPGA has a much shorter boundary to the upper ring arm than IPGB to the lower. From the AFM image one can directly see that the structure is asymmetric.

Another important detail is the gate coupling to the point contacts. Whereas IPGA directly influences both ring exits, IPGB controls only the upper point contact. The device was characterized in a $^3$He-$^4$He-dilution cryostat. In the following we will keep $V_A$ (voltage applied to IPGA) at a constant value of 95 mV. The cryostat was kept at a base temperature of $T_b = 30$ mK throughout the measurements if not stated otherwise in the text. The electronic temperature lies below 50 mK as measurements in the Coulomb-blockade regime indicate.

A schematic picture of the ring is shown in Figure 6.4(b). The solid

![Figure 6.4](image_url)

Figure 6.4: (a) AFM image of the ring-structure. IPGA, IPGB denote the in-plane gates. (b) Schematic picture of the ring. The solid lines indicate the insulating lines and the grey area the width of the depleteion in the 2DEG. The dashed trajectory has a diameter of $d_e \sim 300$ nm.
6.2 Sample fabrication

Figure 6.5: (a) Conductance $G$ through the open quantum ring as function of the magnetic field $B$ at $V_A = 95$ mV, $V_B = 120$ mV. (b) The Fourier transformation of the data shows one distinct peak at $16 \pm 1$ T$^{-1}$.

The lines depict the oxide and the light grey areas around them the depletion width of some ten nanometers in our structures (see Chapter 5.1). We illustrate the expected electron path in the open transport regime with the dashed lines. The diameter of this electronic path is $\sim 300$ nm. Since the phase coherence length in the unstructured 2DEG is $l_\phi = 4.6$ $\mu$m and the circumference of the ring is only $C = 1.0$ $\mu$m we assume that the ring is in the ballistic regime and neglect effects of inelastic scattering.

Figure 6.5(a) shows the conductance $G(B)$ of the quantum ring in the open regime with $V_A = 95$ mV and $V_B = 120$ mV ($R < h/e^2$) in a perpendicular magnetic field $B$. We observe Aharonov-Bohm oscillations with an oscillation amplitude of more than 50%. This exceptional high value was not reported before in transport experiments in semiconductor rings. We extract a period $\Delta B \sim 60$ mT from the data in Figure 6.5(a). The clear oscillations without any distortions together with the high amplitudes indicate that we have very few conducting channels in the ring.

For a further analysis of the periodicity we use a Fourier transformation of the data. The power spectrum of the measurement in Figure 6.5(a) as a function of the oscillation frequency $f$ is shown in Figure 6.5(b). The dominating feature is at a frequency of $16/T$. This corresponds to $\Delta B \sim 60$ mT and indicates that a flux quantum $\Phi_0 = h/e$ enters the area enclosed by the electron paths every $\sim 60$ mT. Each
additional flux quantum in the ring changes the phase by $2\pi$ and thus we observe a full oscillation period. We estimate the diameter of the electron orbit in our ring from the period of $\Delta B = 1/f$

$$\phi_0 = \frac{1}{4} \Delta B \pi d_e^2 \Rightarrow d_e = 2\sqrt{\frac{h}{\pi e \Delta B}}. \quad (6.5)$$

With $\Delta B \sim 60$ mT a flux quantum is added to the ring area and we determine the diameter $d_e$ of the dominating electron orbit in our ring to $d_e \sim 300$ nm. This fits perfectly the geometry of our device. The observation of only one dominant frequency at $16/T$ indicates that only a single conducting channel is present in this voltage regime.

6.3 Gate voltage dependence

6.3.1 Aharonov-Bohm oscillations

In this paragraph we will study the ring conductance in the range of $70 \text{ mV} < V_B < 100 \text{ mV}$ and $V_A = 95 \text{ mV}$. In Figure 6.6(a) we show again ring conductance $G(V_B)$ at $B = 0$ as a function of $V_B$. We observe an oscillating signal which has about the same amplitude as the Aharonov-Bohm oscillations depicted in Fig. 6.5(a).

The average peak-to-peak distance is $\Delta V_B \sim 3.5$ mV. The grey-scale plot in Figure 6.6(b) shows $G$ as a function of $B$ and $V_B$. As usual, black(white) stands for high(low) $G$. The arrow marks zero magnetic field $B = 0$ that is the symmetry axis as expected for a two-terminal measurement. The alternating pattern of high and low conductance as a function of $V_B$ and $B$ is due to the Aharonov-Bohm effect. A check of the periodicity of the data in Figure 6.6(b) is obtained with Fourier transformations over the whole gate voltage range. The resulting power spectra are depicted in Figure 6.7 in a grey-scale map as a function of $V_B$ and the frequency $f$. Here we chose a logarithmic scale for the grey-scale. This makes the higher frequency components visible that are suppressed by more than a factor of $10^3$ compared to the leading frequency of $16/T$ as known from Figure 6.5(b).

The dominating feature in Figure 6.7 is a vertical black line around $f_0 \sim 16/T$. At $10/T, 26/T$ and $\sim 34/T$ there appear weaker frequency components, the latter is probably the second harmonic of the base frequency $f_0$ where the electrons traverse the ring twice.
Figure 6.6: (a) Conductance $G$ through the open quantum ring at $B = 0$ and $V_A = 95$ mV. (b) Greyscale plot of $G(V_B, B)$ for the device in a perpendicular magnetic field. The data in the upper window was measured along the line indicated by the arrow.
Figure 6.7: Logarithmic grey-scale plot of the power-spectrum of the data in Figure 6.6(b) as a function of $V_B$. We observe one dominating frequency component at $16/T$ over the whole range. The solid line at the top of the structure marks the boundaries for the frequency defined by the device geometry. This is visualized in the schematic pictures above. These show electron paths through the ring with diameters $d_e = 190$ nm, $d_e = 300$ nm, and $d_e = 450$ nm. The image in the center for $d_e \sim 300$ nm corresponds to the base frequency $f = 16/T$. 
We estimate the lowest frequency component of $7/T$ by calculating the expected periodicity with equation \(6.5\) for $d_e = 190$ nm. This result neglects any effects from the finite depletion length. There exists a maximum frequency of $37/T$ defined by the maximal geometric diameter of $d_e = 450$ nm. But electrons can also pass the ring twice which doubles the enclosed area. We observe this effect only weakly in the spectra of the ring in Figure 6.7. The black line depicted directly above the grey-scale plot indicates these boundaries. For clarification three schematic pictures of the ring with electron paths of different diameters $d_e$ are depicted. The picture in the center gives an impression for the situation in the ring with $d_e \sim 300$ nm which corresponds to the base Aharonov-Bohm frequency of $16/T$.

Following the discussion of asymmetric ring structures we expect to observe phase jumps in the Aharonov-Bohm oscillations in our quantum ring. A closer look at the grey-scale plot in Figure 6.6(b) already indicates this. For a clear demonstration of this characteristic we depicted the magneto-conductance $G(B)$ at four different gate voltages $V_B = 86.6, 89.4, 90.3, \text{ and } 93.4$ mV in Figure 6.8(a). At $V_B = 86.6$ mV (lowest curve) $G$ has a maximum at $B = 0$ whereas at $V_B = 89.4$ mV the curve is shifted by half a flux quantum and shows a minimum at $B = 0$. Thus the phase of the wave function changed by $\pi$ by applying an outer gate voltage. The same occurs between each pair of the four curves which leads to three phase jumps in this voltage range. The corresponding conductance trace $G(V_B)$ at $B = 0$ is shown in Figure 6.8(b). The gate voltages of the four traces in Figure 6.8(a) are denoted by the squares. The phase jumps that occur at $V_B = 88.6, 90.0, \text{ and } 91.7$ mV are marked by the arrows.

We have shown in Chapter 6.1.3 that a phase jump comes along with a frequency doubling and a damping of the Aharonov-Bohm oscillations. This latter characteristic should lead to a vanishing of the $16/T$ peak at the gate voltages where we get $\delta = \pi/4$. Indeed we observe this behaviour for our ring in the power spectra shown in Figure 6.8(c). The graph shows the power spectra of the magneto-conductance data between $86 \text{ mV} \leq V_B \leq 94 \text{ mV}$. The huge peak corresponds again to the $16/T$ oscillation of the $300$ nm orbit. Both the phase jumps at $V_B = 88.6 \text{ mV}$ and $V_B = 91.7 \text{ mV}$ lead to a suppression of the main frequency component by almost a factor of 10. The phase ”jumps” abruptly between two points of the measurements but the damping of the oscillation already starts before. We observe the maximal signal at the gate voltages of the measurements in Figure 6.8(a).
Figure 6.8: (a) Conductance $G$ as function of the magnetic field $B$ at four gate voltages $V_B = 86.6, 89.4, 90.3, 93.4$ mV from bottom to top. Between each curve pair the phase changes by $\pi$. The curves are offset for clarity. (b) $G$ at $B = 0$ as function of $V_B$, the exact positions of the phase jumps are marked by the arrows. The gate voltages of the traces in (a) are marked by the black diamonds. (c) Power spectra for all gate voltages of (b), the base frequency of the ring $16/T$ vanishes or is suppressed at the phase jumps indicated by the arrows at $V_B = 88.6, 90.0, 91.7$ mV. The curves are offset for clarity.
Figure 6.9: (a) Grey-scale plot of the conductance $G$ through the ring as function of $B$ and $86 \text{ mV} < V_B < 94 \text{ mV}, V_A = 95 \text{ mV}$. (b) Grey-scale plot of the calculated transmission $T(\chi = \pi/4, \Phi, \delta, \epsilon = 0.5)$ for an asymmetric ring with varying $\delta$ (see text).

This is completely different for the situation at $V_B = 90.0 \text{ mV}$ where we see just a short reduction by a factor of two or three, Figure 6.8(c). This is understood if we look back at the dependence of $G$ on $V_B$ at $B = 0$, Figure 6.8(b). Whereas there is a relatively smooth gradient between the first maximum and the first minimum the rise to the second maximum is rather fast. Thus the transition from a minimum at $B = 0$ to a maximum has to be faster than during the other phase changes. With a finer resolution of the gate voltage we should be able to observe the damping at this phase jump as well.

We don’t observe a real frequency doubling in the Fourier spectra because the amplitude of the Aharonov-Bohm oscillations is almost totally suppressed at the phase jumps. The reason for this specific characteristic of our ring will be discussed in the next paragraph. Before we want to comment on the small dashed circles at $B \sim 50 \text{ mT}$ in Figure 6.8(a). They mark small dips in each of the conductance traces.
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$G(B)$. The exact position barely shows any dependence on $V_B$. At first one could believe that we see a frequency doubling of the Aharonov-Bohm signal. But the dip appears only at the first maximum and at higher $V_B$ even in the minima of $G(B)$. We attribute this to a specific characteristic of the ring spectrum.

Modelling of the data

In Figure 6.9 again a grey-scale plot of $G(V_B)$ is shown. The voltage range is the same as discussed above. The phase jumps observed in Figure 6.8(a) are indicated by the alternating pattern of high and low conductance in vertical direction. At the bottom we have a maximum (black) at $B = 0$ that changes into a minimum (white) etc. With equation 6.4 we tried to reproduce the key features of the quantum ring in this voltage regime in the strong coupling limit $\epsilon = 0.5$. Since we vary the in-plane gate voltage we will change the relative phase between the two ring arms and thus introduce an effective length difference $\Delta L$. This was taken into account by introducing the asymmetry parameter $\delta = k_F \Delta L / 0.15$ which leads to a rather strong dependence of $\delta$ on the gate voltage. Figure 6.9(b) shows a grey-scale map of the transmission probability of the ring calculated with formula 6.4. In the depicted range there are three phase jumps and the signal starts with a maximum. The absence of a frequency doubling of the Aharonov-Bohm oscillation between the phase jumps in the calculated data is related to the very fast change of $\delta$.

Since we do not know the exact dependence of $k_F$ on $V_B$, we cannot map the axis of the simulation to the data. Please note, that this is not a fit but a mere phenomenological comparison of a measurement to an idealized calculation. However, this allows to check whether we have to consider any other effects to explain the behaviour of our device in this regime. Apparently this is not necessary to understand the main features of the transport in region 2.

6.3.2 Ring conductance at lower gate voltages

In Figure 6.10(a) $G(V_B)$ is depicted again at zero magnetic field $B = 0$ and $V_A = 95$ mV. But in this case we reduce $V_B$ to 40 mV. Above $V_B > 70$ mV we observe the oscillating signal already discussed in the preceding paragraph. But apparently $G(V_B)$ divides into two regions which differ by the shape of the measured resonances.
Figure 6.10: (a) Ring conductance $G$ as a function of gate voltage $V_B$ at $V_A = 95$ mV, $V_{SD} = 0$, $B = 0$, and $T = 30$ mK. Note the change in the shape of the resonances in the two regions of the curve. (b) Grey-scale plot of $G$ as function of $V_B$ and $B$, for $V_B > 70$ mV we observe Aharonov-Bohm oscillations. These are only present at the dips in the trace for $V_B < 70$ mV.
Whereas for $V_B > 70 \text{ mV}$ the peaks are smooth and rounded for $V_B < 70 \text{ mV}$ relatively sharp dips appear in the conductance with almost the same period of $\Delta V_B \sim 3.5 \text{ mV}$. The transition between the two regions at $V_B = 70 \text{ mV}$ is accompanied by a fast decrease of $G$ from $\sim 1.7 e^2/h$ to $\sim 0.8e^2/h$.

In Figure 6.10(b) a grey-scale plot of the magneto-conductance $G$ as a function of $V_B$ and $B$ is shown, black indicates a maximum and white a minimum in the conductance. Please note that this is the original data. Because of the high oscillation amplitudes we don’t have to subtract any slowly varying background. As expected from the measurements at $B = 0$ this plot also consists of two regions. The data for $V_B > 70 \text{ mV}$ is depicted already in Fig. 6.6(b). Here we adjusted the grey-scale to maximize the contrast for the whole plot.

For $V_B > 70 \text{ mV}$ we observe Aharonov-Bohm oscillations for the whole gate voltage range. But for $V_B < 70 \text{ mV}$ these appear only at the distinct gate voltages corresponding to the "anti"-resonances in Fig. 6.10(a). Between these dips $G(B)$ barely depends on $B$ which leads to the large grey areas.

We further analyzed the "anti"-resonances in the conductance by performing Fourier transformations on the data. The corresponding power spectra of $G(B)$ in this voltage range are shown in Figure 6.11(a) for $40 \text{ mV} \leq V_B \leq 70 \text{ mV}$. The plot shows the expected maximum at $f_0 \sim 16/T$ only at the gate voltages corresponding to the minima in the conductance. This coincidence is underlined by the adjacent Figure 6.11(b) that shows $G(V_B)$ at $B = 0$. The gate axis was scaled to fit the offset of the curves in Figure 6.11(a).

One possible explanation for the suppression of the Aharonov-Bohm effect in this voltage regime might be the asymmetric gate bias. Because the voltage at $V_B < 70 \text{ mV}$ is always smaller than the constant $V_A = 95 \text{ mV}$ applied to IPGA the electron trajectories concentrated in the upper ring arm. The incident electrons can leave the ring directly through the other point contact without passing the lower arm. This focusing effect is known from point contacts in series [100]. However, this model explains only the absence of the interference pattern. For the "anti"-resonances in $G(V_B)$ with their peculiar shape we have to find another explanation.

From the analysis of the Aharonov-Bohm measurements we have strong indications that only one subband is occupied – at least in the lower ring arm. However, the conductance through the ring in region 1 is almost $2(e^2/h)$ and even exceeds $2(e^2/h)$ when we apply a perpendicular-
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Figure 6.11: Fourier spectra of the measurements in Figure 6.8 for $86 \text{ mV} < V_B < 94 \text{ mV}$, $V_A = 95 \text{ mV}$. The curves are offset for clarity. At $V_B \sim 88.5 \text{ mV}$ and $91.5 \text{ mV}$ the peak at $16/T$ vanishes almost completely, which indicates a phase jump by $\pi$. At $V_B \sim 90.0 \text{ mV}$ we observe another phase jump but the power spectrum shows only minor changes.

ular magnetic field, shown in Fig. 6.13(b). If we take into account that we are performing two-terminal measurements we have to subtract a series contact-resistance ranging from a few hundred $\Omega$ to $1 \text{ k}\Omega$ to get the "pure" conductance of our ring. The corrected conductance $G'$ exceeds $2(e^2/h)$ which requires that more than one subband is occupied because each subband has a conductance of $2(e^2/h)$. This contradiction to the results of the Aharonov-Bohm oscillations is overcome if we assume that the upper arm transmits two subbands whereas the lower arm contains only one subband. This is depicted in the diagram shown in Figure 6.12(a).

The AFM image of the ring in Figure 6.4(a) provides us a possible explanation for this assumption. It is barely visible but the oxide dot is not perfectly centered in the ring and shifted some 10 nm wide to the lower right. This reduces the width of the lower ring arm in comparison to the upper one. Additionally we will have more electrons in the vicinity of the point contacts which further increases the electron
Figure 6.12: (a) Schematic picture of the ring shows the paths of the electrons in the ring that interact with the state around the center. (b) Simplified picture of conducting channels that interact with a bound state in the ring.

density in the shorter upper arm. The Fermi wave length \( \lambda_F \sim 40 \text{ nm} \) in the unstructured 2DEG is roughly factor two smaller than the reduced arm width of the structure. The effective electronic width will be smaller than 100 nm because of the depletion length in the range of some ten nm. With the considerations of Chapter 4.2 for ballistic point contacts we conclude that maximal two subbands can be occupied in the ring.

With the above assumptions we can explain the appearance of the

Figure 6.13: (a) Fano resonance for \( q = 0.5 \) (lower curve) and \( q = 2.0 \) upper curve as function of \( E - E_{\text{res}} \). (b) Conductance \( G(V_B) \) in region 1 at \( B = 0 \) (lower curve) and \( B = 320 \text{ mT} \) (upper curve). The sharp dips change into maxima in the field. The curves are offset for clarity.
dips in $G(V_B)$ observed in Figure 6.10. In principle the picture in Figure 6.12(a) shows two interacting states that pass a resonant bound state around the center of the ring. Whereas the upper channel is transmitted directly through the structure the lower path is "scattered" at the ring center.

A better representation of this circumstance is depicted in Figure 6.12(b) by two channels passing a resonant state (depicted by the circle), whereas one is transmitted directly or non-resonantly the other may be in resonance with the circular state only if its energy matches the resonant energy. Both channels will interfere/interact in the upper ring arm which is depicted by the zig-zag line.

The dips in $G(V_B)$ appear at distinct gate voltages corresponding to the resonances of the bound state. Whereas the phase of the non-resonant state changes slowly with $V_B$ the lower channel will pick up a phase shift by $\pi$ every time it fits to a resonance on the ring. This phase shift is an inherent characteristic of all resonant processes in physics.

The interference between a resonant and non-resonant state is known from e.g. nuclear or atomic physics. In the latter one can observe resonances of an electron that is temporarily bound at an He-atom and then decays [101]. The interference between two channels results in spectra with resonant lines shaped similar compared to the ones in our ring. In general these lines are described by the following expression proposed by Fano in 1964 [102].

$$S \propto \frac{(E + q)^2}{E^2 + 1}. \quad (6.6)$$

$q$ is a parameter that describes the relative phase between the two paths. $E = (E - E_{res})/(\hbar \Gamma/2)$ is the dimensionless detuning of the energy $E$ of the incident electrons from the energy $E_{res}$ of the resonant state. $\hbar \Gamma$ measures the line width of the resonance. The left-hand side of Figure 6.13 depicts two so-called Fano resonances for $q = 0.5$ and $q = 2.0$. The curves were normalized to their respective maximum $S_0$. The difference in $q$ leads to a change from a dip to a peak. For comparison with the resonances in region 1 we show a measurement in Figure 6.13(b) at $B = 0$ (lower curve) and $B = 320$ mT (upper curve). The curves were offset for clarity. Apparently the line shape is adjustable in our experiment by variation of the outer magnetic field. The "anti"-resonances at $B = 0$ in Figure 6.13(b) evolve into maxima at $B = 320$ mT. This is an indication that the above picture might be applicable for the description of our system.
These so-called Fano resonances were studied in recent experiments on quantum dots [103, 104]. But the authors could not explain the exact nature of the non-resonant channel. Our design of the ring gives us a better control over the relevant parameters, namely $q$. For further investigations of the properties of this type of resonances one can for example tune the coupling between the resonant and the non-resonant state with the gate voltage applied to gate $A$.

In this context the transition at $V_B \sim 70$ mV between the two transport regimes marks a fundamental change in the electronic structure of the ring. The stronger the coupling grows this might lead to an overlap and thus to strong interaction between the two subbands. The drop in the conductance by almost 50% is probably caused by the longer stay of the electrons in the device due to the longer path.

### 6.4 Conclusion

In this chapter we discussed the Aharonov-Bohm effect in an asymmetric quantum ring with a diameter of below 450 nm. The analysis of the data with Fourier transformation indicates that we have only one interfering subband in the ring. This leads to a modulation of the conductance of more than 50%, a value not reported before in transport experiments in semiconductor rings. The electron orbit extracted from the periodicity of the Aharonov-Bohm effects fits perfectly to the ring geometry. The attached in-plane gates allow to tune the phase of the Aharonov-Bohm effect at zero magnetic field and we observed the typical sharp phase jumps by $\pi$ that are related to the asymmetry of our device.

Finally we showed that the line-shape of the resonances in the quantum ring is controlled by an outer gate voltage. We found first indications for a resonant bound state that couples to the directly submitted electrons and leads to a Fano like characteristic.
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A small quantum ring with less than 10 electrons was studied by transport spectroscopy. For strong coupling to the leads a Kondo effect is observed and used to characterize the spin structure of the system in a wide range of magnetic fields. At small magnetic fields Aharonov-Bohm oscillations influenced by Coulomb interaction appear. They exhibit phase jumps by \( \pi \) at the Coulomb-blockade resonances. Inside the Coulomb-blockade regime the Aharonov-Bohm oscillations can also be studied due to the finite conductance caused by the Kondo effect. Interestingly, the maxima of the oscillations show linear shifts with magnetic field and gate voltage.\(^1\)

7 Kondo effect in a quantum ring

7.1 Introduction

The characterization of semiconductor quantum dots by transport spectroscopy turned out to be an extremely successful approach to understand the physics of interacting electrons confined to a quasi-zero dimensional potential well [1]. Until recently the only accessible shape of the quantum dots was a tiny disc or box with a simple topology. With new fabrication techniques it is possible to create multiple connected topologies, namely small quantum rings with an outer and an inner boundary. These novel devices allow to study experimentally interference phenomena of electrons, like the Aharonov-Bohm effect [11] where the electronic properties of the system show a periodicity with the magnetic flux quanta threading the ring.

First quantum rings were fabricated by self-assembled growth of InAs on GaAs [105, 106], but these structures were mainly used for optical experiments. A completely different approach, the local oxidation of GaAs/AlGaAs-heterostructures with an atomic force microscope (AFM) [6], allows to write directly tuneable quantum rings into a two-dimensional electron gas [107, 108]. These rings can be studied by tunnelling experiments. For high tunnelling barriers charging effects and Coulomb blockade dominate the transport characteristics. In the Coulomb-blockade regime the number of electrons on such a ring can be controlled by an external gate voltage. Adding an electron to the ring requires the Coulomb charging energy. This leads to a nearly equally spaced sequence of Coulomb-blockade peaks as a function of the applied gate voltage. For a quantum dot with a simple connected geometry we already discussed these characteristics in chapter 5. Recently, a quantum ring containing a few hundred electrons was studied in the Coulomb-blockade regime [107]. These measurements showed the Aharonov-Bohm effect and allowed to determine the energy spectra [109] of such quantum rings. It turned out that the spectra can be well described within single-particle physics [107], because of an effective screening of the electron-electron interaction by a metallic gate.

Here we are going to discuss a quantum ring in a totally different regime. For a small number of electrons interactions dominate the spectra in absence of a front gate. In addition, for a strong coupling to the leads the spin structure of the system will strongly influence the tunnelling current. For a net spin of the system being 1/2 the ring can be mapped to the Anderson model [110] in which the ring acts as a magnetic impurity showing the so-called Kondo effect. This many body
phenomenon describes the formation of a spin singlet consisting of an electron on the ring and electrons in the contacts if the tunnel coupling is sufficiently high. The Kondo effect gives rise to a finite density of states at the Fermi level \[1\] and thus to a finite conductance around zero bias voltage even for Coulomb blockade.

In this chapter we present measurements on a quantum ring, fabricated by local oxidation with an AFM. We study our ring in a transport regime with few electrons and strong coupling to the leads. In the Coulomb-blockade regime we can tune the electron number between three and seven. For odd electron numbers a Kondo effect \[14, 15\] is observed and characterized with temperature dependent non-linear transport measurements. In a magnetic field we find a splitting of the Kondo resonance which, together with the even-odd behaviour, indicates a spin-1/2 Kondo effect.

The small number of electrons allows to investigate the influence of the electron-electron interaction on the level structure of our quantum ring. A theoretical calculation predicts smaller Aharonov-Bohm periods than in the multi-electron case, because the degeneracy between singlet and triplet states in a ring is lifted by the Coulomb interaction \[112\]. We indeed find indications for this effect in our ring at small magnetic fields. The finite Kondo conductance enables the observation of the Aharonov-Bohm effect even between two Coulomb-blockade peaks. We observe a smooth shift of these Aharonov-Bohm oscillations in the Coulomb-blockade valley with magnetic field and gate voltage.

We commence with a short introduction to Kondo physics in quantum dots.

\subsection*{7.2 Kondo effect}

In the late eighties theoretical studies predicted a Kondo effect for a quantum dot with an unpaired electron in the topmost occupied state. The tunnelling barriers of the device should become perfectly transparent with a conductance of \[2(e^2/h)\] \[12, 13\]. The name Kondo effect originates from the similarities between a single quantum dot and the scattering of electrons in metals induced by diluted magnetic impurities. The resistance of a metal is enhanced by an interaction of the electrons with the spins at the magnetic impurities. This effect was first explained by Kondo in 1964 in terms of correlations in the
scattering of localized spins [113]. A quantum dot with a net spin of 1/2 acts as an "impurity" as well, but the "scattering" of electrons from the contacts leads to an enhancement of the conductance.

The theoretical framework of a description of the Kondo effect in quantum dots is the Anderson impurity model [110]. An exact derivation of the model is not necessary to understand the key features of this effect and hence we only give a rather simple explanation.

In Figure 7.1(a) a quantum dot in the Coulomb-blockade regime with $N$ electrons is shown. It is coupled to electron reservoirs by two tunnelling barriers. The topmost state of the dot contains one single electron. It is necessary that the level is two-fold degenerate, in our case due to the electron spin. In principle, we have to pay the charging energy $U$ to add an electron but if the coupling of the electron on the dot to the leads is high enough, the interaction leads to the formation of a spin singlet state at finite temperatures. This is indicated by the dashed ellipse in Figure 7.1(a). Electrons from the leads and the dot can change places by an exchange of their spins. The spin singlet state gives rise to a finite conductance despite the charging energy and the constant $N$. A recent experiment indeed gives an indication for a spin-charge separation in the Kondo regime [114].

A more elaborate picture for the Kondo effect is shown in Fig-
The striking fact is the appearance of a very narrow peak at the electrochemical potential of the contacts \[111]. This finite density of states allows the transport of electrons through the structure as described in the simple picture above. In the model a new temperature scale appears named Kondo temperature \( T_K \). In some sense \( k_B T_K \) measures the binding energy of the spin singlet state. Often the Kondo temperature is defined by the following equation \[115\]

\[
k_B T_K = \frac{1}{2} \sqrt{U \hbar \Gamma} \exp \left( \pi \frac{\varepsilon (U + \varepsilon)}{\hbar \Gamma U} \right)
\]

(7.1)

for \( \varepsilon < 0 \) and \( U + \varepsilon > 0 \). \( \varepsilon \) is the energetic distance of the occupied level below the electrochemical potential in the contacts. The exponential dependence of \( T_K \) on the inverse of the tunnel coupling \( T_K \propto \exp -1/\hbar \Gamma \) explains the necessity for the observation of this effect to tune the system into a regime with a high \( \Gamma \). Additionally the Kondo temperature will be minimal in the middle of two Coulomb-blockade peaks.

Some tests can prove whether there is indeed a Kondo effect in a specific sample or not. In general, the Kondo correlations are suppressed when the outer energy scales exceed the binding energy of the spin singlet. The most direct influence is the temperature \( T \) of the electronic system in the leads. By increasing \( T \) to \( T > T_K \) the finite Kondo conductance in the Coulomb-blockade valley is reduced. The most important result of the theoretical calculations is the universal behaviour of \( G \) as a function of the reduced Kondo temperature \( T/T_K \). In Chapter 7.6.1 we discuss an empirical function that describes this characteristic. An increase of the source drain bias voltage to \( eV_{SD} > k_B T_K \) leads to a similar effect. This dependence on \( V_{SD} \) gives rise to the formation of a zero bias resonance inside a Coulomb-blockade diamond.
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7.3 Description of our device

Before we discuss the measurements we give a short introduction to our sample. We fabricated our quantum ring from a $\delta$-doped GaAs/AlGaAs-heterostructure containing a two-dimensional electron gas (2DEG) 34 nm below the surface of wafer 71000. Details on the layer structure can be found in Chapter 3.1. The 2DEG has an electron density of $n_e \sim 4 \cdot 10^{15} \text{m}^{-2}$ and a mobility of $\mu_e \sim 42 \text{m}^2\text{V}^{-1}\text{s}^{-1}$ at low temperatures. After the fabrication of Hall bars the devices are mounted into an atomic force microscope (AFM). Underneath the oxide lines, generated with local oxidation at the sample surface [6], the 2DEG is depleted. By applying high oxidation currents to the conducting AFM tip we are able to create insulating regions in the 2DEG and write complex structures directly into the electronic system with an accuracy better than 10 nm. A detailed description on our fabrication scheme can be found in Chapter 2.3.1.

An AFM image of the completed ring structure is shown in Figure 7.2(a). The two in-plane gates $A$ and $B$ are separated from the ring by rough oxide lines. The ring is connected to the leads by two 150 nm wide point contacts. Both point contacts are tuned by gate $A$ whereas gate $B$ couples only to the drain contact. The inner diameter of the ring is 190 nm and the outer diameter 450 nm. In the follow-

![Figure 7.2: (a) AFM image of the ring-structure. IPGA, IPGB denote the in-plane gates, $S$ and $D$ the source and drain contacts. (b) Schematic picture of our measurement setup. The tunnelling barriers (indicated by the dashed lines) are induced by negative gate voltages.](image-url)
7.4 Tuning of the tunnel coupling

In the open transport regime with \( V_A, V_B \geq 0 \) mV, we obtain an Aharonov-Bohm period \( \Delta B \sim 60 \) mT for electrons that are transmitted ballistically through the ring. The observed periodicity corresponds to a diameter for the electronic orbit of 300 nm, which fits perfectly to the geometric values. An extensive study of the open transport regime of this sample was already discussed in Chapter 6.

For the measurements in the Coulomb-blockade regime we have to separate the ring from the contacts by tunnelling barriers (indicated by the dashed lines in Figure 7.2(b)). These are induced by applying \( V_A, V_B < -50 \) mV to the in-plane gates. In the Coulomb-blockade regime, we extract a charging energy for our ring of \( U \sim 1.5 \) meV by analysing the Coulomb-blockade diamonds. The observation of excited states in such measurements allows to estimate the single-particle level spacing to \( \delta E \sim 150 \) \( \mu \)eV, see Appendix A.
Figure 7.3: (a) Grey-scale plot of the linear ring conductance $G$ as a function of both in-plane gate voltages $V_A, V_B$. Each time an electron is added to the quantum ring a peak shown in black is observed. (b) The Coulomb-blockade valleys (in (a) marked with an asterisk) for $V_A = -200$ mV (lower curve), $V_A = -150$ mV and $V_A = -80$ mV (upper curve) show an increasing valley conductance with $V_A$.

Apart from the electrochemical potential the tunnel coupling increases with $V_A$. The data in Figure 7.3(b) depicts two Coulomb-blockade peaks with an equal number of electrons at $V_A = -200, -150, -80$ mV from top to bottom. The positions of the shown Coulomb-blockade valleys are marked in Figure 7.3(a) by the white asterisks. Beside the raise of the peak conductance by a factor of five to $0.8(e^2/h)$ the most striking result is the increase of the valley conductance in between the peaks whereas it barely changes at the left and right hand side. From the constant interaction model described in Chapter 5 we would expect that the transport of electrons is suppressed in a Coulomb-blockade valley because of the charging energy $U$. In the regime with the higher tunnel coupling this simple picture is no longer valid and we observe a finite valley conductance due to a Kondo-effect as described in Chapter 7.2. In Chapter 7.6.1 we will investigate the Kondo temperature and even-odd effects.
7.5 Counting electrons on a quantum ring

First we focus on the addition spectrum of our ring in a perpendicular magnetic field at high tunnel coupling with $V_A = -80$ mV. The addition spectrum is shown in Figure 7.4 for magnetic fields up to 6 T. The linear conductance $G$ ($V_{SD} = 0$) is plotted in a grey-scale as function of $V_B$ and the perpendicular magnetic field $B$ at $V_A = -80$ mV. Each Coulomb-blockade peak appears as a black line which runs more or less parallel to the $B$-axis. Signatures of non-vanishing conductance between the Coulomb-blockade peaks can be seen and are attributed to the Kondo effect. One example is marked by the arrow in Figure 7.4 at $V_B = -230$ mV. The Kondo effect shows a pattern of abrupt changes between high (grey) and low (white) conductance regions for $B < 2$ T. This pattern looks similar to the pattern obtained in a quantum dot designed as a disc [116], presumably due to the similar importance of the outer edge for transport in high magnetic fields. Whereas for disc-like
quantum dots. Hund’s rule was found [117], we observe an odd-even behaviour of the Kondo effect for the gate voltage range $V_B < -200$ mV.

The alternating pattern of the valley conductance with magnetic field is explained by a redistribution of the electrons between different Landau levels (LL). For example, inside the Kondo valley marked by the arrow in Figure 7.4 we obtain high conductance because of an unpaired spin in the transport state at small magnetic fields. At $B \sim 1.5$ T an electron from the upper LL is transferred to the lower LL which is indicated by the sharp boundary in the spectrum in Figure 7.5. The Kondo effect is suppressed because the transport level in lowest and outermost LL $n = 0$ contains two electrons with opposite spins ($N = \text{odd}$, spin-0 in $n = 0$). At $B \sim 2.0$ T a second electron is transferred to LL $n = 0$ and there is again an unpaired spin in the transport state in LL $n = 0$ and the Kondo effect is restored. For higher magnetic fields similar changes are not observed anymore and thus we conclude that no further electrons are redistributed from LL $n = 1$ to $n = 0$. Therefore, we assume that all electrons on our quantum ring are in the lowest Landau level and the filling factor $\nu$ equals two at $B \sim 2.0$ T.

With a further increase of the magnetic field we observe small variations of the position and height of the Coulomb-blockade peaks. These weaker features are highlighted in Figure 7.5 by the dashed lines. The small wiggles in the peak position are only observed up to magnetic fields of $B \sim 5.5$ T for the Kondo valley marked in Figure 7.4. The features are identified with spin flips of the electrons on the ring.

The spin of the electron is flipped from the up to the down state in the lowest LL because of the increasing magnetic field [118, 119, 116]. $N$ is determined by assuming that the electrons in the lowest LL are totally spin-polarized for $B > 5.5$ T. This corresponds to a filling factor $\nu = 1$ of the quantum ring. Between $\nu = 2$ ($B = 2$ T) and $\nu = 1$ ($B \sim 5.5$ T) we observe two spin flips for the Kondo valley marked in Figure 7.5. Therefore, we conclude that there are four electrons on the quantum ring. The same considerations apply for the consecutive Coulomb-blockade valleys. We extract for these valleys $N = 5$ and $N = 6$, respectively. This is underlined by the alternating occurrence of the Kondo effect in the spectrum. As mentioned above, we observe an even-odd behaviour at $B = 0$. In the next section, we investigate this characteristic with non-linear conductance measurements.
Figure 7.5: Logarithmic plot of the addition spectrum shown in Figure 7.4. The dashed lines mark the observed spin flips in the ring. The boxes and arrows below denote the situation for $N = 4$ electrons on the dot at the different magnetic fields. At $B > 5.5$ T the dot has the filling factor $\nu = 1$ and is fully spin polarized. The sharp boundary between $\nu > 2$ and $\nu < 2$ at $B \sim 2.0$ T marks the depletion of Landau level 1 (LL 1).
7.6 Non-linear transport measurements in the Kondo regime

For a further analysis of the Kondo effect non-linear transport measurements are shown in Figure 7.6 at $B = 0$. Figure 7.6(a) depicts the differential conductance $dI_{SD}/dV_{SD}$ at a temperature of $T_b = 30$ mK as a function of $V_B$ and $V_{SD}$ ($V_A = -80$ mV, $B = 0$) in a grey-scale. We show five consecutive Coulomb-blockade diamonds. The horizontal line in the center diamond marks the valley with the arrow in Figure 7.4. Here a sharp zero-bias peak (Figure 7.6(c)) can be observed whereas the valleys above and below show only low conductance due to

![Figure 7.6: Grey-scale plot of the differential conductance $dI_{SD}/dV_{SD}$ as a function of the source-drain voltage $V_{SD}$ and in-plane gate voltage $V_B$ at $V_A = -80$ mV. The Kondo effect is only observed in the diamonds with odd electron numbers: $N = 3$ marked with the black arrow, $N = 5$ marked with the horizontal line, and $N = 7$ marked with the white arrow.](image-url)
the Coulomb-blockade charging energy. We observe also Kondo peaks in the lowest and top-most diamonds. This is illustrated by the traces shown in Figure 7.6(b)+(d), respectively. Please note the different scaling of the conductance axis. We conclude that there is an even-odd asymmetry of the Kondo effect. This is an indication that the characteristic is due to a spin-1/2 Kondo effect.

In Figure 7.6(b) the resonance is shifted to finite bias voltages. This behaviour is expected from the asymmetry of our device since with increasing $V_B$ the upper tunnelling barrier is lowered. This behaviour was reported by Simmel et al. [17] for a quantum dot with very asymmetric barriers.

### 7.6.1 Temperature dependent measurements

Figure 7.7(a) depicts measurements at different temperatures at the gate voltage marked in Figure 7.6 by the horizontal dashed line. The zero-bias peak observed at $T_b = 30$ mK vanishes almost completely when the temperature is increased to $T \sim 500$ mK as predicted for a Kondo resonance [111]. From these measurements we estimate the Kondo temperature $T_K$ for our system by extrapolation of the peak width $\Delta V_{SD}$ (full width at half maximum) to $T = 0$ as depicted in Figure 7.7(b) [111,120], which results in $T_K \approx 0.5e\Delta V_{SD}(T = 0)/k_B \sim 600$ mK. A fit of the peak conductance at zero bias $G_0(T)$ with the empirical formula of Ref. [121,120],

$$G(T) = G_0/\left(1 + (2^{1/s} - 1)(T/T_K)^2\right)^s$$

provides another estimate for $T_K$, yielding $T_K \sim 600$ mK for $s = 0.2$. $s$ is a fit parameter that is related to the spin state of the impurity that induces the Kondo effect. For a spin-1/2 system $s \sim 0.25$ was observed in an experiment by Goldhaber-Gordon et al. [121]. The peak conductance scaled with the extracted $T_K$ and $G_0 \sim 0.33e^2/h$ is shown together with the fit in Figure 7.7(c).

### 7.6.2 Splitting with magnetic field

A zero-bias peak of a spin-1/2 Kondo effect at $B = 0$ is expected to split in a magnetic field with $\Delta E_z = g_{GaAs}\mu_BB$ (g-factor of GaAs 0.44, $\mu_B$ Bohr’s magneton) due to the Zeeman effect [111]. The resulting density of states is depicted in Figure 7.8(a). As a consequence, the
Figure 7.7: (a) Differential conductance as a function of the source drain voltage $V_{SD}$ for $N = 5$ electrons at $V_A = -80$ mV for temperatures between $T = 30$ mK (upper curve) and $T = 500$ mK (lowest curve). The data is marked in Figure 7.6 by the horizontal line. (b) Full width at half maximum (FWHM) of the Kondo peak in (a) as a function of the temperature $T$. By extrapolating the data to $T = 0$ the Kondo temperature is estimated to $T_K \sim 600$ mK. (c) Peak conductance $G/G_0$ as a function of $T/T_K$. The data was scaled with $G_0 = 0.33(e^2/h)$ and $T_K \sim 600$ mK. The line is a fit with the empirical function 7.2.

peak induced by the Kondo effect is split with $\Delta E_z$. For the observation of the spin singlet between both leads a non-zero bias voltage has to be applied to compensate for the splitting.

We investigate the splitting of the Kondo resonance in the diamond marked by the horizontal line in Figure 7.6 at high magnetic fields. In Figure 7.8(b) the corresponding diamond is shown at $B = 3$ T. At non-zero bias voltages two peaks appear, which are symmetrically located around $V_{SD} = 0$. A cut through the data along the line is depicted in Figure 7.8(c). The different amplitudes of the two peaks have to be related to the slight asymmetry in the coupling of the ring to the contacts.

The peak positions in $V_{SD}$ of such split peaks extracted from several of these measurements for $2$ T < $B$ < $4$ T are plotted in Figure 7.8(d).
The lines in Figure 7.8(d) indicate the expected peak positions (for a g-factor of 0.44). We observe a nice agreement between the measured and expected spin splitting for $B > 2$ T which is another evidence for a spin-1/2 Kondo effect. Between 1.5 T and 2.1 T the Kondo effect is absent due to the paired spin configuration. For fields lower than 1.5 T the peak splitting is not resolved, presumably due to the broadening of the Kondo peak on the order of $k_B T_K \sim 50 \mu$eV. In contrast to the expected splitting a maximum of the Kondo conductance is even observed for a magnetic field of around 1 Tesla which is related to a decreased backscattering in the magnetic field.

**Figure 7.8:** (a) Density of states at finite magnetic field. The Zeeman-splitting $E_z$ of the level in the dot leads to a splitting of the Kondo resonance. (b) Coulomb-blockade diamond at $B = 3$ T showing the split Kondo resonance. (c) Non-linear conductance along the dashed line in (b). (d) Splitting of the Kondo resonance as a function of magnetic field. The lines denote the expected spin splitting. For the peak positions at $B < 1.5$ T see text.
7.7 Valley conductance at small magnetic fields

In Figure 7.9(a) we show again the $N = 5$ Kondo valley for $B < 1.5$ T. This part of the addition spectrum is marked by the dotted box in Figure 7.4. As usual the Coulomb-blockade peaks are depicted as black lines at $V_B \sim -223$ mV and $V_B \sim -237$ mV. In Figure 7.9(b) the nonlinear differential conductance $dI_{SD}/dV_{SD}$ is plotted as function of $B$ and $V_{SD}$ along the dashed line at $V_B = -229$ mV in 7.9(a).

The zero-bias peak (black region around $V_{SD} = 0$ mV) gets more pronounced with increasing $B$. In Figure 7.9(c) we depict the corresponding peak conductance $G_0$ at $V_{SD} = 0$ along the white dashed line in (b). $G_0$ doubles from 0.3 to 0.6($e^2/h$) at $B \sim 800$ mT. This is completely unexpected. With increasing perpendicular $B$ the effective tunnel coupling is reduced which should lead to a suppression of the Kondo effect. Indeed we observe this behaviour but only for $B > 800$ mT. An increase of the Kondo temperature is probably excluded to cause the doubling of $G_0$ because the peak width, and thus $T_K$, remains constant as displayed in Figure 7.9(d). We plotted the

![Figure 7.9](image_url)

Figure 7.9: (a) Greyscale plot of the linear conductance $G(V_B, B)$ – (b) greyscale plot of the nonlinear conductance $g(V_{SD}, B)$ along the white dashed line in (a) – (c) $G_0$ as a function of $B$ at $V_B = -229$ mV and $V_{SD} = 0$ – (d) scaled zero bias peaks at $B = 200$ mT marked in (b) by • and ■ at $B = 800$ mT.
7.7 Valley conductance at small magnetic fields

Figure 7.10: (a) Schematic picture of our ring in the Kondo valley for $B = 0$. (b) Classical electron trajectories at finite $B$. Please note the reduced backscattering at the ring center compared to (a).

The zero-bias peak for $B = 200$ mT and $B = 800$ mT normalized to the respective $G_0$, both peaks have the same width and thus a similar $T_K$.

For an ideally symmetric quantum dot the tunnelling barriers should become transparent in the Kondo effect with a conductance of $2(e^2/h)$. This behaviour was reported for real quantum dots only recently [122, 120]. The asymmetry of our device prevents the observation of this effect in this gate voltage regime. But transport through the device in the Kondo regime might be ballistic.

In a classical picture an incident electron is scattered at the inner ring boundary. Depending on the angle of incidence the electron is reflected back into the contact, Figure 7.10(a). This backscattering leads to a reduction of $G_0$ at zero magnetic field. It is known that the scattering of ballistic electrons at boundaries is specular, see e.g. [123]. We estimate the cyclotron length $l_c$ for the ring at the maximum of $G$ observed at $B \sim 800$ mT. With the electron density $n_e$ in the unstructured 2DEG $n_e \sim 4 \cdot 10^{15} / m^2$ this yields $l_c = h k_F / 2 \pi e B \sim 100$ nm at $B = 800$ mT, with $h$ Planck’s constant and $k_F = \sqrt{2 \pi n_e}$ is the wave number. Since the reduced arm width lies in the same range because of the finite depletion width around the oxide lines, $G_0$ increases, because the backscattering at the inner ring boundary is suppressed. In a classical picture this is shown in Figure 7.10(b).

This reduced scattering is only one of the possible explanations for the increasing valley conductance. There might be also a change in the level structure of the ring in this magnetic field range. At least the lower Coulomb-blockade peak in Figure 7.9(a) is moving upwards in $V_B$. Such a gradually change is could be due to a split state of the ring at $B = 0$ induced by spin-orbit interaction.
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7.8 Aharonov-Bohm measurements in the Kondo regime

With our quantum ring in the Kondo regime we are able to study the influence of the magnetic field on the level structure as described in Chapter 2. But the Coulomb-blockade peaks are broadened due to the strong coupling in the Kondo regime. This obscures the observation of small shifts in the peak positions as induced by the magnetic field. To avoid this, the Kondo valley marked in Figure 7.4 is shown again in Figure 7.11(a) at a slightly lower tunnel coupling with $V_A = -150$ mV. This reduces the conductance in the Kondo regime to below $0.1(e^2/h)$. Due to the finite capacitance between the ring and gate $A$, the valley is shifted to $V_B \sim -185$ mV. Figure 7.11(b) shows the normalized conductance $G/G_0$ as a function of $B$ for the gate voltages marked by the symbols in Figure 7.11(a). The vertical dashed lines denote the expected period of $\Delta B \sim 60$ mT of the Aharonov-Bohm oscillations extracted from the measurements in the open regime, see Chapter 6. It is immediately evident that we obtain a much shorter period. This result is in contrast to the results of Fuhrer et al. [107], who obtained the normal Aharonov-Bohm period for their ring with many electrons and a front gate screening the electron-electron interaction.

The fast oscillations are also reflected by the movement of the Coulomb-blockade peaks in the grey-scale plot of Figure 7.11(c) (the peak positions are marked by white dots). Each kink in the trace of the Coulomb-blockade peaks indicates a change of the ground state in the quantum ring.

We are investigating the $N = 5$ valley and observe a surprisingly short period of around $\Delta B \sim 13$ mT. This corresponds to a four to five times shorter period than in the open regime. This is unusual because this would indicate that our ring has a five times larger area.

Interacting electrons in quantum rings

The model in Chapter 2 is only a simple approach to the description of non-interacting electrons in a single-particle picture. A period halving for the persistent current in a ring [124] because of the electron spin was found even for non-interacting electrons [125]. But this effect does not explain our higher frequencies.

We have already shown that there are less than ten electrons on our ring in the Coulomb-blockade regime. The single-particle considera-
sections will no longer be valid and interaction effects have to be taken into account. A theoretical calculation of the energy spectra of few-electron rings with exact diagonalization by Niemelä et al. [112] indicate that the Aharonov-Bohm period $\Delta B$ of the peak oscillation depends on the number of interacting electrons on the ring. For $N$ electrons $\Delta B$ should be shortened by a factor of $1/N$. Their results are explained by the Coulomb interaction between the electrons. A result of calculations for two and three electrons on a ring is depicted in Figure 7.12. All energies are measured in units of $E_0 = 2\hbar^2 / m^* \pi^2 d_e^2$, with $d_e$ the diameter of the ring.

If no interaction is present the ground state of the ring is always a spin-singlet and the first excited state is spin degenerated. For two
non-interacting electrons the ground state changes like \( l = 0, 2, 4, \ldots \) (Figure 7.12(a)) and thus we get a similar behaviour of the lowest state as for the simple picture shown in Figure 2.2(b). With the Coulomb interaction the degeneracy of the singlet-triplet state is lifted and the triplet state comes down in energy with respect to the singlet due to the exchange term in the Coulomb matrix element [112]. As a consequence already for two interacting electrons a halving of the Aharonov-Bohm period for the peak oscillation is expected because \( l \) changes with \( 0, 1, 2, 3, \ldots \) which leads to \( \Delta B/2 \) as depicted in Figure 7.12(b).

These considerations are valid for three electrons as well. Without interactions the ground state changes with \( l = 1, 2, 4, 5, \ldots \), see Figure 7.12(c). Here the oscillation period is already halved. The Coulomb interaction leads to a sequence \( l = 0, 1, 2, 3, \ldots \) and thus the ground state of the ring in the magnetic field changes more often than for the non-interacting case as depicted in Figure 7.12(d).

As as consequence these results lead to a shortened Aharonov-Bohm
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period for the $N$-electron quantum ring of $\Delta B/N$ \[112\]. With these results in mind our shorter period has to be linked to the small number of electrons on our ring. There might be some reasons for the deviations from the reduced period. We expect a decrease of $d_e$ with an increasing negative gate voltage and thus $\Delta B$ will be higher than 60 mT which would fit even better our observations. The deviations from perfect periodicity especially at small magnetic fields might be explained by the influence of some residual disorder. There remain some open questions because we were not able to obtain data in the next Coulomb-blockade valley due to a spin blockade. At even higher tunnel couplings there starts already the chaotic regime without regular Coulomb blockade, see Figure 7.4. However, the good agreement of the data with the theoretical predictions gives a strong indication that our interpretation of the data is correct.

7.8.1 Aharonov-Bohm effect in the Kondo valley

As mentioned above we investigate now the evolution of the Aharonov-Bohm effect in the Kondo-valley. As depicted in the grey-scale plot in Figure 7.11(c) there are oscillations with the correct frequency. But the origin of the observed modulation of the Kondo conductance in our quantum ring is not clear at the moment. One possible explanation is the dependence of $T_K$ on the ground state from a singlet to a triplet. Sasaki et al. \[126\] reported measurements on a vertical quantum dot where a Kondo effect was achieved by tuning the degeneracy of a singlet and a triplet state with an outer magnetic field. Excited states interacting with the degenerate levels in the quantum ring could as well play a role and modify the transport in the Kondo regime.

Of special interest is the evolution of the Aharonov-Bohm effect between the Coulomb-blockade peaks. The finite conductance in this regime allows following the positions of the maxima as function of the gate voltage $V_B$ and magnetic field $B$. For illustration of this result the position of each maximum in $B$ as observed in Figure 7.11(c) is marked by a dot in Figure 7.11(d). At the first Coulomb-blockade peak (between $V_B = -191$ mV and $V_B = -189$ mV) we observe a phase jump of $\pi$, indicated by the small kink at $V_B = -190$ mV for all magnetic fields. This is verified in Figure 7.11(b) – the oscillation at $B = 0$ changes from a minimum to a maximum. The same behaviour is observed at the next Coulomb-blockade resonance in Figure 7.11(b). At this peak the signal at $B = 0$ changes from a minimum (trace at
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$V_B = -178 \text{ mV}$ to a maximum at $V_B = -176 \text{ mV}$. Both peaks show a similar phase change by $\pi$.

This in-phase characteristic of consecutive Coulomb-blockade peaks was also observed in a study on a dot in one arm of an Aharonov-Bohm interferometer [127]. The origin of this effect in the Coulomb blockade regime of quantum dots is still not clarified and extensively studied in the literature.

We now take a closer look on the evolution of the Aharonov-Bohm oscillations as a function of gate voltage and magnetic field. In the Coulomb valley the maxima show a smooth shift (Fig. 7.11(d)). These linear shifts appear in our two-terminal measurement only at finite magnetic field when the ring is threaded by at least half a flux quantum. Linear shifts of normal Aharonov-Bohm oscillations were recently reported by Ji et al. for a quantum dot in the Kondo regime embedded in an Aharonov-Bohm interferometer [128]. Their four-terminal measurement is interpreted in terms of smooth phase shifts by $\pi$ across a Kondo resonance. In our experiment we investigate the Kondo resonance of a quantum dot which itself serves as the interferometer.

The exact mechanism for the observed linear shift of the Aharonov-Bohm maxima is still to be clarified, but it might be connected to the fact that the level structure of our small ring interferometer is influenced by the gate voltage. For a detailed understanding further theoretical work is necessary.

7.9 Conclusion

In conclusion, a small tuneable quantum ring with less than ten electrons is studied in the Coulomb-blockade and in the Kondo regime. The Kondo effect allows the study of the spin structure of the measured spectrum. Zeeman splitting of the zero-bias anomaly indicates a spin-1/2 Kondo effect. An analysis of the phase evolution of the Aharonov-Bohm effect in the Kondo regime yielded phase jumps by $\pi$ at the Coulomb-blockade resonances and a smooth shift of the Aharonov-Bohm maxima between the Coulomb-blockade peaks.
8 Summary

In this thesis we used the atomic force microscope (AFM) for the creation of complex mesoscopic devices with various geometries. The basis for our experiments were GaAs/AlGaAs-heterostructures with two-dimensional electron gases (2DEG) 57 nm, 40 nm, and 34 nm below the surface. We studied in detail controlled mechanical nanomachining and local oxidation.

We fabricated ballistic quantum point contacts by engraving a constriction into a GaAs/AlGaAs-heterostructure with the tip of an AFM. The devices were nanomachined using both a silicon tip and a diamond tip to study the influence of the tip material. It turned out that a diamond tip is almost perfect not only for a fast and simple processing but also in forming proper potential profiles to observe ballistic electron transport. The appearance of the $0.7 \left(2e^2/h\right)$ conductance anomaly confirms the high quality of diamond-engraved devices. We deduced the depletion lengths induced by the different tips, yielding $\sim 200$ nm for diamond-engraved samples, which is roughly two times smaller than typical depletion lengths in devices patterned with a Silicon tip.

A detailed study of the local oxidation with an AFM proved the importance of the oxidation current for the controlled fabrication of tunnelling barriers in 2DEGs. We found a linear dependence of the barrier height on the oxidation current which is related to the depth of the oxide lines. With these tunnelling barriers we fabricated a single-electron transistor containing several hundred electrons well described by the constant interaction model.

Further we demonstrated that the AFM-based nanolithography provides a relatively easy and controlled approach to create parallel quantum dots. The double dot was stepwise fabricated with a combination of controlled nanomachining and local oxidation. The dots were defined by splitting a quasi-one-dimensional resonant tunnelling diode in two separate zero-dimensional regions. Analysing of the transport measurements of the two quantum dots allowed the identification of the specific Coulomb-blockade oscillations of each dot. We showed that the current
could be directed through both quantum dots separately by applying high negative gate voltages to the respective in-plane gates. These experiments proved that the combination of controlled nanomachining and local oxidation with an atomic force microscope is a straightforward approach to fabricate robust mesoscopic devices.

In the remaining part of the thesis we investigated the transport characteristic of a quantum ring defined by local oxidation in great detail. We discussed the Aharonov-Bohm effect in this asymmetric quantum ring with a diameter of below 450 nm. The analysis of the data with Fourier transformation indicated only one interfering sub-band in the ring. This led to a modulation of the conductance of more than 50%. The electron orbit extracted from the periodicity of the Aharonov-Bohm effects fits perfectly to the ring geometry. The attached in-plane gates allow to tune the phase of the Aharonov-Bohm effect at zero magnetic field and we observed the typical sharp phase jumps by $\pi$ that are related to the asymmetry of our device. Finally, we showed that the line-shape of the resonances in the quantum ring is controlled by an outer gate voltage and the magnetic field. This fact was explained by interference between a resonant bound state and directly submitted electrons. This led to a Fano like characteristic.

The attached in-plane gates of the quantum ring allowed to study the same device in the Coulomb-blockade regime. With the observation of spin flips in the addition spectrum in a perpendicular magnetic field we determined the number of electrons to below ten in this voltage range. The observation of a Kondo effect enabled to study the spin structure of the measured quantum ring. The Kondo resonances vanished and broadened with increasing temperature. The peak conductance follows the universal curve and was used to estimate the Kondo temperature of the device. Non-linear transport measurements showed an even-odd behaviour of the Kondo effect. This result together with a Zeeman splitting in a perpendicular magnetic field led to the conclusion that the Kondo effect was induced by a single spin on the ring. The magnetic field dependence of the conductance in the Kondo valley could be interpreted as ballistic transport of as few as five electrons.

At low magnetic fields we observed oscillations in the ground state of the device with a periodicity related to the number of electrons on the ring. This effect caused by strong electron-electron interactions was attributed to the small number of electrons. We found Aharonov-Bohm oscillations of the conductance in the Kondo regime as well. The finite conductance due to the Kondo effect was used for an analysis of the
phase evolution of this Aharonov-Bohm effect in the Coulomb-blockade valley. The measurement yielded phase jumps by $\pi$ at the Coulomb-blockade resonances and a smooth shift of the Aharonov-Bohm maxima in between.

The observation of the Kondo and Aharonov-Bohm effect shows the wide range of possible research topics for these kind of devices. Due to their smallness together with the few electrons and the exact control of the sample parameters these devices are ideal systems to compare the experimental results with theoretical predictions. With the AFM-based lithography it should be possible to design novel geometries for mesoscopic systems, which may show an unexpected variety of new effects in transport experiments.


Außerdem wurde die lokale Oxidation von Heterostrukturen untersucht. Hierfür wurde eine negative Spannung zwischen einer leitfähigen


Bei kleinen Magnetfeldern änderte sich der Grundzustand periodisch, jedoch sehr viel häufiger als erwartet. Dieser Effekt konnte durch den
Einfluss der Coulombwechselwirkung zwischen den Elektronen erklärt werden, die die Entartungen zwischen Zuständen mit verschiedenen Drehimpulsquantenzahlen aufhebt.

Von besonderem Interesse war ausserdem die Charakterisierung von Korrelationseffekten zwischen Elektronen auf dem Quantenring und Elektronen aus den Kontakten bei hohen Tunnelankopplungen. Dabei wurde ein Kondoeffekt beobachtet, hervorgerufen durch die Streuung von Elektronen an einem einzelnen, ungepaarten Spin auf dem Quantenring. Messungen zur Temperatur- und Magnetfeldabhängigkeit lieferten die erwarteten Eigenschaften, wie z.B. die universelle Linienform für die temperaturabhängige Leitfähigkeit.

In diesem Transportregime wurden auch Aharonov-Bohm-Oszillationen beobachtet aber in diesem Fall im Bereich der Coulombblockade. Die beobachtete (höhere) Frequenz entsprach der oben beschriebenen, die durch Wechselwirkungseffekte verursacht wurde. Daraus konnte geschlossen werden, dass der Quantenring selbst als Interferometer angesehen werden kann.

A Inelastic cotunnelling in a quantum ring

Inside a Coulomb-blockade diamond the number of electrons \( N \) a quantum dot is constant, see Figure A.1(a). The dominant process leading to transport through a quantum dot in this regime is elastic cotunnelling, see e.g. [129].

Cotunnelling is a second-order process, in which one electron tunnels into the dot and at the same time one electron leaves it, see Figure A.1(b). If the quantum dot is in an excited state after the tunnelling event, this is called inelastic cotunnelling. A schematic picture is shown in Figure A.1(c). These inelastic processes can only occur if an applied source-drain bias \( V_{SD} \) exceeds the level spacing of the states \( \Delta E \). As

Figure A.1: (a) Coulomb-blockade diamond with \( N \) electrons on a quantum dot. The dashed lines depict the source-drain voltage corresponding to an excited state. (b) Elastic cotunnelling for \( eV_{SD} < \Delta E \) and (c) inelastic cotunnelling for \( eV_{SD} > \Delta E \).
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Figure A.2: (a) Coulomb-blockade diamond of our quantum ring with \( N = 5 \) electrons. Depicted is the differential conductance as a function of \( V_{SD} \) and \( V_B \) at \( V_A = -80 \) mV. (b) Non-linear differential conductance at \( V_B = -229 \) mV, marked by the dashed line in (a). We observe several steps and peaks indicating inelastic cotunnelling.

a consequence this leads to a stepwise increase of the conductance in the Coulomb-blockade diamond as depicted in Figure A.1(a) by the light and dark grey regions at finite bias voltages separated by the dashed lines. These denote the bias voltage for the onset of inelastic cotunnelling.

We observe inelastic cotunnelling in our quantum ring and determine the typical level spacing. In Figure A.2(a) we show the diamond corresponding to \( N = 5 \) electrons on our ring at \( V_A = -80 \) mV. At \( V_{SD} = 0 \) mV the Kondo resonance appears as relatively sharp black line. Please note the vertical grey lines that run parallel to the gate axis. Each denotes the onset of inelastic cotunnelling through an additional excited state. To underline this characteristic we depict a non-linear conductance measurement in Figure A.2(b) at \( V_B = -229 \) mV. We observe several peaks and steps in the differential conductance which correspond to an average \( \Delta E \sim 150 \) \( \mu \)eV. We conclude that the level spacing lies around this value for our quantum ring.

In Figure A.3 we show the non-linear conductance as a function of \( V_{SD} \) and magnetic field \( B \) in a grey-scale map. The Kondo resonance appears as vertical black region around \( V_{SD} = 0 \). Interestingly, there are diagonal lines in the plot that run from the lower left to the upper right of the plot at low magnetic fields \( B < 200 \) mT. This is explained
Figure A.3: Grey-scale plot of the non-linear conductance as a function of $V_{SD}$ and magnetic field, the black region around $V_{SD} = 0$ depicts the Kondo resonance at $V_B = -229$ mV and $V_A = -80$ mV. Please note the diagonal lines that run from the lower left to the upper right at low magnetic fields. The numbers denote the positions of the schematic pictures shown at the right-hand side.

by the tuning of the excited states of the quantum ring with the magnetic field.

With increasing $B$ the states with higher angular momentum reduce their energy and finally will be degenerated with the former ground state, see Figure 2.2. At each level-crossing on the ring one of the lines intersects with the central Kondo-resonance. In principle we expect a symmetric behaviour of the system, which would result in a plot with lines running from the lower right to the upper left. The grey-scale map should exhibit a crisscross pattern. The absence of it is possibly caused by the asymmetry of the ring in this gate voltage range.
## B Symbols and abbreviations

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>2DEG</td>
<td>Two Dimensional Electron Gas</td>
</tr>
<tr>
<td>$n$D</td>
<td>$n$-dimensional electron system</td>
</tr>
<tr>
<td>AFM</td>
<td>Atomic Force Microscope</td>
</tr>
<tr>
<td>D</td>
<td>Drain contact of a sample</td>
</tr>
<tr>
<td>FWHM</td>
<td>Full Width at Half Maximum</td>
</tr>
<tr>
<td>IPG</td>
<td>In-Plane Gate</td>
</tr>
<tr>
<td>LL</td>
<td>Landau Level</td>
</tr>
<tr>
<td>MBE</td>
<td>Molecular Beam Epitaxy</td>
</tr>
<tr>
<td>NDR</td>
<td>Negative Differential Resistance</td>
</tr>
<tr>
<td>QD</td>
<td>Quantum Dot</td>
</tr>
<tr>
<td>QPC</td>
<td>Quantum Point Contact</td>
</tr>
<tr>
<td>rel. H.</td>
<td>Relative humidity</td>
</tr>
<tr>
<td>RTD</td>
<td>Resonant Tunnelling Diode</td>
</tr>
<tr>
<td>S</td>
<td>Source contact of a sample</td>
</tr>
<tr>
<td>SEM</td>
<td>Scanning Electron Microscope</td>
</tr>
<tr>
<td>SET</td>
<td>Single-Electron Transistor</td>
</tr>
<tr>
<td>SPM</td>
<td>Scanning Probe Microscope</td>
</tr>
<tr>
<td>STM</td>
<td>Scanning Tunnelling Microscope</td>
</tr>
</tbody>
</table>

- $A = D/H$: Aspect ratio of an oxide line
- $\vec{A}$: Vector potential
- $a$: Lattice constant of a crystal
- $\alpha$: Voltage to energy conversion factor
- $B$: Magnetic field
- $C_\Sigma$: Overall capacitance of a quantum dot
- $C_i$: Capacitance between gate $i$ and the quantum dot
- $C_S$: Capacitance between source and quantum dot
- $C_D$: Capacitance between drain and quantum dot
- $\chi$: Arm length of an Aharonov-Bohm ring in multiples of $\pi$
- $D$: Depth of an oxide line
- $d_e$: Electronic diameter of an Aharonov-Bohm ring
$D_e$  
Electronic diameter of a quantum dot

$D(E)$  
Density of states

$E$  
Energy for electrons

$e$  
Elementary charge

$E_C$  
Conduction band edge

$E_F$  
Fermi energy

$E_r$  
Energy of a 1D-subband relative to $E_F$

$E_s$  
Single-particle energy level on a quantum dot

$E_V$  
Valence band edge

$\Delta E_z$  
Zeeman splitting

$\varepsilon$  
Energetic distance between $\mu_{QD}(N)$ and $\mu_S$

$\epsilon$  
Coupling coefficient for a ring interferometer

$f$  
Frequency of the Aharonov-Bohm oscillations

$f(E)$  
Fermi-Dirac distribution

$f_0$  
Ground frequency of our Aharonov-Bohm ring

$F_C$  
Contact force between AFM tip and sample

$\Phi_0$  
Height of a tunnelling barrier above $E_C$

$\Phi_{\text{eff}}$  
Effective barrier height above $\mu_{S,D}$

$\phi_0 = h/e$  
Magnetic flux quantum

$\phi$  
Magnetic flux

$G$  
Linear conductance through a sample ($V_{SD} = 0$)

$G_0$  
Conductance at $V_{SD} = 0$

$g_{GaAs}$  
Landé g-factor of GaAs

$\Gamma$  
Barrier transparency, inverse lifetime

$H$  
Height of an oxide line

$h$  
Planck constant

$\hbar$  
$h/2\pi$

$I_{SD}$  
Source-drain current through a sample

$I_{ox}$  
Oxidation current flowing between AFM tip and sample

$k$  
Spring constant of the cantilever

$\vec{k}$  
Wave vector of an electron

$k_i$  
i-th component of the wave vector

$k_F$  
Wave number at $E_F$

$\delta = k_F \Delta L$  
Phase difference between the ring arms

$k_B$  
Boltzmann constant

$\Delta L$  
Length difference of the arms of an Aharonov-Bohm ring

$l$  
Angular momentum quantum number

$\lambda_F$  
Wavelength of the electrons at $E_F$

$l_{1D}$  
Length of a quantum wire
### B Symbols and abbreviations

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$l_e$</td>
<td>Mean-free pass of an electron</td>
</tr>
<tr>
<td>$l_{\phi}$</td>
<td>Phase coherence length</td>
</tr>
<tr>
<td>$m^*$</td>
<td>Effective mass of an electron</td>
</tr>
<tr>
<td>$\mu_e$</td>
<td>Mobility of a 2DEG</td>
</tr>
<tr>
<td>$\mu_S$</td>
<td>Electrochemical potential in the source contact</td>
</tr>
<tr>
<td>$\mu_D$</td>
<td>Electrochemical potential in the drain contact</td>
</tr>
<tr>
<td>$\mu_{QD}(N)$</td>
<td>Electrochemical potential of a quantum dot</td>
</tr>
<tr>
<td>$N$</td>
<td>Number of electrons on a quantum dot</td>
</tr>
<tr>
<td>$n_e$</td>
<td>Electron density in a 2DEG</td>
</tr>
<tr>
<td>$N_{\text{Scan}}$</td>
<td>Number of scan lines for controlled nanomachining</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Filling factor in a magnetic field</td>
</tr>
<tr>
<td>$\Psi$</td>
<td>Electronic wave function</td>
</tr>
<tr>
<td>$R$</td>
<td>Resistance of a sample</td>
</tr>
<tr>
<td>$T$</td>
<td>Absolute temperature</td>
</tr>
<tr>
<td>$T_n$</td>
<td>Transmission through the $n$-th subband of a QPC</td>
</tr>
<tr>
<td>$t$</td>
<td>Transmission coefficient</td>
</tr>
<tr>
<td>$T_b$</td>
<td>Base temperature of the dilution cryostat</td>
</tr>
<tr>
<td>$T_K$</td>
<td>Kondo temperature</td>
</tr>
<tr>
<td>$\Theta$</td>
<td>Heaviside function</td>
</tr>
<tr>
<td>$U = eV_{SD,U}$</td>
<td>Charging energy of a quantum dot</td>
</tr>
<tr>
<td>$V$</td>
<td>Voltage applied to a sample</td>
</tr>
<tr>
<td>$V_i$</td>
<td>Voltage applied to gate $i$</td>
</tr>
<tr>
<td>$V_{ox}$</td>
<td>Oxidation voltage applied to the AFM tip</td>
</tr>
<tr>
<td>$V_{SD}$</td>
<td>Source-drain voltage</td>
</tr>
<tr>
<td>$v_n$</td>
<td>Velocity of an electron in the $n$-th subband</td>
</tr>
<tr>
<td>$v_{\text{tip}}$</td>
<td>Tip velocity during the oxidation with an AFM</td>
</tr>
<tr>
<td>$w$</td>
<td>Width of a tunnelling barrier</td>
</tr>
<tr>
<td>$w_{1D}$</td>
<td>Width or point contact</td>
</tr>
<tr>
<td>$w_{\text{dpl,x}}$</td>
<td>Depletion width for a nanomachined line</td>
</tr>
</tbody>
</table>
Bibliography


Bibliography


[28] D. Winston, SimWindows Semiconductor Device Simulator1.5.0, University of Colorado, USA.


Bibliography


Danksagung

An dieser Stelle möchte ich allen danken, ohne deren Hilfe das Erstellen dieser Arbeit nicht möglich gewesen wäre.

Prof. Dr. Rolf Haug danke ich für die Möglichkeit in seiner Gruppe zu promovieren. Ohne seine Hilfestellung und sein Interesse an diesem Thema wäre diese Arbeit nicht in dieser Form entstanden. Durch die vielen Diskussionen besonders über die Darstellung wissenschaftlicher Ergebnisse habe ich viel gelernt.

Prof. Dr. Werner Wegscheider möchte ich aus zwei Gründen danken. Ohne die extrem flachen zwei-dimensionalen Elektronengase wäre die Herstellung der Quantenringe nicht möglich gewesen. Zudem hat er sich bereit erklärt das Korreferat zu übernehmen.

Dr. Karl Eberl, Dr. Dirk Reuter, Prof. Dr. Andreas Wieck, Max Bichler und Prof. Dr. Gerd Abstreiter haben uns ebenfalls Heterostrukturen zur Verfügung gestellt, Antonio Malavé und PD. Dr. Egbert Oesterschulze die Diamantspitzen entwickelt und gewachsen.


Jörn Regul danke ich für die gute Zusammenarbeit bei der Herstellung und Messung der Quantenpunktkontakte und die aufopferungsvolle Durchführung der regelmäßigen "Bürokontrollen".


PD Dr. Uli Zeitler und Dr. Frank Hohls hatten immer ein offenes Ohr für Fragen und Probleme eines armen, unwissenden Doktoranden, auch wenn sie eigentlich selbst gar keine Zeit hatten. Eine besondere Erwähnung verdient Philipp Hullmann, der mir mit manchmal unendlicher Geduld bei meinen Fragen zum Aharonov-Bohm-Effekt geholfen hat. Dr. Hans Werner Schumacher hat mein Interesse am Rasterkraftmikroskop geweckt. Hans Werner und Dr. Thomas Schmidt danke ich für ihre Betreuung während den Anfängen der Doktorarbeit.

Bei Frau Dr. Isabella Hapke-Wurst, Jens Könemann, André Nauen, Jörg-Michael Meyer und Fritz Schulze Wischeler möchte ich mich ganz besonders für die Hilfe bei den verschiedensten Problemen bedanken. Besonders die Diskussionen waren immer spannend und vor allem spaßig.


Lebenslauf

von Ulrich Felix Keyser, geb. am 31.3.1975 in Braunschweig

1981 - 1985 Besuch der Grundschule Gliesmarode in Braunschweig
1985 - 1987 Besuch der Orientierungsstufe Querum in Braunschweig
1987 - 1994 Besuch des Gymnasiums Ricarda-Huch-Schule in Braunschweig
06/1994 Abitur

1994 - 1996 Grundstudium im Fach Physik an der Technischen Universität Braunschweig
20.9.1996 Vordiplom in Physik
1996-1999 Hauptstudium im Fach Physik an der Universität Hannover
05/1998- Diplomarbeit im Institut für Festkörperphysik der Universität Hannover bei Prof. Dr. R. J. Haug mit dem Titel: „Herstellung und Charakterisierung von Halbleiternanostrukturen mit dem Rasterkraftmikroskop”
05/1998 Diplom in Physik

Seit 1.6.1999 Vorbereitung der Dissertation am Institut für Festkörperphysik der Universität Hannover bei Prof. R. J. Haug

5.8.1999 Heirat mit Melanie Roth