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Abstract. We consider balancing and model reduction by balanced truncation for infinite-dimensional linear systems. A functional analytic approach to state space transformations leading to balanced realizations is presented. These transformations can be further used to explicitly construct truncated balanced realizations. The presented approach is applicable to bounded well-posed linear systems with nuclear Hankel operator and finite-dimensional input and output space. Controllability and observability are not required.

Balanced truncation is one of the most popular methods for model reduction of asymptotically stable input-output systems of the form \( \dot{x}(t) = Ax(t) + Bu(t), \ y(t) = Cx(t) + Du(t), \) where \( A, \ B, \ C \) and \( D \) are matrices of suitable size. Besides preservation of asymptotical stability it also provides an a priori error bound in the \( \mathcal{H}_\infty \)-norm in terms of the twice the sum of the neglected Hankel singular values. The typical approach in the (numerical) determination of balanced realizations works via a state-space transformation that is constructed from the gramians \( P \) and \( Q \) of the system (see [1, Sec. 7.3] for an overview).

The probably most commonly used balancing technique in the finite-dimensional case has been introduced by Postlethwaite and Tombs in [19]: Starting from factorizations \( P = RR^\top \) and \( Q = SS^\top \) of the Gramians, a singular value decomposition \( S^\top R = V\Sigma U^\top \) is performed. The construction \( T_l = \Sigma^{-1/2}V^\top S^\top, \ T_r = RU\Sigma^{-1/2} \) and \( A_b = T_lAT_r, \ B_b = T_lB, \ C_b = CT_r, \ D_b = D \) then leads to a balanced realization. If the system is minimal (i.e., it is both controllable and observable), then \( T_l \) and \( T_r \) are both square and \( T_lT_r \) is the identity, whence this approach is basically a change of coordinates in the state space. In fact, this procedure can be also applied to non-minimal
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systems; in this case, the multiplication with $T_l$ and $T_r$ eliminates the non-observable and non-controllable parts, while the input-output behavior (or, equivalently, the transfer function) is preserved. The popularity of this balancing approach is mainly based on two facts: First, there are various numerical methods for the determination of Gramians which directly provide the factors $S$ and $R$ instead of the Gramians themselves (see [1, Chap. 6] for an overview). Second, this balancing approach can be easily modified to directly construct the truncated balanced realization without determining the parts of $A_b, B_b, C_b$ which are truncated anyway; this can be done by simply truncating the singular value decomposition of $S^TR$.

The purpose of this article is to consider this balancing approach for systems with infinite-dimensional state space. Balancing and truncation has been considered in various articles [2,3,6–9,12–15]. The error bound in terms of neglected Hankel singular values has been first shown in [6] for the class of systems with square integrable impulse response, and has recently been generalized to systems with nuclear Hankel operator [8,9]. All mentioned approaches to balancing and truncation of infinite-dimensional systems have in common that they rely on a construction by means of the Schmidt pairs of the Hankel operator [6,8,9] and not on transformations of the state space. The latter approach has been considered in [18, Chap. 9], where the classical result that two minimal realizations of the same input-output behavior are related by a state space transformation, the so-called pseudo-similarity transformation. These can be unbounded and also may not have a bounded inverse. The pseudo-similarity approach is powerful since it may be applied to general bounded well-posed linear systems.

In this article we will make use of the theory of pseudo-similarity to show that the approach in [19] to balancing and truncation of finite-dimensional linear systems can be generalized to the infinite-dimensional case. These transformations can be indeed unbounded; we will show that the operator products are however defined in a certain sense. It will also turn out that these transformations eliminate non-controllable and non-observable parts.

This article is organized as follows: Section 1 introduces the notation and basic functional analytic requisites. In Section 2 we review and develop some required results from infinite-dimensional linear systems theory. In particular, we introduce the class of systems which is considered in later parts. In Section 3 we provide a result about the generators of the well-known Kalman compression of a system, that could not be found in the existing literature and is needed in later parts. We give a definition of balanced and truncated systems in Section 4, where we furthermore show some properties of the canonical shift realizations for our system class. All the main result about balancing and normalizing transformations as well as truncation are collected in Section 5. The remaining sections are devoted to the proofs of these main theorems, except for the final Section 11, which shows the relation to the concept of pseudo-similarity if the original system is minimal.
1. Basic notation and functional analytic framework

The symbol $B(X; Y)$ stands for the space of bounded linear operators from a Banach space $X$ into the Banach space $Y$; we set $B(X) := B(X; X)$. For the evaluation of the bounded functional $f \in X^\prime := B(X; \mathbb{C})$ at $x \in X$ we write $\langle f, x \rangle_{X^\prime, X}$. To have sesquilinearity of the mapping $X^\prime \times X \to \mathbb{C}$, $(f, x) \mapsto \langle f, x \rangle_{X^\prime, X}$, multiplication on the dual space $X^\prime$ is defined by

$$\langle \lambda f, x \rangle_{X^\prime, X} := \overline{\lambda} \langle f, x \rangle_{X^\prime, X}.$$

We define the inner product $\langle \cdot, \cdot \rangle_X$ in a Hilbert space $X$ such that it is also anti-linear in the first and linear in the second component. The Riesz isomorphism $x \mapsto \langle x, \cdot \rangle_X$, which is often used to identify $X$ with its own dual $X^\prime$, becomes linear in this way. Furthermore, we use $\text{id}_X, \pi_Z \in B(X)$ for the identity on $X$ and the orthogonal projection onto the closed subspace $Z$ of a Hilbert space $X$, respectively. If a normed space $Z$ is densely and continuously embedded into the Banach space $X$, we write $Z \hookrightarrow X$.

The domain of an operator $T$ is denoted by $\text{dom } T$, the restriction of $T$ to a subspace $Z \subset \text{dom } T$ by $T|_Z$; the part of $T : \text{dom } T \subset X \to Z$ in $Z$ is defined to be the restriction of $T$ to the domain $\{ z \in Z : z \in Z \}$. For the closure of an operator $T$ we use the symbol $\overline{T}$. The kernel and range of a linear operator are denoted by $\ker T$ and $\text{ran } T$, respectively. The resolvent set of $T$ is $\rho(T) \subset \mathbb{C}$.

**Definition 1.1 (Strongly continuous semigroup, generator).** An operator-valued function $\mathfrak{A} : \mathbb{R}_+ \to B(X)$ is called a strongly continuous semigroup, if $\mathfrak{A}(0) = \text{id}_X$, $\mathfrak{A}(t + s) = \mathfrak{A}(t) \cdot \mathfrak{A}(s)$ for all $t, s \in \mathbb{R}_+$, and

$$\lim_{t \to 0, t > 0} \mathfrak{A}(t)x = x \quad \text{for all } x \in X.$$

A strongly continuous semigroup is called bounded, if there exists some $M \in \mathbb{R}_+$ such that $\| \mathfrak{A}(t) \|_{B(X)} \leq M$ for all $t \in \mathbb{R}_+$. The operator $A : \text{dom } A \subset X \to X$ defined by

$$\text{dom } A = \left\{ x \in X \left| \lim_{t \downarrow 0} \frac{1}{t} (\mathfrak{A}(t)x - x) \in X \right. \right\}, \quad Ax = \lim_{t \downarrow 0} \frac{1}{t} (\mathfrak{A}(t)x - x),$$

is called the generator of the semigroup $\mathfrak{A}(\cdot)$.

The domains of $A$ and its adjoint are known to be dense in $X$; $A$ is a closed operator [22, Cor. 2.1.8 & Prop. 2.3.1 & Prop. 2.8.1]. For a strongly continuous semigroup $t \mapsto \mathfrak{A}(t)$ and appropriate operators $T$ and $T^+$ we abbreviate the semigroup $t \mapsto T \mathfrak{A}(t) T^+$ by $T \mathfrak{A} T^+$. A linear space $Z$ is called a core for the generator $A$ of $\mathfrak{A}$, if it dense in $\text{dom } A$ with respect to the graph norm of $A$. By [5, Proposition II.1.7] $Z$ is already a core for $A$ if it is dense in $\text{dom } A$ with respect to the norm of $X$ and $\mathfrak{A}$-invariant.

**Lemma 1.1.** [5, p. 60] Let $X, Z$ be a Banach spaces with $Z \hookrightarrow X$ and $A$ be the generator of a semigroup $\mathfrak{A}$ on $X$. Assume that $Z$ is $\mathfrak{A}$ invariant and $t \mapsto \mathfrak{A}(t)|_Z$ is strongly continuous with respect to the norm of $Z$, then the generator of $\mathfrak{A}|_Z$ is the part of $A$ in $Z$. 
Let $V$ be a Banach space and $X$ be a Hilbert space with $V \hookrightarrow X$. Then the dual space of $V$ with respect to $X$ is defined as the completion of $X$ with respect to the norm $\|x\|_V := \sup_{\|v\|_V = 1} |\langle x, v \rangle_X|$. If $V$ is reflexive, then this space is indeed isomorphic to the space of bounded functionals on $V$ [22, Proposition 2.9.2].

**Lemma 1.2.** [22, Proposition 2.9.3] Let $V_1$, $V_2$, $X_1$ and $X_2$ be Hilbert spaces with $V_1 \hookrightarrow X_1$ and $V_2 \hookrightarrow X_2$. Assume $A \in \mathcal{B}(V_1; X_2)$ satisfies $A^* V_2 \subset V_1$. Then $A$ has an extension $A_{-1} : (V_1)' \to (V_2)'$ given by $\langle A_{-1} v_1', v_2' \rangle := \langle v_1', A^* v_2' \rangle_{V_1, V_2}$ for $v_1' \in V_1'$ and $v_2 \in V_2$.

We use the notation $\mathbb{R}_+ = (0, \infty)$, $\mathbb{R}_- := (-\infty, 0)$ and $\mathbb{C}_+ := \{ \lambda \in \mathbb{C} : \text{Re}(\lambda) > 0 \}$. For $p \in [1, \infty]$, some interval $I \subset \mathbb{R}$ and a Hilbert space $X$, $L^p(I; X)$ denotes the Lebesgue space of measurable functions $f : I \to X$ with the property that $\int_I \|f(t)\|_X dt < \infty$. A function $f \in L^p(\mathbb{R}_+, X)$ is said to have a Lebesgue point at $0$, if the limit $\lim_{t \downarrow 0} \frac{1}{t} \int_0^t f(\tau) d\tau$ exists. The space $L^1(I, X)$ is embedded into the dual space of $L^\infty(I, X)$ via the identification of $h \in L^1(I, X)$ with the functional $x \mapsto \int_I \langle h(\tau), x(\tau) \rangle_X d\tau$. For $k \in \mathbb{N}$, the Sobolev space $W^{k,p}(I; X)$ consists of all functions whose first $k$ distributional derivatives belong to $L^p(I; X)$. The space $W^{0,p}_0(I; X)$ consists of all functions in $W^{k,p}(I; X)$ that take the value zero on the boundary of $I$. $W^{-k,p}(I; X)$ is defined to be the dual space of $W^{0,k,p}(I; X)$. By extension of a function defined on $J \subset I$ to zero on $J \setminus I$, we regard $L^p(J; X)$ as a subspace of $L^p(I; X)$. For $t \in \mathbb{R}$, the left shift operators $\tau^t \in \mathcal{B}(L^2(\mathbb{R}; U))$, $\tau^t_+ \in \mathcal{B}(L^2(\mathbb{R}_+; U))$ and $\tau^- \in \mathcal{B}(L^2(\mathbb{R}_-; U))$ are defined by

$$
\tau^t u(s) := u(s + t), \quad s \in \mathbb{R}, \quad \tau^t_+ u(s) := u(s + t), \quad s \in \mathbb{R}_+,
$$

$$
\tau^- u(s) := \begin{cases} u(s + t) & , \quad s \in (-\infty, -t), \\ 0 & , \quad s \in (-t, 0).
\end{cases}
$$

The Hardy space $\mathcal{H}_\infty(U, Y)$ consists of all holomorphic and bounded $\mathcal{B}(U; Y)$-valued functions defined on $\mathbb{C}_+$; this space is provided with the norm

$$
\|G\|_{\mathcal{H}_\infty} = \sup_{s \in \mathbb{C}_+} \|G(s)\|_{\mathcal{H}_\infty(U, Y)}.
$$

$\ell_p$ stands for the $p$-summable complex sequences.

A compact operator $T \in \mathcal{B}(X; Y)$ acting between two Hilbert spaces $X$ and $Y$ is known to admit a singular value decomposition

$$
Tx = \sum_{n=1}^{\infty} \sigma_n \langle x, u_n \rangle_X v_n
$$

for some monotonically decreasing null sequence of $(\sigma_n)_{n \in \mathbb{N}}$ in $\mathbb{R}_+$ and orthonormal systems $(u_n)_{n \in \mathbb{N}}$ in $X$ and $(v_n)_{n \in \mathbb{N}}$ in $Y$ [16, pp. 203]. The numbers $\sigma_n$ are called singular values and $(u_n, v_n)$ is called Schmidt pair associated to $\sigma_n$. Note that, for the sake of a better notation, we allow consecutive $\sigma_n$ to be equal, i.e. we ignore the multiplicity of the singular values at this stage. If
the sequence of singular values fulfills \((\sigma_n)_{n \in \mathbb{N}} \in \ell_1\), then \(T\) is called **nuclear**. A singular value decomposition of \(T\) can also be written as

\[
T = V \Sigma U^* \tag{1.1}
\]

with operators \(\Sigma \in \mathcal{B}(\ell_2), \, U \in \mathcal{B}(\ell_2; X), \, V \in \mathcal{B}(\ell_2; Y)\) defined by

\[
\Sigma(x_n)_{n \in \mathbb{N}} = (\sigma_n x_n)_{n \in \mathbb{N}} \tag{1.1}
\]

and

\[
U(x_n)_{n \in \mathbb{N}} := \sum_{n=0}^{\infty} x_n u_n, \quad V(x_n)_{n \in \mathbb{N}} := \sum_{n=0}^{\infty} x_n v_n. \tag{1.2}
\]

Here, we have assumed that there are infinitely many singular values, or, equivalently, \(\text{ran} \, T\) is infinite-dimensional. In case of \(k\)-dimensional range, \(\ell_2\) is replaced by \(\mathbb{C}^k\) and obvious modifications have to be made. In any case, there holds \(\text{ran} \, V = \text{ran} \, T\), \(\text{ran} \, U = \ker T^\perp\), \(U^* U = V^* V = \text{id}_{\ell_2}\), \(VV^* = \pi_{\text{ran} \, T}\) and \(UU^* = \pi_{\ker T^\perp}\), and, moreover, the restrictions \(U^*|_{\text{ran} \, T}\) and \(V^*|_{\ker T^\perp}\) are both unitary. It can be seen that \(\Sigma\) is injective, has dense range, and is self-adjoint, whence

\[
\Sigma = V^* T U = U^* T V^* \tag{1.2}
\]

Since \(\Sigma\) is a bounded self-adjoint operator, \(\Sigma^{\frac{1}{2}}\) has a meaning: The spaces

\[
\Sigma^{\frac{1}{2}} \ell_2 := \text{ran}(\Sigma^{\frac{1}{2}}), \quad \Sigma \ell_2 := \text{ran}(\Sigma)
\]

become Hilbert spaces with the respective scalar products

\[
\langle x, y \rangle_{\Sigma^{\frac{1}{2}}} := \langle \Sigma^{-\frac{1}{2}} x, \Sigma^{-\frac{1}{2}} y \rangle_{\ell_2}, \quad \langle x, y \rangle_{\Sigma} := \langle \Sigma^{-1} x, \Sigma^{-1} y \rangle_{\ell_2}. \tag{1.3}
\]

### 2. The system class

We review some facts from infinite-dimensional linear systems theory which are needed in later parts. We consider systems, which can formally be written as

\[
\begin{align*}
\dot{x}(t) & = A x(t) + B u(t), \\
y(t) & = C x(t) + D u(t),
\end{align*} \tag{(2.1)}
\]

where the input \(u(\cdot)\), state \(x(\cdot)\) and the output \(y(\cdot)\) respectively evolve in the Hilbert spaces \(U, X\) and \(Y\). In the sequel we step by step collect conditions on the operators \(A, B, C\) and \(D\) involved in (2.1). The assumptions **S1-S6** will mean that (2.1) constitutes a bounded well-posed linear system according to [18] and thus, a meaningful solution to the equations (2.1) can be defined. Hypotheses **H1-H4** are assumptions on the Hankel operator, finite-dimensionality of input and output spaces, and regularity of the system.

**S1** \(A : \text{dom}(A) \subset X \to X\) generates a strongly continuous semigroup \(\mathfrak{A}\) on \(X\).
With the aid of \( A \) the rigged Hilbert spaces \( X_1 \) and \( X_{-1} \) are constructed as follows: Take any \( \lambda \) in the resolvent set \( \rho(A) \) of \( A \), then \( \| \cdot \|_1 := \| (\lambda - A) \cdot \|_X \) defines a norm on \( \text{dom} \ A \), which is equivalent to the graph norm \( \| \cdot \|_{\text{dom} \ A}^2 := \| \cdot \|^2_X + \| A \cdot \|^2_X \). In the other direction, the Hilbert space \( X_{-1} \) is defined by the completion of \( X \) with respect to the norm \( \| \cdot \|_{-1} := \| (\lambda - A)^{-1} \cdot \|_X \) and is isometrically isomorphic to the pivot space \( X \) \[22, \text{Proposition 2.10.2}\]. The operator \( A \) can, by using Lemma 1.2, be extended to an operator \( A|_{X} : X \subset X_{-1} \rightarrow X_{-1} \) that generates the semigroup \( \mathfrak{A}|_{X_{-1}} \), which is the extension of \( \mathfrak{A} \) to \( X_{-1} \) \[22, \text{Sec. 2.10}\].

\( S_2 \) \( B \in \mathcal{B}(\mathcal{U}; X_{-1}) \).

The assumption that \( B \) maps to a larger space than \( X \) is motivated by boundary control of partial differential equations \[22, \text{Chap. 10}\]. Although we identify \( (\text{dom} \ A^*)' \) with \( X_{-1} \) instead of \( \text{dom} \ A^* \) itself, the bidual space \( (\text{dom} \ A^*)'' \) is again identified with \( \text{dom} \ A^* \), so that we have an adjoint operator \( B' \in \mathcal{B}(\text{dom} \ A^*; \mathcal{U}) \). Since \( B \) maps to \( X_{-1} \) and \( \mathfrak{A} \) extends to a strongly continuous semigroup on \( X_{-1} \), the variation of constants formula

\[
x(\tau) := \mathfrak{A}(\tau)x_0 + \int_0^\tau \mathfrak{A}(\tau - \sigma)|_{X_{-1}}Bu(\sigma)d\sigma
\]

defines for each \( \tau \in [0, t) \) an element of \( X_{-1} \), given initial state \( x_0 \in X \) and \( u \in L^2([0, t]; \mathcal{U}) \). The trajectory \( x \) is called solution of \( \dot{x}(t) = Ax(t) + Bu(t), \ x(0) = x_0 \).

The output operator \( C \) is allowed to map from a subspace of \( X \), which allows for example for boundary evaluations:

\( S_3 \) \( C : \text{dom} \ C \rightarrow Y \) is linear with \( X_1 \subset \text{dom} \ C \subset X \) and \( C|_{X_1} \in \mathcal{B}(X_1; Y) \).

A further assumption on the domain of \( C \) will be made in \( R_1 \). The operator \( D \) is simply assumed to be bounded, i.e.,

\( S_4 \) \( D \in \mathcal{B}(\mathcal{U}; Y) \).

The next assumption will entail that state and output trajectories are well-defined for any square integrable input.

\( S_5 \) For all \( t \in \mathbb{R}_+, \ u \in L^2([0, t]; \mathcal{U}), \ x_0 \in X \), the solutions of \( \dot{x}(t) = Ax(t) + Bu(t) \) with \( x(0) = x_0 \in X \) fulfill

\[ a) \ x(\tau) \in X \text{ for all } \tau \in [0, t]; \]

\[ b) \ x(\tau) \in \text{dom} \ C \text{ for almost all } \tau \in [0, t]. \]

Assumption \( S_5 \) a) means that the state trajectory, evolving by definition in \( X_{-1} \), effectively takes values in the state space \( X \); \( S_5 \) b) implies that the expression \( Cx(\tau) \) (and thus \( y(\tau) \)) is meaningful for almost all \( \tau \in [0, t] \).

We further assume that the system satisfies a certain stability condition:

\( S_6 \) There exists some \( c > 0 \) such that for all \( t \in \mathbb{R}_+, \ u \in L^2([0, t]; \mathcal{U}), \ x_0 \in X \), the solutions of (2.1) with \( x(0) = x_0 \in X \) fulfill

\[
\| y \|_{L^2([0, t]; Y)} + \| x(t) \|_X \leq c \cdot \left( \| u \|_{L^2([0, t]; \mathcal{U})} + \| x_0 \|_X \right).
\]
The above condition on the system basically comprises four properties, namely the global boundedness of the state-to-state map (that is, the boundedness of the semigroup $\mathbb{A}$), the global boundedness of the input-to-state map, the global boundedness of the state-to-output map and the global boundedness of the input-output map. This assumption gives rise to the following mappings being well-defined and bounded:

$$\begin{align*}
\mathcal{B} : L^2(\mathbb{R}_-; \mathcal{U}) &\rightarrow X, \\
\mathcal{C} : X &\rightarrow L^2(\mathbb{R}_+; \mathcal{Y}), \\
\mathcal{D} : L^2(\mathbb{R}; \mathcal{U}) &\rightarrow L^2(\mathbb{R}; \mathcal{Y}), \\
\mathcal{D} : L^2(\mathbb{R}; \mathcal{U}) &\rightarrow L^2(\mathbb{R}; \mathcal{Y}),
\end{align*}$$

(2.2)

The controlability map $\mathcal{B}$ is the operator that maps past input to state at zero time; the observability map $\mathcal{C}$ applied to $x \in X$ consists of the output trajectory $y(\cdot)$ of the system with zero input initialized with $x$; the input-output map $\mathcal{D}$ maps the input $u(\cdot) \in L^2(\mathbb{R}; \mathcal{U})$ of the system to the corresponding output $y(\cdot)$. The latter one has the following two properties, namely $\mathcal{D}$ is

(i) time-invariant, i.e., $\tau_\cdot \mathcal{D} = \mathcal{D} \tau_\cdot$ for all $t \in \mathbb{R}$, and
(ii) causal, i.e. $\pi_{L^2(\mathbb{R}_-; \mathcal{U})} \mathcal{D} \pi_{L^2(\mathbb{R}_+; \mathcal{U})} = 0$.

The above defined mappings $\mathbb{A}, \mathcal{B}, \mathcal{C}$ and $\mathcal{D}$ form a well-posed linear systems according to [18, Definition 2.2.1]. The definition is recapped below.

**Definition 2.1 (Well-posed linear system, realization, generator).** Let $\mathcal{U}, X$ and $\mathcal{Y}$ be Hilbert spaces. A bounded well-posed linear system on $(\mathcal{U}, X, \mathcal{Y})$ consists of a quadruple $(\mathbb{A}, \mathcal{B}, \mathcal{C}, \mathcal{D})$ with the following properties:

(i) $t \mapsto \mathbb{A}(t) \in \mathcal{B}(X)$ is a bounded semigroup on $X$;
(ii) $\mathcal{B}(L^2(\mathbb{R}_-; \mathcal{U}); X)$ satisfies $\mathbb{A}(t) \mathcal{B} = \mathcal{B} \tau_\cdot X(t)$ for all $t \geq 0$;
(iii) $\mathcal{C}(X; L^2(\mathbb{R}_+; \mathcal{Y}))$ satisfies $\tau_\cdot \mathcal{C} = \mathcal{C} \tau_\cdot$ for all $t \geq 0$;
(iv) $\mathcal{D} \in \mathcal{B}(L^2(\mathbb{R}; \mathcal{U}); L^2(\mathbb{R}; \mathcal{Y}))$ is continuous, causal, time-invariant and it satisfies $\pi_{L^2(\mathbb{R}_-; \mathcal{U})} \mathcal{D} \pi_{L^2(\mathbb{R}_+; \mathcal{U})} = \mathcal{C} \mathcal{B}$.

$X$ is called the state space of the system, and since $\mathcal{U}$ and $\mathcal{Y}$ are fixed in this paper, we just speak of a system on $X$. Any bounded well-posed system $(\mathbb{A}, \mathcal{B}, \mathcal{C}, \mathcal{D})$ satisfying these conditions is called a realization of its input-output map $\mathcal{D}$. Furthermore, if a well-posed linear system $(\mathbb{A}, \mathcal{B}, \mathcal{C}, \mathcal{D})$ is defined via (2.2) with a quadruple $(A, B, C, D)$ satisfying $\textbf{S1-S6}$, then we call $(A, B, C, D)$ the generators of $(\mathbb{A}, \mathcal{B}, \mathcal{C}, \mathcal{D})$.

A bounded well-posed linear system is called observable, if $\ker \mathcal{C} = \{0\}$, controllable, if ran $\mathcal{B}$ is dense in $X$, and minimal, if it is both, controllable and observable.

**Remark 2.1 (Well-posed linear systems).** Definition 2.1 actually covers a larger class than the one fulfill $\textbf{S1-S6}$. More precisely, the class of systems that can be described by $\textbf{S1-S6}$ is called compatible, bounded $L^2$-well posed systems in [18].
Definition 2.2 (Hankel operator, Gramians). For a bounded well-posed linear system \( (\mathcal{A}, \mathcal{B}, \mathcal{C}, \mathcal{D}) \) on \((U, X, Y)\),

(i) \( \mathcal{H} = \mathcal{C}\mathcal{B} \in \mathcal{B}(L^2(\mathbb{R}_-; U); L^2(\mathbb{R}_+; Y)) \) is called Hankel operator,

(ii) \( P = \mathcal{B}\mathcal{B}^* \in \mathcal{B}(X) \) is called controllability Gramian,

(iii) \( Q = \mathcal{C}\mathcal{C}^* \in \mathcal{B}(X) \) is called observability Gramian.

While \( S1 - S6 \) will be permanently presumed throughout this work, the following assumptions will be optional.

\( \textbf{H1} \) \( U \) and \( Y \) are finite-dimensional.

The following are compactness assumptions on the Hankel operator of varying strength.

\( \textbf{H2} \) The Hankel operator is nuclear.

\( \textbf{H3} \) The Hankel operator has a special representation: Namely, there exists some \( h \in L^1(\mathbb{R}_+; \mathcal{B}(U; Y)) \), such that for all \( u \in L^2(\mathbb{R}_-; U) \) holds

\[
(\mathcal{H}u)(t) = \int_{-\infty}^{0} h(t - \tau)u(\tau)d\tau, \quad \text{for almost all } t \in \mathbb{R}_+. \tag{2.3}
\]

\( \textbf{H4} \) The Hankel operator is compact.

Remark 2.2 (Systems with nuclear Hankel operator). a) The Hankel operator as used here is related to the Hankel operator used in [8] and [6] via multiplication from the left with the reflection operator \( \Gamma : L^2(\mathbb{R}_-; \mathcal{Y}) \rightarrow L^2(\mathbb{R}_+; \mathcal{Y}) \) \( y(\cdot) \mapsto y(-\cdot) \). \tag{2.4}

b) Given \( \textbf{H1} \), the implications \( \textbf{H2} \Rightarrow \textbf{H3} \Rightarrow \textbf{H4} \) hold. The first implication has been proven in [8, Corollary 5.1.18.], the second one in [6, Appendix 1, p.895].

c) Further characterizations of nuclearity of Hankel operators can be found in [4].

d) Compactness of the Hankel operator gives rise to the existence of a singular value decomposition of the Hankel operator, that is,

\[ \mathcal{H} = \tilde{V}\Sigma\tilde{U}^*, \]

with diagonal operator \( \Sigma \in \mathcal{B}(\ell_2) \) as in (1.1). The elements of the strictly decreasing sequence \( (\sigma_n)_{n \in \mathbb{N}} \) are called Hankel singular values.

Definition 2.3 (Regular linear system). A well-posed system \( (\mathcal{A}, \mathcal{B}, \mathcal{C}, \mathcal{D}) \) is said to be regular, if there is an operator \( D \in \mathcal{B}(U; Y) \), such that for all \( v \in U \) holds

\[
\lim_{t \to 0} \frac{1}{t} \int_{0}^{t} \mathcal{D}(\chi_{[0,t]}v)(\tau)d\tau = Dv, \tag{2.5}
\]

where \( \chi_{[0,t]} : \mathbb{R} \rightarrow \mathbb{R} \) is the characteristic function on \([0, t]\). The operator \( D \) with the above property is called feedthrough operator.

The final assumption is again concerned with the output operator \( C \) and closely related to regularity.
The system \((A, B, C, D)\) generated by \((A, B, C, D)\) is regular and for all \(x \in \text{dom} \, C\) holds
\[
C x = C_L x := \lim_{t \to 0} \frac{1}{t} \int_0^t (C x)(\tau) \, d\tau.
\] (2.6)

Moreover, \(\text{dom} \, C\) consists of all \(x \in X\) for which the limit in (2.6) exists.

**Definition 2.4.** The operator \(C_L\) from equation (2.6) with its natural domain is called *Lebesgue extension* of \(C_L|_{\text{dom} \, A}\).

Given an arbitrary regular well-posed system \((A, B, C, D)\), it is possible to assign a unique generator \((A, B, C, D)\) that satisfies \(S1-S6\) and \(R1\) to it:

\[
B u := (\lambda - A|_X) \mathcal{B}(e^{\lambda \tau}) u, \quad u \in \mathcal{U}
\] (2.7)

where \(e^{\lambda} \in L^2(\mathbb{R}_-; \mathbb{C})\) is the function \(t \mapsto e^{\lambda t}\) for some \(\lambda \in \rho(A)\). \(C\) and \(D\) are defined via (2.6) and (2.5), where the domain of \(C\) is by definition the set on which which the limit in (2.6) exists.

**Remark 2.3 (Regular linear systems, transfer functions).**

a) In [18], the mapping \(C_L|_{\text{dom} \, A}\) is denoted by \(C\) and said to be the generator of \(C\). In contrast to this, we have defined the generator \(C\) to be the Lebesgue extension of \(C|_{\text{dom} \, A}\) here.

b) There is some redundancy in \(R1\): Assume that \(S1-S6\) hold. Then by [21, Theorem 5.8], \(R1\) already implies regularity of the generated system and also that \(D\) fulfills (2.5). On the other hand, if the system is regular, \(C\) and \(D\) can always be redefined by (2.5) and (2.6) to make (2.6) hold.

c) Regularity is implied by \(S1-S6\) and \(H2\): Using
\[
(\mathcal{D} u)(t) = \int_{-\infty}^t h(t - \tau) u(\tau) \, d\tau + D u(t),
\]
and \(h \in L^1(\mathbb{R}_+; \mathcal{B} (\mathcal{U}; \mathcal{Y}))\), we see that (2.5) holds for all \(v \in \mathcal{U}\). In particular, if \(S1-S6\) and \(H2\) are fulfilled, \(R1\) can be assumed without loss of generality. Relation (c) in particular implies that the input-output map \(\mathcal{D}\) is uniquely determined by \(\mathcal{F}\) and \(D\).

d) It follows from [21, Theorem 5.8] that regularity implies \((\text{ran}(sI - A)^{-1}B) \subset \text{dom} \, C\) for all \(s \in \mathbb{C}_+\). This gives rise to the existence of the *transfer function\( G : \mathbb{C}_+ \to \mathcal{B} (\mathcal{U}; \mathcal{Y})\)*, which is defined by
\[
G(s) = C(sI - A)^{-1} B + D.
\]

There holds \(G \in \mathcal{H}_X (\mathcal{U}; \mathcal{Y})\) [20] and
\[
\|G\|_{\mathcal{H}_X} = \|\mathcal{D}\|_{\mathcal{B}(L^2(\mathbb{R}; \mathcal{U}), L^2(\mathbb{R}; \mathcal{Y}))}.
\]

We will very frequently make use of the following basic assertion on similarity of well-posed linear systems, which can be found in [18, Example 2.3.7].
Lemma 2.1. Given a well-posed linear system \((\mathfrak{A}, \mathfrak{B}, \mathfrak{C}, \mathfrak{D})\) on \((U, X, Y)\), a further Hilbert space \(Z\) and a boundedly invertible operator \(T \in \mathcal{B}(X; Z)\). Then \(\mathfrak{A}_2 : \mathbb{R}^+ \to \mathcal{B}(Z)\), \(t \mapsto TA_1(t)T^{-1}\), \(\mathfrak{B}_2 := T\mathfrak{B}_1\), \(\mathfrak{C}_2 := \mathfrak{C}_1T^{-1}\) and \(\mathfrak{D}_2 := \mathfrak{D}_1\) constitute a well-posed linear system on \((U, Z, Y)\). If the system is regular, the generators of this system are given by \((A_2, B_2, C_2, D)\) with \(\text{dom } A_2 = T \text{ dom } A_1\), \(\text{dom } C_2 = T \text{ dom } C_1\) and

\[
A_2 = TA_1T^{-1}, \quad B_2 = T|_{(\text{dom } A_1^*)'}B_1, \quad C_2 = C_1T^{-1}, \quad D_2 = D_1.
\]

Here, \(T|_{(\text{dom } A_1^*)'}\) is the unique extension of \(T\) to an operator from \((\text{dom } A_1^*)'\) to \((\text{dom } A_2^*)'\).

A classical result in finite-dimensional linear systems theory is that two minimal systems with equal input-output map are similar. The concept of pseudo-similarity generalizes this to well-posed linear systems.

Definition 2.5. Two well-posed linear systems \((\mathfrak{A}_1, \mathfrak{B}_1, \mathfrak{C}_1, \mathfrak{D}_1)\) and \((\mathfrak{A}_2, \mathfrak{B}_2, \mathfrak{C}_2, \mathfrak{D}_2)\) on \((U, X, Y)\), respectively \((U, Z, Y)\) are pseudo-similar, if \(\mathfrak{D}_1 = \mathfrak{D}_2\), and there exists a closed, densely defined injective linear operator \(T : \text{dom } T \subset X \to \text{ran } T \subset Z\) with the following properties: \(\text{ran } \mathfrak{B}_1 \subset \text{ dom } T\), \(\text{ran } \mathfrak{B}_2 \subset \text{ ran } T\), \(\text{dom } T\) is \(\mathfrak{A}_1\)-invariant, \(\text{ran } T\) is \(\mathfrak{A}_2\)-invariant and

\[
\mathfrak{A}_2(t)Tx_1 = T\mathfrak{A}_1(t)x_1, \quad \forall x_1 \in \text{ dom } T, t \in \mathbb{R}^+;
\]

\[
\mathfrak{B}_2 u = T\mathfrak{B}_1 u, \quad \forall u \in L^2(\mathbb{R}^+; U);
\]

\[
\mathfrak{C}_2Tx_1 = \mathfrak{C}_1x_1, \quad \forall x_1 \in \text{ dom } T.
\]

If \(T\) and \(T^{-1}\) are both bounded (unitary), then \((\mathfrak{A}_1, \mathfrak{B}_1, \mathfrak{C}_1, \mathfrak{D}_1)\) and \((\mathfrak{A}_2, \mathfrak{B}_2, \mathfrak{C}_2, \mathfrak{D}_1)\) are called (unitarily) similar.

3. Kalman compression

The principle of restricting a system to its approximately controllable and observable subspaces is known for abstract linear systems [18, Corollary 9.1.10]. In addition to this, we need to know what the generators of such a restriction are.

Theorem 3.1 (Kalman compression). Let \((\mathfrak{A}, \mathfrak{B}, \mathfrak{C}, \mathfrak{D})\) be a regular, bounded well-posed linear system on \((U, X, Y)\). With the definitions

\[
M := \pi_{(\ker \mathfrak{C})^\perp} \text{ ran } \mathfrak{B} = \text{ ran } (\pi_{(\ker S^*)^\perp} R)
\]

\[
\tilde{\mathfrak{A}} := \pi_{(\ker \mathfrak{C})^\perp} \mathfrak{A}|_M, \quad \tilde{\mathfrak{B}} := \pi_{(\ker \mathfrak{C})^\perp} \mathfrak{B} \quad \tilde{\mathfrak{C}} := \mathfrak{C}|_M,
\]

the quadruple \((\tilde{\mathfrak{A}}, \tilde{\mathfrak{B}}, \tilde{\mathfrak{C}}, \mathfrak{D})\) is a regular and minimal, bounded well-posed linear system on \((U, M, Y)\). The generator \(\tilde{A}\) of \(\tilde{\mathfrak{A}}\) is given by

\[
\text{dom } \tilde{A} = M \cap \pi_{(\ker \mathfrak{C})^\perp} \text{ dom } A, \quad \tilde{A}x = \pi_{(\ker \mathfrak{C})^\perp} Az
\]
for $z \in \text{dom} \ A$ such that $x = \pi_{(\ker \mathcal{C})^\bot} z \in \text{dom} \, \tilde{A}$. The domain of the adjoint operator $\tilde{A}^*$ is $\pi_{\overline{M}}(\text{dom} \, A^* \cap (\ker \mathcal{C})^\bot)$. The generator $\tilde{B}$ is given by

$$\langle \tilde{B}u, x \rangle_{(\text{dom} \, \tilde{A}^*)', \text{dom} \, \tilde{A}^*} = \langle Bu, z \rangle_{(\text{dom} \, A^*)', \text{dom} \, A^*}$$

for $z \in (\ker \mathcal{C})^\bot \cap \text{dom} \, A^*$ such that $\pi_{\overline{M}} z = x$. And $\tilde{C} x = C x$ for all $x \in \text{dom} \, \tilde{C} = \text{dom} \, C \cap \overline{M}$.

We will divide the proof into two lemmas.

**Lemma 3.2.** Under the assumptions of Lemma 3.1 define $Z := \ker \mathcal{C}$. Then

$$\left( \tilde{A}, \tilde{B}, \tilde{C}, \tilde{D} \right) := (\pi_{Z^\bot} \mathcal{A}|_{Z^\bot}, \pi_{Z^\bot} \mathcal{B}, \mathcal{C}|_{Z^\bot}, \mathcal{D})$$

is a regular, bounded well-posed linear system on $(U, Z^\bot, \mathcal{Y})$. Its generators are $(\tilde{A}, \tilde{B}, \tilde{C}, \tilde{D})$, where

$$\tilde{A} z = \pi_{Z^\bot} A x \quad \text{for any } x \in \text{dom} \ A \text{ with } \pi_{Z^\bot} x = z, \quad \text{dom} \, \tilde{A} = \pi_{Z^\bot} \text{dom} \ A,$$

$$\tilde{A}^* z = A^* z \quad \forall z \in \text{dom} \, \tilde{A}^* = Z^\bot \cap \text{dom} \, A^*$$

$$\langle \tilde{B}u, z \rangle_{(\text{dom} \, \tilde{A}^*)', \text{dom} \, \tilde{A}^*} = \langle Bu, z \rangle_{(\text{dom} \, A^*)', \text{dom} \, A^*} \quad \forall z \in \text{dom} \, \tilde{A}^*$$

$$\tilde{C} z = C x, \quad \text{for any } x \in \text{dom} \ C \text{ with } \pi_{Z^\bot} x = z \text{ dom} \, \tilde{C} = \pi_{Z^\bot} \text{dom} \ C.$$

**Proof.** The part about the system operators is shown in [18, Corollary 9.1.10]. Note that $Z$ is an $\mathcal{A}$-invariant, closed subspace. The generator $\tilde{A}$ of the quotient semigroup $\tilde{\mathcal{A}}$ can be found in [5, Section 2.2.4]. Since we are in a Hilbert space setting, the adjoint semigroups $\mathcal{A}^*$ and $\tilde{\mathcal{A}}^*$ are again strongly continuous [18, Theorem 3.5.6]. Note that the $\mathcal{A}$-invariance of $Z$ implies the invariance of $Z^\bot$ under $\mathcal{A}^*$ and therefore a quick calculation shows $\tilde{\mathcal{A}}^* = \mathcal{A}^*|_{Z^\bot}$. Thus, the generators $\tilde{A}^*$ and $A^*|_{Z^\bot}$ must coincide and the extension $\tilde{A}|_{Z^\bot} : Z^\bot \subset (\text{dom} \, \tilde{A}^*)' \to (\text{dom} \, \tilde{A}^*)'$ reads

$$\langle \tilde{A}|_{Z^\bot} z, y \rangle_{(\text{dom} \, \tilde{A}^*)', \text{dom} \, \tilde{A}^*} = \langle z, A^* y \rangle_X \quad \forall y \in \text{dom} \, \tilde{A}^*.$$

We use this to calculate $\tilde{B}$ via (2.7). Using that $Z^\bot$ is $A^*$-invariant we obtain for all $z \in \text{dom} \, \tilde{A}^*$

$$\langle \tilde{B}u, z \rangle_{(\text{dom} \, \tilde{A}^*)', \text{dom} \, \tilde{A}^*} = \langle \tilde{B}e_\lambda u, (\overline{\lambda} - \tilde{A}^*) z \rangle_{Z^\bot} = \langle \pi_{Z^\bot} \mathcal{B} e_\lambda u, \overline{\lambda} z - A^* z \rangle_X$$

$$= \langle \mathcal{B} e_\lambda u, \overline{\lambda} z - A^* z \rangle_X = \langle (\lambda - A|_X) \mathcal{B} e_\lambda u, z \rangle_X$$

$$= \langle Bu, z \rangle_{(\text{dom} \, A^*)', \text{dom} \, A^*}.$$
shows $x \in \text{dom } C$.

**Lemma 3.3.** Under the assumptions of Lemma 3.1, define $Z := \overline{\text{ran } B}$. Then
\[
\left( \tilde{A}, \tilde{B}, \tilde{C}, \tilde{D} \right) := \left( A|_Z, B, C|_Z, D \right)
\]
is a regular, bounded well-posed linear system on $(U, Z, Y)$. Its generators are
$(\tilde{A}, \tilde{B}, \tilde{C}, \tilde{D})$, where

\[
\tilde{A}z = Az, \quad \text{dom } \tilde{A} = Z \cap \text{dom } A,
\]
\[
\tilde{A}^*z = \pi_Z A^* x \quad \text{for any } x \in \text{dom } A^* \text{ with } \pi_Z x = z, \quad \text{dom } \tilde{A}^* = \pi_Z \text{ dom } A^*
\]
\[
\langle \tilde{B}u, z \rangle_{(\text{dom } \tilde{A}^*)'} = \langle Bu, x \rangle_{(\text{dom } A^*)'}, \text{dom } A^* \quad \text{for any } x \in \text{dom } A^* \text{ with } \pi_Z x = z,
\]
\[
\tilde{C}z = Cx, \quad \text{dom } \tilde{C} = Z \cap \text{dom } C.
\]

**Proof.** The part about the system operators is easy and well-known. Since we are in a Hilbert space setting, the adjoint semigroups $\mathfrak{A}^*$ and $\tilde{\mathfrak{A}}^*$ are again strongly continuous [18, Theorem 3.5.6], and $\tilde{\mathfrak{A}}^*$ generates the latter. A short calculation shows that $\tilde{\mathfrak{A}}^* = \pi_Z \mathfrak{A}^*|_Z$. So $\tilde{A}^*$ can alternatively be characterized as the quotient generator of the quotient semigroup, which has by [5, Section 2.2.4] the asserted representation. Therefore, the extension $\tilde{A}|_Z : Z \subset (\text{dom } \tilde{A}^*)' \to (\text{dom } \tilde{A}^*)'$ is for all $z \in Z$ given by

\[
\langle \tilde{A}|_Z z, y \rangle_{(\text{dom } \tilde{A}^*)'}, \text{dom } \tilde{A}^* = \langle z, \pi_Z A^* x \rangle_X \quad \forall x \in \text{dom } A^* \text{ with } \pi_Z x = y.
\]

We use this to resolve for $u \in U$ the expression $\tilde{B}u = (\lambda - \tilde{A})\tilde{B}e_\lambda u$: We take an arbitrary $z \in \text{dom } \tilde{A}^*$ and some $x \in \text{dom } A^*$ with $\pi_Z x = z$.

\[
\langle \tilde{B}u, z \rangle_{(\text{dom } \tilde{A}^*)'}, \text{dom } \tilde{A}^* = \langle \tilde{B}e_\lambda u, (\lambda - \tilde{A}^*)z \rangle_Z = \langle \tilde{B}e_\lambda u, \lambda z - \pi_Z A^* x \rangle_X
\]
\[
= \langle \tilde{B}e_\lambda u, \tilde{x} A^* x \rangle_X = \langle (\lambda - A|_X)\tilde{B}e_\lambda u, x \rangle_X
\]
\[
= \langle Bu, x \rangle_{(\text{dom } A^*)'}, \text{dom } A^*.
\]

The part about $\tilde{C}$ is a direct consequence of the definition (2.6), including the domain.

**Proof of Theorem 3.1.** The theorem follows by applying first Lemma 3.2 and then Lemma 3.3 with $Z = \text{ran } \pi_{(\ker \mathcal{C})^\perp} B = \overline{M}$. The only thing that remains to be proven is that the projections $\pi_M$ and $\pi_{(\ker \mathcal{C})^\perp}$ coincide on $\text{ran } B$, or, in other words

\[
\pi_M B u = \pi_{(\ker \mathcal{C})^\perp} B u \quad \forall u \in L^2(\mathbb{R}_-; U)
\]

Indeed, from $\overline{M} = \text{ran}(\pi_{(\ker \mathcal{C})^\perp} B) \subset (\ker \mathcal{C})^\perp = (\ker \mathcal{C})^\perp$ we deduce for arbitrary $u$

\[
B u = \pi_M B u + \pi_{(\ker \mathcal{C})^\perp} B u = \pi_{(\ker \mathcal{C})^\perp} B u + \pi_{\ker \mathcal{C}} B u
\]
\[
\Rightarrow \pi_M B u - \pi_{(\ker \mathcal{C})^\perp} B u = \pi_{\ker \mathcal{C}} B u - \pi_M B u \in \overline{M} \cap \overline{M}^\perp = \{0\}.
\]

\[
\square
\]
Remark 3.1 (Kalman compression). Theorem 3.1 still holds for the wider class of (possibly unstable) $L^p$-well-posed linear systems.

4. Normalized, balanced and truncated realizations

We will now introduce balanced realizations of well-posed linear systems. As in the finite-dimensional case, this involves both Gramians being equal to some diagonal operator $\Sigma$.

Definition 4.1 (Normalized and balanced systems). A bounded well-posed linear system $(\mathcal{A}, \mathcal{B}, \mathcal{C}, \mathcal{D})$ on $(\mathcal{U}, \mathcal{X}, \mathcal{Y})$ is called input normalized if $P := \mathcal{B}\mathcal{B}^* = \text{id}_X$, and output normalized if $Q := \mathcal{C}^*\mathcal{C} = \text{id}_X$. The system is called balanced if $X = \ell_2$ and there exists some positive and strictly decreasing sequence $(\sigma_n)_{n \in \mathbb{N}}$ such that the Gramians $P$ and $Q$ are both equal to the diagonal operator $\Sigma$ defined in (1.1). In other words

$$P = \mathcal{B}\mathcal{B}^* = Q = \mathcal{C}^*\mathcal{C} = \Sigma.$$ 

Remark 4.1.  

a) The sequence $(\sigma_n)_{n \in \mathbb{N}}$ in Definition 4.1 consists indeed of the Hankel singular values of the system.

b) Balanced realizations are minimal.

c) Our definition of a balanced system is stronger than the one in [18, Sec. 5.5] for general well-posed linear systems. There, a system is already called balanced if both Gramians are equal. The latter property is called parbalanced in [15], and does not require the Hankel operator to possess a singular value decomposition. Our definition is motivated by the original one for the finite-dimensional case [11], where $\Sigma$ is assumed to be a diagonal matrix with decreasing diagonal elements.

We give a definition of the well-known shift realizations. For our purposes we will in particular need the realizations on the range of the Hankel operator.

Lemma 4.1. Consider a bounded well-posed linear system $(\mathcal{A}, \mathcal{B}, \mathcal{C}, \mathcal{D})$ on $(\mathcal{U}, \mathcal{X}, \mathcal{Y})$.

(i) Let $Z := (\ker \mathcal{H})^\perp \subset L^2(\mathbb{R}_-; \mathcal{U})$. By the exactly controllable shift realization of $\mathcal{D}$ on $Z$, we mean the system

$$\left(\pi_Z\tau_{-}|_{Z}, \pi_Z, \mathcal{H}|_{Z}, \mathcal{D}\right)$$

(4.1)
which is bounded and well-posed with state space \( Z \). If, in addition, \( \mathbf{H3} \) and \( \mathbf{R1} \) hold, the generators of this system are given by

\[
A : \text{dom} \ A \subset Z \to Z, \quad \text{dom} \ A = \pi_Z W^{1,2}_0(\mathbb{R}_-; \mathcal{U}),
\]

\[
(Az)(\xi) = \frac{d}{d\xi} x(\xi), \quad \text{for any} \ x \in W^{1,2}_0(\mathbb{R}_-; \mathcal{U}) \text{ with } \pi_Z x = z.
\]

\[
B : \mathcal{U} \to Z_{-1}, \quad \langle Bu, z \rangle = \int_0^\infty h(\xi)ux(\xi)d\xi \quad \text{for any} \ x \in W^{1,2}_0(\mathbb{R}_-; \mathcal{U}) \text{ with } \pi_Z x = z,
\]

\[
C : \text{dom} \ C \to \mathbb{Y}, \quad \text{dom} \ C = \left\{ x \in L^2(\mathbb{R}_-; \mathcal{U}) : \int_{-\infty}^0 h(-\tau)x(\tau)d\tau \text{ has a Lebesgue point at 0} \right\},
\]

\[
Cx = \lim_{t \to 0} \frac{1}{t} \int_0^t \int_{-\infty}^0 h(\xi - \tau)x(\tau)d\tau d\xi.
\]

(ii) Let \( Z := \overline{\text{ran} \ Y} \subset L^2(\mathbb{R}_+; \mathcal{Y}) \). By the exactly observable shift realization of \( \mathcal{D} \) on \( Z \), we mean the system

\[
(\tau_+ | Z, \ Y, \ \text{id}_Z, \ \mathcal{D})
\]

which is bounded and well-posed with state space \( Z \). If, in addition, \( \mathbf{H3} \) and \( \mathbf{R1} \) hold, then (4.2) is generated by \( (A, B, C, D) \) with \( D \) as in (2.5) and

\[
A : \text{dom} \ A \subset Z \to Z, \quad \text{dom} \ A = W^{1,2}(\mathbb{R}_+; \mathbb{Y}) \cap Z,
\]

\[
(Ax)(\xi) = \frac{d}{d\xi} x(\xi),
\]

\[
B : \mathcal{U} \to Z_{-1}, \quad \langle Bu, z \rangle = \int_0^\infty h(\xi)ux(\xi)\,d\xi \quad \text{for any} \ x \in W^{1,2}_0(\mathbb{R}_-; \mathcal{U}) \text{ with } \pi_Z x = z,
\]

\[
C : \text{dom} \ C \to \mathbb{Y}, \quad \text{dom} \ C = \left\{ x \in Z : x \text{ has a Lebesgue point at 0} \right\},
\]

\[
Cx = \lim_{t \to 0} \frac{1}{t} \int_0^t x(\tau)d\tau.
\]

For the adjoint of the generator we have

\[
A^* : \text{dom} \ A^* \subset Z \to Z, \quad \text{dom} \ A^* = \pi_Z W^{1,2}_0(\mathbb{R}_+; \mathbb{Y}),
\]

\[
(A^*z)(\xi) = -\pi_Z \frac{d}{d\xi} x(\xi) \quad \text{for any} \ x \in W^{1,2}_0(\mathbb{R}_-; \mathcal{U}) \text{ with } \pi_Z x = z.
\]

Proof. The well-posedness of both systems follows from the well-posedness of the shift realizations on \( L^2(\mathbb{R}_+; \mathcal{Y}) \), respectively \( L^2(\mathbb{R}_-; \mathcal{U}) \), described in [18, Example 2.6.5] and our Lemmas 3.2 and 3.3. The semigroup generators are a result of Lemma 3.3 applied to the generator of the shift realization on \( L^2(\mathbb{R}_-; \mathcal{U}) \), respectively \( L^2(\mathbb{R}_+; \mathcal{Y}) \), which can be found in [18, Example 3.2.3(ii)]. The operator \( A^* \) is obtained in the same manner, since it is the generator of the right shift, which is adjoint to the left shift. We only discuss the generators for (ii): The verification of the operator \( C \) is straightforward, so we only calculate \( B \) via (2.7): Let \( A|_{L^2(\mathbb{R}_+; \mathcal{Y})} \) be the distributional derivative on \( L^2(\mathbb{R}_+; \mathcal{Y}) \) and \( \lambda \in \mathbb{C}_+ \). Then for all \( z \in \text{dom} \ A^* \) we take an arbitrary
\[ x \in \mathcal{W}_{\theta}^1(\mathbb{R}_+; \mathcal{Y}) \] with \( \pi_{2} x = z \) and

\[
\langle Bu, y \rangle_{(\text{dom } A^*)'} = \langle (\lambda - A) |_{L^2(\mathbb{R}_+; \mathcal{Y})} \delta e \lambda u, z \rangle_{(\text{dom } A^*)'} = \langle \delta e \lambda u, (\lambda - A^*)z \rangle_{(\text{dom } A^*)'} = \langle \delta e \lambda u, x \rangle_{L^2(\mathbb{R}_+; \mathcal{Y})} + \langle \delta e \lambda u, \frac{d}{d\xi} x \rangle_{L^2(\mathbb{R}_+; \mathcal{Y})}
\]

The last term on the right hand side is

\[
\langle \delta e \lambda u, \frac{d}{d\xi} x \rangle_{L^2(\mathbb{R}_+; \mathcal{Y})} = \int_{-\infty}^{\infty} \left( \int_{-\infty}^{0} h(\xi - \tau) e^{\lambda \tau} u \, d\tau, \frac{d}{d\xi} x(\xi) \right)_{\mathcal{Y}} \, d\xi
\]

Since the inner integral is differentiable with respect to \( \xi \) this becomes

\[
= \int_{0}^{\infty} \left( \int_{-\infty}^{\xi} h(\tau) e^{\lambda (\xi - \tau)} u \, d\tau, x(\xi) \right)_{\mathcal{Y}} \, d\xi
\]

\[
= \int_{0}^{\infty} \left( h(\xi) u + \int_{-\infty}^{\xi} h(\tau) \lambda e^{\lambda (\xi - \tau)} u \, d\tau, x(\xi) \right)_{\mathcal{Y}} \, d\xi
\]

\[
= \int_{0}^{\infty} \left( h(\xi) u - \lambda \int_{-\infty}^{0} h(\xi - \tau) e^{\lambda \tau} u \, d\tau, x(\xi) \right)_{\mathcal{Y}} \, d\xi.
\]

Plugging this into the original equation yields the asserted expression for \( Bu \).

\[ \Box \]

Remark 4.2. The exactly controllable shift realization on \( (\ker \delta)^{\perp} \) is observable and the exactly observable shift realization on \( \text{ran } \delta \) is controllable.

The following definition of a balanced truncation is taken from [8]. One of our aims is to show that this system is indeed obtained from a given state space-system by first balancing an then truncating it in an appropriate sense. That is, the balanced truncation does deserve its name.

Definition 4.2. Let a system (2.1) fulfilling S1-S6, R1, H1 and H3 be given. Let \( (\sigma_n)_{n \in \mathbb{N}} \) be the sequence of singular values with corresponding Schmidt pairs \( (\hat{v}_j, \hat{u}_j) \) of the Hankel operator \( \delta \). Choose \( r \) such that \( \sigma_{r+1} \neq \sigma_r \).

(i) The \( r \)-th order truncated balanced system is defined to be

\[
\dot{x}_r(t) = A_r x_r(t) + B_r u(t),
\]

\[
y_r(t) = C_r x_r(t) + D u(t),
\]

(4.3)
where the matrices
\[ A_r = \begin{bmatrix} a_{11} & \cdots & a_{1r} \\ \vdots & & \vdots \\ a_{r1} & \cdots & a_{rr} \end{bmatrix} \in \mathbb{C}^{r \times r}, \quad B_r = \begin{bmatrix} b_1 \\ \vdots \\ b_r \end{bmatrix} \in \mathcal{B}(\mathcal{U}, \mathbb{C}^r), \]
\[ C_r = \begin{bmatrix} c_1 & \cdots & c_r \end{bmatrix} \in \mathcal{B}(\mathbb{C}^r, \mathcal{Y}) \]

have the coefficients
\begin{align*}
 a_{ij} &= \frac{\sqrt{\sigma_j}}{\sqrt{\sigma_i}} \left\langle \tilde{v}_i, \frac{d}{d\xi} \tilde{v}_j \right\rangle_{L^\infty(\mathbb{R}_+; \mathcal{Y}), L^1(\mathbb{R}_+; \mathcal{Y})} \in \mathbb{C}, \\
b_i &= \frac{\sqrt{\sigma_i}}{\sqrt{\sigma_j}} \langle \cdot, \tilde{u}_i(0) \rangle_{\mathcal{U}} \in \mathcal{B}(\mathcal{U}, \mathbb{C}), \\
c_j &= \frac{1}{\sqrt{\sigma_j}} \tilde{v}_j(0) \in \mathcal{Y}.
\end{align*}

(ii) The output-normalized truncation is defined analogously with
\begin{align*}
 a_{ij} &= \left\langle \tilde{v}_i, \frac{d}{d\xi} \tilde{v}_j \right\rangle_{L^\infty(\mathbb{R}_+; \mathcal{Y}), L^1(\mathbb{R}_+; \mathcal{Y})} \in \mathbb{C}, \\
b_i &= \sigma_j \langle \cdot, \tilde{u}_i(0) \rangle_{\mathcal{U}} \in \mathcal{B}(\mathcal{U}, \mathbb{C}), \\
c_j &= \tilde{v}_j(0) \in \mathcal{Y}.
\end{align*}

Remark 4.3. a) The well-definition of the above dual products and evaluations is guaranteed by the fact that \( \tilde{u}_j \in W^{1,1}(\mathbb{R}_-; \mathcal{U}), \tilde{v}_j \in W^{1,1}(\mathbb{R}_+; \mathcal{Y}) \) [8, Theorem 5.2.2]. Furthermore, in the case where the function \( h \) in (2.3) additionally fulfills \( h \in L^2(\mathbb{R}_+, \mathcal{B}(\mathcal{U}; \mathcal{Y})) \), the Schmidt vectors fulfill \( \tilde{u}_j \in W^{1,2}(\mathbb{R}_-; \mathcal{U}), \tilde{v}_j \in W^{1,2}(\mathbb{R}_+; \mathcal{Y}) \) [8, Lemma 5.2.12]. In this case, the entries of \( A_r \) are indeed inner products in \( L^2 \).

b) In [8,9], only the output normalized truncation is used as reduced order model. Note that the output normalized and the balanced truncation model are related by a state space transformation with \( \sqrt{\sigma_i} \). In particular, these two models have the same transfer function (and thus also the same input-output mapping).

c) The Schmidt pairs of the Hankel operator are, even for finite-dimensional systems, quite impossible to compute. Instead, one performs coordinate transformations
\begin{align*}
 A_b &= T A T^+ := (\Sigma^{-1/2} V S^*) A (R U \Sigma^{-1/2}), \\
 B_b &= T B := (\Sigma^{-1/2} V S^*) B, \\
 C_b &= C T^+ := C (R U \Sigma^{-1/2}),
\end{align*}

where, \( \Sigma, S, R, U \) and \( V \) can be determined from the Gramians of the system (2.1), see [1, Sec. 7.3]. It is an aim of this article to consider such transformations for infinite-dimensional systems of the class described in Section 2.

d) The Gramians of the truncated balanced realization (4.3) are given by
\[ P_r = Q_r = \Sigma_r = \text{diag}(\sigma_n)_{n=1,\ldots,r}, \]
whence the Hankel singular values of the truncated balanced realization (4.3) are given by \( \sigma_1, \ldots, \sigma_r \). However, the Hankel operator of (4.3) does in general not coincide with the truncation of a singular value decomposition of the Hankel operator of the original system (2.1).

**Theorem 4.2.** [8, Thm 5.0.2] With the prerequisites and notation of Definition 4.2, there holds that (4.3) is a minimal, bounded well-posed linear system on \((\mathcal{U}, \mathbb{C}^r, \mathcal{Y})\). Moreover, the transfer functions \( G, G_r : \mathbb{C}_+ \to \mathcal{B}(\mathcal{U}; \mathcal{Y}) \) of (4.3) and (2.1) fulfill

\[
\|G - G_r\|_{H_x} \leq 2 \sum_{\{n > r| \sigma_n \neq \sigma_k \forall k < n\}} \sigma_n. \tag{4.7}
\]

It follows from (d) that the error bound (4.7) can be used to estimate the expression \( \|y - y_r\|_{L^2(\mathbb{R}; \mathcal{Y})} \), where \( y \) and \( y_r \) are the respective outputs of (2.1) and (4.3) with same input \( u \in L^2(\mathbb{R}; \mathcal{U}) \).

### 5. Main results

Throughout the rest of the article we will work with the following setup: The quadruple \((\mathfrak{A}, \mathfrak{B}, \mathfrak{C}, \mathfrak{D})\) is a bounded well-posed linear system generated by the operators \((A, B, C, D)\) which satisfy \(S_1\) through \(S_6\). Moreover, \(X_R\) and \(X_S\) are Hilbert spaces, and \(R \in \mathcal{B}(X_R; X), S \in \mathcal{B}(X_S; X)\) are operators such that the controllability and observability Gramians satisfy

\[
P = \mathfrak{B}\mathfrak{B}^* = RR^* \quad \text{and} \quad Q = \mathfrak{C}\mathfrak{C}^* = SS^*. \tag{5.1}
\]

Of course, these factors might, for instance, be \(R = \mathfrak{B}, S = \mathfrak{C}^*,\) or \(R = P^{1/2}, S = Q^{1/2}\). Note that the so-called ADI method [17] directly provides factors \(R\) and \(S\) of the Gramians. The following results are about the construction of balanced realizations on the basis of \(R\) and \(S\). First we show that the singular values of the operator \(S^*R\) are the Hankel singular values. Thereafter, we construct balanced realizations and truncated balanced realization by using a singular value decomposition of \(S^*R\). We further show that we can associate, in a certain sense, infinite matrices to the generators of a balanced realization.

**Theorem 5.1.** Let a system (2.1) with properties \(S_1\)–\(S_6\) be given. Further, let \(X_R, X_S\) be Hilbert spaces and let \(R \in \mathcal{B}(X_R; X), S \in \mathcal{B}(X_S; X)\) be operators such that the Gramians of (2.1) satisfy (5.1). Then the following is true for the Hankel operator \(\mathfrak{H} = \mathfrak{C}\mathfrak{B}\) of (2.1):

a) There exist unitary operators

\[
\mathcal{U} : \quad \text{ran} \mathfrak{H} \subset L^2(\mathbb{R}_+; \mathcal{Y}) \to \text{ran} S^*R \subset X_S,
\]

\[
\mathcal{V} : \quad (\ker \mathfrak{H})^\perp \subset L^2(\mathbb{R}_-; \mathcal{U}) \to (\ker S^*R)^\perp \subset X_R,
\]

such that

\[
\mathcal{V}^* \mathfrak{H} \mathcal{U} x_R = S^*R x_R \text{ for all } x_R \in (\ker S^*R)^\perp. \tag{5.2}
\]
b) $S^*R \in \mathcal{B}(X_R; X_S)$ is compact, if, and only if, $\mathcal{H}$ is compact. In this case, the singular values of $S^*R$ are the Hankel singular values in $\Sigma$.

c) $S^*R \in \mathcal{B}(X_R; X_S)$ is nuclear, if, and only if, $\mathcal{H}$ is nuclear.

The following theorem shows that the singular value decomposition of $S^*R$ can be utilized to construct balanced realizations. Thereafter, we consider the generators of balanced realizations.

**Theorem 5.2.** Let a system (2.1) with properties S1–S6 and H4 be given. Let $R \in \mathcal{B}(X_R; X)$ and $S \in \mathcal{B}(X_S; X)$ be as in (5.1) and, with the notation of (1.1) and (1.2), let

$$S^*R = V\Sigma U^*$$  \hspace{1cm} (5.3)

be a singular value decomposition of the operator $S^*R \in \mathcal{B}(X_R; X_S)$. Then the operators

$$T : X \to \ell_2, \hspace{1cm} T^+ : \Sigma\ell_2 \subset \ell_2 \to X, \hspace{1cm} x \mapsto V^*S^*x, \hspace{1cm} x \mapsto RU\Sigma^{-1}x$$  \hspace{1cm} (5.4)

are well-defined, and the following assertions hold true:

a) There exist a constant $c > 0$ such that, for all $x \in \Sigma\ell_2$, $u \in L^2(\mathbb{R}_-; \mathcal{U})$ and $t \in \mathbb{R}_+$, holds

$$\|T\mathcal{A}(t)T^+x\|_{\ell_2} \leq c \|x\|_{\ell_2}, \hspace{0.5cm} \|T\mathcal{B}u\|_{\ell_2} \leq c \|u\|_{L^2(\mathbb{R}_-; \mathcal{U})},$$

$$\|\mathcal{C}T^+x\|_{L^2(\mathbb{R}_+; \mathcal{Y})} \leq c \|x\|_{\ell_2}.$$  

b) With the unique continuous extensions

$$\overline{T\mathcal{A}T^+} : \mathbb{R}_+ \to \mathcal{B}(\ell_2), \hspace{0.5cm} t \mapsto \overline{T\mathcal{A}(t)T^+}, \hspace{0.5cm} \text{and} \hspace{0.5cm} \overline{\mathcal{C}T^+} \in \mathcal{B}(\ell_2; L^2(\mathbb{R}_+; \mathcal{Y})),$$

the quadruple

$$(\mathcal{A}_o, \mathcal{B}_o, \mathcal{C}_o, \mathcal{D}) := (\overline{T\mathcal{A}T^+}, T\mathcal{B}, \overline{\mathcal{C}T^+}, D)$$  \hspace{1cm} (5.5)

is a minimal, output-normalized, bounded well-posed linear system on $\ell_2$, which is unitarily similar to the exactly observable shift realization of $\mathcal{D}$ on $\text{ran}\mathcal{H}$. We call this the output normalized realization of $\mathcal{D}$ on $\ell_2$.

If, in addition, H3 and R1 are satisfied, a representation of the generators can essentially be calculated via these transformations $T$ and $T^+$, similarly to (4.6).

**Theorem 5.3.** Assume that in Theorem 5.2, the assumptions H3 and R1 hold in addition. Then the following is true for the generators $(A_o, B_o, C_o, D)$ of (5.5):

a) The space $Z := \mathcal{T}\mathcal{B}W_{1,2}^1(\mathbb{R}_-; \mathcal{U})$ is a subset of $\Sigma\ell_2$ and a core for $A_o$. Moreover, $AT^+Z \subset \text{ran} R$ and $T^+Z \subset \text{dom} C$;

b) For all $z \in Z$ holds

$$A_oz = T\tilde{A}_{\pi(ker S^*)}T^+z, \hspace{1cm} C_o = C\mathcal{T}^+z.$$  \hspace{1cm} (5.6)
Theorem 5.4. The adjoint operator \((\mathcal{T}|_{\mathcal{M}})^*\) of \(\mathcal{T}|_{\mathcal{M}}\) is given by \(\pi_{\mathcal{M}} SV\) and maps \(\text{dom} A_o^*\) into \(\text{dom} A\). Thus, the operator \(\mathcal{T}|_{\mathcal{M}}\) has a continuous extension \(\mathcal{T}_{-1} : (\text{dom } A) \to (\text{dom } A_o^*)^*\) defined by

\[
\langle \mathcal{T}_{-1} x', (y_n) \rangle_{(\text{dom } A_o^*), \text{dom } A_o^*} = \langle x', \pi_{\mathcal{M}} SV (y_n) \rangle_{\mathcal{L}_2},
\]

for all \(x' \in (\text{dom } A)\) and \((y_n) \in \text{dom } A_o^*\).

d) With the extension from c) holds

\[
A_o|_{\mathcal{L}_2} = \mathcal{T}_{-1} \tilde{A}|_{\mathcal{M}} \pi_{(\text{ker } S^*)^\perp} \mathcal{T}^+ z, \quad \forall x \in \mathcal{L}_2 \quad (5.9)
\]

\[
B_o = \mathcal{T}_{-1} \tilde{B}. \quad (5.10)
\]

Moreover, \(A_o\) and \((A_o)_{-1}\) are obtained by taking the closures of the respective operators above and the set \((\text{dom } C) \cap \mathcal{L}_2\) contains a core of \(A_o\).

Remark 5.1. In fact, the formulas in b) are valid on larger sets than \(Z\). Namely (5.6) holds on \((\text{dom } A) \cap \mathcal{L}_2\), and (5.7) on \((\text{dom } C) \cap \mathcal{L}_2\).

Theorem 5.4. Let a system (2.1) with properties S1–S6 and H4 be given. With \(R \in \mathcal{B}(X_R; X)\) and \(S \in \mathcal{B}(X_S; X)\) as in (5.1) and the notation of (1.1), (1.2), let (5.3) be a singular value decomposition of the operator \(S^* R \in \mathcal{B}(X_R; X_S)\). Then the mappings

\[
T : \text{ran } R \subset X \to \mathcal{L}_2, \quad T^+ : \Sigma^{1/2} \mathcal{L}_2 \subset \mathcal{L}_2 \to X,
\]

\[
x \mapsto \Sigma^{-1/2} V^* S^* x, \quad x \mapsto RU \Sigma^{-1/2} x \quad (5.11)
\]

are well-defined, and the following assertions are true:

a) \(\mathcal{A}(t)\) \(\text{ran } R \subset \text{ran } R\) for all \(t \in \mathbb{R}_+\) and \(\mathcal{B} = \text{ran } R\);

b) There exists a constant \(c > 0\) such that, for all \(x \in \Sigma^{1/2} \mathcal{L}_2\), \(u \in L^2(\mathbb{R}_-; \mathcal{U})\) and \(t \in \mathbb{R}_+\), holds

\[
\|T \mathcal{A}(t) T^+ x\|_{\mathcal{L}_2} \leq c \|x\|_{\mathcal{L}_2}, \quad \|T \mathcal{B} u\|_{\mathcal{L}_2} \leq c \|u\|_{L^2(\mathbb{R}_-; \mathcal{U})},
\]

\[
\|T^+ x\|_{L^2(\mathbb{R}_+; \mathcal{Y})} \leq c \|x\|_{\mathcal{L}_2}.
\]

c) With the unique continuous extensions

\[
\overline{T \mathcal{A} T^+} : \mathbb{R}_+ \to \mathcal{B}(\mathcal{L}_2), \quad t \mapsto \overline{T \mathcal{A}(t) T^+}, \quad \text{and} \quad \overline{T^+} \mathcal{B} : \mathcal{B}(\mathcal{L}_2; L^2(\mathbb{R}_+; \mathcal{Y})),
\]

the quadruple

\[
(\mathcal{A}_b, \mathcal{B}_b, \mathcal{C}_b, \mathcal{D}) := (\overline{T \mathcal{A} T^+}, T \mathcal{B}, \overline{T^+} \mathcal{B}, \mathcal{D}) \quad (5.12)
\]

forms a minimal and balanced, bounded well-posed linear system on \((\mathcal{U}, \mathcal{L}_2, \mathcal{Y})\).

Theorem 5.5. Assume that in Theorem 5.4 the assumptions S1–S6, H3 and R1 hold. Then the following is true for the generators \((\mathcal{A}_b, \mathcal{B}_b, \mathcal{C}_b, \mathcal{D}_b)\) of the balanced realization (5.12):

a) The space \(Z := T \mathcal{B} W_{0,1,2}(\mathbb{R}_-; \mathcal{U})\) is a subset of \(\Sigma^{1/2} \mathcal{L}_2\) and a core for \(\mathcal{A}_b\). Moreover, \(AT^+ Z \subset \text{ran } R\) and \(T^+ Z \subset \text{dom } C\).
b) For all $x \in Z$ holds
\[
A_b x = T \tilde{\pi} (\ker S^*), T^+ x,
\]
\[
C_b x = CT^+ x.
\]
c) There exists a space $\tilde{Z} \subset \Sigma^{1/2} \ell_2 \cap \text{dom } A_b^*$, which is a core for $A_b^*$, such that the adjoint
\[
\left( T|_M \right)^*: \Sigma^{1/2} \ell_2 \subset \ell_2 \to X,
\]
\[
x \mapsto \pi_M SV \Sigma^{-1/2} x
\]
fulfills $(T|_M)^* \tilde{Z} \subset \text{dom } \tilde{A}^*$, with $\tilde{A}$ as in Lemma 3.1.
d) For all $z \in \tilde{Z}$, $u \in U$ holds
\[
\langle B_b u, x \rangle_{\text{dom } A_b^*'}, \text{dom } A_b^* = \langle Bu, (T|_M)^* x \rangle_{\text{dom } A^*'}, \text{dom } A^*.
\]
That is, $B_b u$ is obtained by continuous extension of this functional to $	ext{dom } A_b^*$.

Remark 5.2. Relation (5.13) is a generalization of the expression $B_b = TB$, in the sense of Lemma 1.2.

Now we present that, in a certain sense, the generators of balanced realizations can be regarded as infinite matrices.

**Theorem 5.6.** Under the prerequisites of Theorem 5.5, let $(A_b, B_b, C_b, D_b)$ be the generators of the balanced realization (5.12). There exists a space $Z_b \hookrightarrow \ell_2$ such that the following holds true:

a) For all $i \in \mathbb{N}$ the canonical unit vector $e_i = (\delta_{i,1}, \delta_{i,2}, \ldots) \in \ell_2$ is an element of $Z_b$;

b) $A_b|_{\ell_2} e_i \in Z_b^*$ for all $i$, ran $B_b \subset Z_b'$ and $Z_b \subset \text{dom } C_b$;

c) For the coefficients $a_{ij}$, $b_i$, $c_j$ of the truncated balanced realization in Definition 4.2 (i) holds
\[
a_{ij} = \langle A_b e_j, e_i \rangle_{Z_b^*,Z_b} \in \mathbb{C},
\]
\[
b_i(\cdot) = \langle B_b', e_i \rangle_{Z_b',Z_b} = \langle u, (B_b') L e_i \rangle_{U} \in \mathcal{B}(U; \mathbb{C}),
\]
\[
c_j = C_b e_j \in \mathcal{Y},
\]
where $(B_b')_L$ is the Lebesgue extension of $B_b'$.

An immediate consequence of this is that a truncated balanced system can indeed be obtained by truncating the generators $(A_b, B_b, C_b, D_b)$ of a balanced system.

**Theorem 5.7.** Under the prerequisites of Theorem 5.3, an analogous statement to Theorem 5.6 holds, when $a_{ij}$, $b_i$, $c_j$ are the coefficients of the output normalized truncation in Definition 4.2 (ii) and $(A_b, B_b, C_b, D_b)$ are replaced with the generators $(A_o, B_o, C_o, D_o)$ of the output normalized realization from Theorem 5.3.
Remark 5.3. a) Theorem 5.6 and 5.7 also hold when \( h \in L^2(\mathbb{R}_+; \mathcal{B}(U, Y)) \). The corresponding spaces \( Z_b \), respectively \( Z_o \), in b) of these theorems just have to be adapted, cf. Remark 9.1. In fact, in this case it is possible to choose \( Z_b = \Sigma^{1/2} \ell_2 \), \( Z_b' = \Sigma^{-1/2} \ell_2 \) with \( \langle \cdot, \cdot \rangle_{Z_b} := \langle \Sigma^{1/2}, \Sigma^{-1/2} \rangle_{\ell_2} \) in Theorem 5.6 and \( Z_o = Z'_o = \ell_2 \) in Theorem 5.7.

b) For calculating the balanced truncation, it is somewhat easier to determine the normalized truncation first and then the balanced one via the finite-dimensional state space transformation mentioned in Remark 4.1 b). Theorem 5.6 shows that this results in the same reduced model as truncating the balanced realization on \( \ell_2 \).

Theorem 5.8. Under the prerequisites of Theorem 5.5, let

\[
S^* R = \sum_{n=1}^{\infty} \sigma_n \langle x, u_n \rangle_X v_n,
\]

be a singular value decomposition of \( S^* R \). Then there exists a space \( Z \leftrightarrow X \) such that the following holds true:

a) \( \text{ran } B \subset Z' \) and \( Z \subset \text{dom } C \).

b) \( Sv_i \in Z \) and \( A|_X Ru_i \in Z' \) for all \( i \in \mathbb{N} \).

c) For the coefficients \( a_{ij}, b_i, c_j \) of the balanced and truncated realization from Definition 4.2 holds:

\[
a_{ij} = \frac{1}{\sqrt{\sigma_i \sigma_j}} \langle A|_X Ru_j, Sv_i \rangle_{Z', Z} \quad \in \mathbb{C},
\]

\[
b_i(\cdot) = \frac{1}{\sqrt{\sigma_i}} \langle B', Sv_i \rangle_{Z', Z} = \langle \cdot, (B')_L Sv_i \rangle_{\mathcal{U}} \quad \in \mathcal{B}(\mathcal{U}, \mathcal{C})
\]

\[
c_j = \frac{1}{\sqrt{\sigma_i}} CRu_j \quad \in \mathcal{Y},
\]

where \( (B')_L \) is the Lebesgue extension of \( B' \).

The forthcoming sections are devoted to the proofs of the main results.

6. Proof of Theorem 5.1

With the assumptions and notation of Theorem 5.1, there holds

\[
\begin{align*}
\text{ran } R &= \text{ran } \mathfrak{B}, \quad \text{ran } \mathfrak{C}^* = \text{ran } S; \quad (6.1a) \\
\ker \mathfrak{B}^* &= \ker R^*, \quad \ker S^* = \ker \mathfrak{C}. \quad (6.1b)
\end{align*}
\]

The equations in (6.1a) are consequences of the fact that the operator square roots fulfill

\[
\begin{align*}
\text{ran } R &= \text{ran } \sqrt{RR^*} = \text{ran } \sqrt{\mathfrak{BB}^*} = \text{ran } \mathfrak{B} \quad \text{and} \\
\text{ran } \mathfrak{C}^* &= \text{ran } \sqrt{\mathfrak{CC}^*} = \text{ran } \sqrt{SS^*} = \text{ran } S,
\end{align*}
\]
see e.g. [10, pp. 334-336]. The remaining assertions (6.1b) follow by regarding the orthogonal complements in (6.1a). With this, the restricted operators

\[ R : \ker R^\perp \subset X_R \to \text{ran } \mathfrak{B}, \quad S : \ker S^\perp \subset X_S \to \ker \mathcal{C}^\perp, \]

\[ \mathfrak{B} : \ker \mathfrak{B}^\perp \subset L^2(\mathbb{R}_-; \mathcal{U}) \to \text{ran } \mathfrak{B}, \quad \mathcal{C} : \ker \mathcal{C}^\perp \subset X \to \text{ran } \mathcal{C}. \]

are injective and have dense range. We denote their inverses (and adjoints of their inverses) by \( R^{-1}, \mathfrak{B}^{-1}, S^{-1} \) and \( \mathcal{C}^{-1} (R^{-*}, \mathfrak{B}^{-*}, S^{-*} \) and \( \mathcal{C}^{-*} \).

Note that for any injective, closed and densely defined operator \( T \) with dense range holds (dom \( T^{-1} \)) = \( \text{ran } T^* \) and hence \( T^{-*} = (T^{-1})^* = (T^*)^{-1} \), see e.g. [18, Lemma 3.5.2].

**Lemma 6.1.** The mappings

\[ \mathfrak{B} : \text{ran } S^* R \to \text{ran } \mathfrak{B}, \quad \mathfrak{B} := \mathcal{C} S^{-*} |_{\text{ran } S^* R}, \quad (6.2) \]

where \( \mathcal{C} S^{-*} \) is the continuous extension of \( \mathcal{C} S^{-*} |_{\text{ran } S^* R} \) with respect to the norms of \( X_S \) and \( L^2(\mathbb{R}_+; \mathcal{Y}) \), and

\[ \mathfrak{U} : \ker S^* R \to (\ker \mathfrak{B})^\perp, \quad \mathfrak{U} := \mathfrak{B}^{-1} R |_{(\ker S^* R)^\perp}. \quad (6.3) \]

are unitary with inverses \( \mathfrak{B}^* = S^* \mathcal{C}^{-1} \) and \( \mathfrak{U}^* = R^{-1} \mathfrak{B} \) respectively.

**Proof.** From the fact that \( \text{ran } R = \text{ran } \mathfrak{B} \) and

\[ \| \mathcal{C} S^{-*} x \|_{L^2(\mathbb{R}_+; \mathcal{Y})}^2 = \langle S^{-*} x, \mathcal{C} S^{-*} x \rangle_X = \langle S^{-*} x, S x \rangle_X = \| x \|_{X_S}^2 \]

for all \( x \in \text{ran } S^* \), we deduce that \( \mathcal{C} S^{-*} : \text{ran } S^* R \to \text{ran } \mathfrak{B} \) is an isometry with dense range and inverse \( S^* \mathcal{C}^{-1} \). Therefore, it can be extended to a unitary operator \( \mathfrak{U} \) between the closures of these two spaces. Analogously, we can deduce that the concatenation \( R^* \mathfrak{B}^{-*} : \text{ran } \mathfrak{B}^* \mathcal{C}^* \to \text{ran } R^* S \) satisfies

\[ \| R^* \mathfrak{B}^{-*} x \|_{X_R} = \| x \|_{L^2(\mathbb{R}_-; \mathcal{U})} \quad \forall x \in \text{ran } \mathfrak{B}^*, \]

and has a unitary extension to the closures \( \mathfrak{U}^* : (\ker \mathfrak{B})^\perp \to (\ker S^* R)^\perp \). Furthermore, because of (5.1), the identity \( R^* \mathfrak{B}^{-*} x = R^{-1} \mathfrak{B} x \) holds for all \( x \in (\ker \mathfrak{B})^\perp \). But the operator \( R^{-1} \mathfrak{B} |_{(\ker \mathfrak{B})^\perp} \) is defined on the complete space \( (\ker \mathfrak{B})^\perp \) and it is closed because \( R^{-1} \) is closed. By the closed graph theorem it is continuous and hence, it must be equal to the unique unitary extension of \( R^* \mathfrak{B}^{-*} \). This means that both \( R^{-1} \mathfrak{B} |_{(\ker \mathfrak{B})^\perp} \) and its inverse \( \mathfrak{B}^{-1} R |_{(\ker S^* R)^\perp} \) are bounded with norm 1.

**Proof of Theorem 5.1.** The equation

\[ \mathfrak{H} |_{(\ker \mathfrak{B})^\perp} = \mathcal{C} \pi |_{(\ker S^*)^\perp} \mathfrak{B} |_{(\ker \mathfrak{B})^\perp} = \mathcal{C} S^{-*} S^* R R^{-1} \mathfrak{B} |_{(\ker \mathfrak{B})^\perp} = \mathfrak{U} S^* R |_{(\ker S^* R)^\perp} \mathfrak{U}^* |_{(\ker \mathfrak{B})^\perp} \]

shows (5.2). Hence the compactness claim holds, because \( \mathfrak{U} \) and \( \mathfrak{B} \) are unitary. In particular, we can find a singular value decomposition of the form (5.3) if
the Hankel operator is compact. Now the equalities

\[
(S^*R)(S^*R)^*|_{\text{ran } S^*R} = \mathcal{U}^* \mathcal{H}_u \mathcal{U}|_{\text{ran } S^*R} \quad \text{and} \\
(S^*R)^*(S^*R)|_{(\ker S^*R)^\perp} = \mathcal{U}^* \mathcal{H}_v \mathcal{U}|_{(\ker S^*R)^\perp}
\]

show that \( u_i \) is an eigenvector of \( S^*R(S^*R)^* \) to the eigenvalue \( \sigma_i^2 > 0 \) if and only if \( \tilde{u}_i := \mathcal{U}u_i \) is an eigenvector of \( \mathcal{H}_v \mathcal{H}_u^* \) corresponding to the same eigenvalue and, analogously, \( u_i \) is an eigenvector of \( (S^*R)^*S^*R \) if and only if \( \tilde{u}_i := \mathcal{U}u_i \) is an eigenvector of \( \mathcal{H}_u \mathcal{H}_v^* \). Hence it follows that the singular values of \( S^*R \) and \( \mathcal{H}_u \mathcal{H}_v \) are equal. In particular,

\[
\mathcal{H}_u = \sum_{i=1}^{\infty} \tilde{u}_i \sigma_i \langle u, \tilde{u}_i \rangle \quad \forall u \in L^2(\mathbb{R}_-; \mathcal{U})
\]

is a singular value decomposition of \( \mathcal{H}_u \).

\[\square\]

7. Proof of Theorem 5.2 and 5.3

**Lemma 7.1.** Define \( M := \pi_{(\ker S^*)^\perp} \text{ran } R = \pi_{(\ker S^*)^\perp} \text{ran } \mathfrak{B} \) as in Theorem 3.1. The mapping \( \mathcal{T}|_M : M \to \Sigma \ell_2 \) is an isomorphism with inverse given by

\[
\pi_{(\ker S^*)^\perp} \mathcal{T}^+(x_n) = S^{-*}V(x_n) \quad \forall (x_n) \in \Sigma \ell_2
\]

**Proof.** Using equation (5.3) and \( VV^* = \pi_{\text{ran } S^*R} \), it is not hard to see that \( \mathcal{T}|_M = V^*S^* \) is an isomorphism between the claimed spaces with inverse \( S^{-*}V \). The important part here is that the correct spaces were chosen. The singular value decomposition also shows immediately that \( V^*S^* \) is the left inverse of \( \pi_{(\ker S^*)^\perp}RU_S = \pi_{(\ker S^*)^\perp} \mathcal{T} \) on \( \Sigma \ell_2 \). To prove that it is also a right inverse we calculate for given \( y = \pi_{(\ker S^*)^\perp}Rx \) with \( x \in X_R \)

\[
\pi_{(\ker S^*)^\perp}RU_S^{-1}V^*S^*y = \pi_{(\ker S^*)^\perp}RU_S^{-1}V^*S^*Rx = \pi_{(\ker S^*)^\perp}RUU^*x = \pi_{(\ker S^*)^\perp}R\pi_{(\ker S^*)^\perp}x = \pi_{(\ker S^*)^\perp}Rx = y.
\]

\[\square\]

**Proof of Theorem 5.2.** We are going to show that, with \( \mathfrak{B} \) from Lemma 6.1, the mapping

\[
\tilde{V} : \ell_2 \to \text{ran } \mathcal{H}_u, \quad (x_n) \mapsto \mathfrak{B}V(x_n) = \sum_{n=1}^{\infty} x_n \mathfrak{B}v_n,
\]

which is unitary with inverse \( \tilde{V}^* = V^*\mathfrak{B}^* \), transforms the shift realization (4.2) into the system (5.5). Well-posedness of the latter follows immediately from Lemma 2.1. First note that, due to \( \ker \mathcal{C} = \ker S^* \) and Definition 2.1 (iii), we have the following expression for all \( x \in \text{ran } S^*R \)

\[
S^*\mathcal{A}(t)S^{-*}x = S^*\pi_{(\ker \mathcal{C})^\perp} \mathcal{A}(t) \pi_{(\ker \mathcal{C})^\perp} S^{-*}x = S^*\mathcal{C}^{-1}\mathcal{A}(t)\mathcal{C}^{-1}S^{-*}x = \mathcal{U}^*\mathcal{C}(t)\mathcal{C}^{-1}\mathfrak{B}x = \mathcal{U}^*\tau_{|_{\text{ran } \mathcal{H}_u}}^t \mathfrak{B}x.
\]
Furthermore, for all \( x \in \text{ran} \mathcal{H} \) we have \( \mathcal{U}^*x \in \text{ran} S^*R \) and hence \( V^*\mathcal{U}^*x \in \Sigma \ell_2 \). By Lemma 7.1 we can substitute
\[
\mathcal{V}V \mathcal{T} \mathcal{A}(t) T^+ V^* \mathcal{U}^*x = \mathcal{V}V V^* S^* \mathcal{A}(t) \pi_{(\ker S^*)^\bot} RU \Sigma^{-1} V^* \mathcal{U}^*x
= \mathcal{V}V V^* S^* \mathcal{A}(t) S^{-*} \pi_{\text{ran} S^*} \mathcal{U}^*x
= \mathcal{V} \pi_{\text{ran} S^*} \mathcal{A}(t) S^{-*} \pi_{\text{ran} S^*} \mathcal{U}^*x
= \mathcal{V} \pi_{\text{ran} S^*} \mathcal{A}(t) S^{-*} \pi_{\text{ran} S^*} \mathcal{U}^*x = \tau^*_+ x,
\]
and by continuous extension it follows that this formula holds on the closure of \( \text{ran} \mathcal{H} \). Furthermore, one gets
\[
\mathcal{C} T^+ V^* \mathcal{U}^*x = \mathcal{C} RU \Sigma^{-1} V^* \mathcal{U}^*x = \mathcal{C} \pi_{(\ker S^*)^\bot} RU \Sigma^{-1} V^* \mathcal{U}^*x
= \mathcal{C} S^{-*} V^* \mathcal{U}^*x = \mathcal{V} \pi_{\text{ran} S^*} \mathcal{U}^*x = x.
\]
Again, continuous extension yields that \( \mathcal{C} RU \Sigma^{-1} \) is similar to \( \text{id}_{\text{ran} \mathcal{H}} \) via the unitary transformation \( V^* \mathcal{U}^* \). Finally,
\[
\mathcal{V}V \mathcal{T} \mathcal{B} = \mathcal{V}V V^* \mathcal{B} = \mathcal{C} S^{-*} \mathcal{B} = \mathcal{C} \pi_{\text{ran} S^*} \mathcal{B} = \mathcal{C} \mathcal{B} = \mathcal{H},
\]
completes the proof of the asserted similarity and well-posedness and applying Lemma 2.1 proves the Theorem. \( \square \)

**Corollary 7.2.** If in Theorem 5.2 the assumptions \textbf{H3} and \textbf{R1} hold as well, then the generators of (5.5) are
\[
\text{dom } A_o = \left\{ (x_n) \in \ell_2 : \sum_{n=1}^{\infty} x_n \tilde{v}_n \in W^{1,2}(\mathbb{R}_+; \mathcal{Y}) \right\},
\]  
(7.2a)
\[
A_o(x_n) = \tilde{V}^* \frac{d}{d\xi} \tilde{V}(x_n),
\]  
(7.2b)
\[
\text{dom } A_o^* = \left\{ (x_n) \in \ell_2 : \sum_{n=1}^{\infty} x_n \tilde{v}_n \in \pi_{\text{ran} \mathcal{H}} W^{1,2}_0(\mathbb{R}_+; \mathcal{Y}) \right\},
\]  
(7.3a)
\[
A_o^*(x_n) = -\tilde{V}^* \frac{d}{d\xi} y
\]  
(7.3b)
for any \( y \in W^{1,2}_0(\mathbb{R}_+; \mathcal{Y}) \) with \( \pi_{\text{ran} \mathcal{H}} y = \tilde{V}(x_n) \).

For each \( u \in \mathcal{U} \), the image \( B_o u \) is an element of \( (\text{dom } A_o^*)' \) acting as follows:
\[
(B_o u)(x_n) = \langle hu, y \rangle_{L^1(\mathbb{R}_+; \mathcal{Y}), L^\infty(\mathbb{R}_+; \mathcal{Y})},
\]  
(7.4)
for any \( y \in W^{1,2}_0(\mathbb{R}_+; \mathcal{Y}) \) with \( \pi_{\text{ran} \mathcal{H}} y = \tilde{V}(x_n) \).

Furthermore holds
\[
\text{dom } C_o = \left\{ (x_n) \in \ell_2 : \sum_{n=1}^{\infty} x_n \tilde{v}_n \text{ has a Lebesgue point at zero.} \right\},
\]  
\[
C_o(x_n) = \lim_{t \to 0} \frac{1}{t} \int_0^t \sum_{n=1}^{\infty} x_n \tilde{v}_n(\tau) d\tau.
\]  
(7.5)
All the series here are limits in the \( L^2(\mathbb{R}_+; \mathcal{Y}) \) norm.
Proof. Since we have shown in the proof of Theorem 5.2 that (5.5) is unitary similar to (4.2) via $\tilde{V}$, the generators of (5.5) are also obtained via unitary transformation of the operators in Lemma 4.1 (ii). Note that

$$\text{dom} A_o = \left\{ (x_n) \in \ell_2 \mid \tilde{V}(x_n) \in (\overline{\text{ran} \bar{H}}) \cap W^{1,2}(\mathbb{R}_+; \mathcal{Y}) \right\},$$

which becomes (7.2a) because $\tilde{V}(x_n)$ is always in $\overline{\text{ran} \bar{H}}$.

The space $\mathcal{Z}$ introduced in Theorem 5.3 a) will play an important role in the sequel, because it is a core for $A_o$, as we show in the next proposition.

**Proposition 7.3.** The space $\mathcal{Z} := \mathcal{T} \mathfrak{B} W^{1,2}_0(\mathbb{R}_-; \mathcal{U})$ is a core for $A_o$ and

$$A_o z = \mathcal{T} \tilde{A} \pi_{(\ker \mathcal{E})^\perp} T^+ z \quad \forall z \in \mathcal{Z}, \quad (7.6)$$

where $\tilde{A}$ is as in Lemma 3.1. Consequently, the graph of $A_o$ is the closure of the graph of the operator (7.6) in $\ell_2 \times \ell_2$ and the graph of $A_o|_{\ell_2}$ is the closure of the graph of the operator (7.6) in $\text{dom}(A_o^*)' \times \text{dom}(A_o^*)'$.

Proof. Lemma 4.3.5(i) of [18] states that $\mathfrak{B}$ maps the set $W^{1,2}_0(\mathbb{R}_-; \mathcal{U})$ into $\text{dom} A$, so the relation

$$\mathcal{Z} = V^* S^* \mathfrak{B} W^{1,2}_0(\mathbb{R}_-; \mathcal{U}) \subset V^* S^* (\text{dom} A \cap \text{ran} R) \subset \ell_2$$

holds. This means that for arbitrary $z \in \mathcal{Z}$, we may write $z = V^* S^* y$ with $y \in \text{dom} A \cap \text{ran} R$. Then $S^* y \in \text{ran} S^* R$, and with $V V^*$ being the identity on this set, one gets

$$\pi_{(\ker \mathcal{E})^\perp} y = S^{-*} S^* y = S^{-*} V V^* S^* y = S^{-*} V z = \pi_{(\ker \mathcal{E})^\perp} R U \Sigma^{-1} z$$

with (7.1). Recall that, according to Lemma 3.1, $\pi_{(\ker \mathcal{E})^\perp} \mathfrak{A}|_{\overline{M}}$ is a semigroup whose generator $\tilde{A}$ has the domain $\overline{M} \cap \pi_{(\ker \mathcal{E})^\perp} \text{dom} A$. Since $\pi_{(\ker \mathcal{E})^\perp} y \in M \cap \pi_{(\ker \mathcal{E})^\perp} \text{dom} A$ is in this domain, the calculation

$$\lim_{t \downarrow 0} \frac{1}{t} \left( \mathcal{T} \mathfrak{A}(t) T^+ z - z \right) = \lim_{t \downarrow 0} \frac{1}{t} \left( V^* S^* f A(t) \pi_{(\ker \mathcal{E})^\perp} R U \Sigma^{-1} z - z \right)$$

$$= \lim_{t \downarrow 0} \frac{1}{t} \left( V^* S^* \mathfrak{A}(t) S^{-*} V (V^* S^*) y - (V^* S^*) y \right)$$

$$= \lim_{t \downarrow 0} \frac{1}{t} \left( V^* \left( S^* \pi_{(\ker \mathcal{E})^\perp} \mathfrak{A}(t) \pi_{(\ker \mathcal{E})^\perp} y - S^* \pi_{(\ker \mathcal{E})^\perp} y \right) \right)$$

$$= V^* S^* \lim_{t \downarrow 0} \frac{1}{t} \left( \pi_{(\ker \mathcal{E})^\perp} \mathfrak{A}(t) \pi_{(\ker \mathcal{E})^\perp} y \right) \pi_{(\ker \mathcal{E})^\perp} y$$

$$= V^* S^* \pi_{(\ker \mathcal{E})^\perp} \tilde{A} \pi_{(\ker \mathcal{E})^\perp} y$$

$$= V^* S^* \pi_{(\ker \mathcal{E})^\perp} R U \Sigma^{-1} z$$

shows $A_o z = V^* S^* \tilde{A} S^{-*} V z$ and $V^* S^*(\text{dom} A \cap \text{ran} R) \subset \text{dom} A_o$. By [5, Proposition II.1.7], $\mathcal{Z}$ is already a core for $A_o$ if it is $\mathfrak{A}_o$ invariant and dense.
in \( \text{dom} \, A_o \). It is indeed invariant: We can write any \( z \in \mathcal{Z} \) as \( z = V^*S^*\mathcal{B}u \) with \( u \in W^{1,2}_0(\mathbb{R}_-; \mathcal{U}) \) and the equality
\[
\mathfrak{A}_o z = V^*S^*\mathfrak{A}(t)S^{-*}Vz = V^*S^*\mathfrak{A}(t)S^{-*}V(V^*S^*\mathcal{B}u)
\]
\[
= V^*S^*\mathfrak{A}(t)\pi_{(\ker S^*)^\perp}\mathcal{B}u = V^*S^*\mathfrak{A}(t)\mathcal{B}u = V^*S^*\mathcal{B}r^t u
\]
holds. Now the left shift of \( u \) is obviously again in \( W^{1,2}_0(\mathbb{R}_-; \mathcal{U}) \) and the overall expression therefore in \( \mathcal{Z} \). Regarding density, we have that the continuous mapping \( V^*S^*\mathcal{B} \) maps the dense subset \( W^{1,2}_0(\mathbb{R}_-; \mathcal{U}) \) of \( L^2(\mathbb{R}_-; \mathcal{U}) \) into a dense subset of its image \( \text{ran} V^*S^*\mathcal{B} \), which is \( \Sigma\ell_2 \). Since this is dense in \( \ell_2 \), we conclude that \( \mathcal{Z} \) is dense in \( \ell_2 \) and in particular in \( \text{dom} \, A_o \). For the assertion concerning the extended generator observe that any core of a semi-group generator is also a core for the extended generator, since the density with respect to the stronger graph norm implies density with respect to the weaker graph norm. \( \square \)

**Remark 7.1.** If \( \ker \mathcal{C} = \{0\} \), i.e. the original system is observable, the projection \( \pi_{(\ker S^*)^\perp} \) is just the identity and \( \tilde{A} \) may be replaced by \( A \). In the non-observable case, one might be tempted to omit the projection in the expression \( V^*S^*A\pi_{(\ker S^*)^\perp}RU\Sigma^{-1} \) as well, since \( A \) maps \( \text{dom} \, A \cap \ker S^* \) into \( \ker S^* \) anyway. However, this is not allowed because for arbitrary \( z \in \mathcal{Z} \), \( RU\Sigma^{-1}z \) will in general not be in the domain of \( A \), even though the projected vector \( \pi_{(\ker S^*)^\perp}RU\Sigma^{-1}z \) lies in \( \pi_{(\ker S^*)^\perp} \text{dom} \, A \).

**Proof of Theorem 5.3.** We start with the proof of c). A simple calculation shows that the adjoint \( (\mathcal{T}|\mathcal{M})^* \) of \( \mathcal{T}|\mathcal{M} : \mathcal{M} \to \ell_2 \) equals \( \pi_{\mathcal{M}}SV \). In order to show that \( (\mathcal{T}|\mathcal{M})^* \) maps \( \text{dom} \, A_o^* \) into \( \text{dom} \, \tilde{A}^* \), we prove the following three auxiliary statements:

(i) For all \( (x_n) \in \ell_2 \) holds \( \text{SV}(x_n) = \mathcal{C}^*\tilde{V}(x_n) \): Due to continuity, the equality
\[
Sx = SS^*S^{-*}x = \mathcal{C}^*\mathcal{C}S^{-*}x = \mathcal{C}^*\mathcal{B}x,
\]
which is true for all \( x \in \text{ran} S^*R \), must hold on \( \text{ran} S^*R = \text{ran} V \) as well, and the assertion follows using \( \tilde{V} = \mathcal{B}V \).

(ii) The operator \( \mathcal{C}^* \) maps \( W^{1,2}_0(\mathbb{R}_+; \mathcal{Y}) \) into \( \text{dom} \, A^* \): This follows because \( \mathcal{C}^*\Gamma \) is the input operator of the adjoint system [18, Section 6.2] when \( \Gamma \) denotes the reflection operator from (2.4), and therefore, \( \mathcal{C}^*\Gamma \) maps \( W^{1,2}_0(\mathbb{R}_-; \mathcal{Y}) \) into \( \text{dom} \, A^* \), according to Lemma 4.3.5(i) of [18], which was used already in the proof of Proposition 7.3.

(iii) The last assertion is that \( \pi_{\mathcal{M}}\mathcal{C}^* = \pi_{\mathcal{M}}\mathcal{C}^*\pi_{\text{ran} \mathcal{B}^*} \): If we take an arbitrary \( y \in L^2(\mathbb{R}_+; \mathcal{Y}) \), then \( (\text{ran} \mathcal{B})^\perp = \ker \mathcal{B}^*\mathcal{C}^* \) shows that
\[
\tilde{y} := \mathcal{C}^*\pi_{\text{ran} \mathcal{B}^*}y \in \text{ran} \mathcal{C}^* \cap \ker \mathcal{B}^* \subset (\ker \mathcal{C})^\perp \cap (\text{ran} \mathcal{B})^\perp.
\]
Hence, taking the scalar product with any \( x \in \mathcal{M} \), which must be of the form \( x = \pi_{(\ker \mathcal{C})^\perp}b \) for some \( b \in \text{ran} \mathcal{B} \) yields
\[
\langle x, \tilde{y} \rangle_M = \langle b - \pi_{\ker \mathcal{C}}b, \tilde{y} \rangle_M = \langle b, \tilde{y} \rangle_M - \langle \pi_{\ker \mathcal{C}}b, \tilde{y} \rangle_M = 0
\]
It follows \( \tilde{y} \in \overline{M} \), and therefore
\[
\pi_M \mathcal{C}^* y = \pi_M \mathcal{C}^* \pi_{\text{ran} z} y + \pi_M \mathcal{C}^* \pi_{(\text{ran} z)^\perp} y \\
= \pi_M \mathcal{C}^* \pi_{\text{ran} z} y + \pi_M \tilde{y} \\
= \pi_M \mathcal{C}^* \pi_{\text{ran} z} y,
\]
which is what we wanted to show.

In order to prove our original claim, we pick \((x_n) \in \text{dom } A_o^*\). Because \( \tilde{V} \) was the similarity transformation between (5.5) and the output-normalized shift realization, we have \( \tilde{V} \text{ dom } A_o^* = \pi_{\text{ran } \mathcal{C}^*} W_0^{1,2} (\mathbb{R}_+; \mathcal{Y}), \) see (7.3a). Hence, \( \tilde{V}(x_n) = \pi_{\text{ran } \mathcal{C}^*} y \) for some \( y \in W_0^{1,2} (\mathbb{R}_+; \mathcal{Y}) \), and with (i) and (iii) we get
\[
(\mathcal{T}|_M)^*(x_n) = \pi_M SV(x_n) = \pi_M \mathcal{C}^* \tilde{V}(x_n) = \pi_M \mathcal{C}^* \pi_{\text{ran } \mathcal{C}^*} y = \pi_M \mathcal{C}^* y.
\]
Now, because of (ii), the latter is an element of \( \pi_M (\text{dom } A^* \cap (\ker \mathcal{C})^\perp) \), which was shown to be dom \( \tilde{A}^* \) in Lemma 3.1. Finally, Lemma 1.2 implies that (5.8) is an extension of \( \mathcal{T}|_M \) as claimed in \( c)\).

Observe that, on the set \( \mathcal{Z} \), the operators \( A_o|_{\ell_2} \) and \( \mathcal{T}_1 \tilde{A}_1 \pi_{(\ker S^*)} \mathcal{T}_1^+ \) reduce to their unextended versions and therefore coincide according Proposition 7.3. Since \( \mathcal{Z} \) is a core of the closed operator \( A_o|_{\ell_2} \), whose domain contains \( \Sigma \ell_2 \), this shows that \( \mathcal{T}_1 \tilde{A}_1 \pi_{(\ker S^*)} \mathcal{T}_1^+ \) is closable and its closure is \( A_o|_{\ell_2} \). In particular, both operators coincide on the larger set \( \Sigma \ell_2 \), hence the assertions (5.6) and (5.9) are true. We make use of this fact to determine the control operator via (2.7). For any \( u \in \mathcal{U} \) and \( \lambda \in \rho(A_o) \cap \rho(\tilde{A}) \) it can be calculated by
\[
B_0 u = (\lambda - A_o|_{\ell_2}) \mathcal{B}_0 e_\lambda u = \left( \lambda - \mathcal{T}_1 \tilde{A}_1 \pi_{(\ker S^*)} \mathcal{T}_1^+ \right) \pi_{(\ker S^*)} \mathcal{B} e_\lambda u \\
= \mathcal{T}_1 (\lambda - \tilde{A}) \pi_{(\ker S^*)} \mathcal{B} e_\lambda u = \mathcal{T}_1 (\lambda - \tilde{A}) \tilde{B} e_\lambda u = \mathcal{T}_1 \tilde{B} u.
\]
Here, we have used that \( \mathcal{T} \) maps \( M \) into \( \Sigma \ell_2 \) and \( \pi_{(\ker S^*)} \mathcal{T}^+ \mathcal{T} \) is the identity on \( M \). Now for the output operator \( C_o \): We take an element \( z \in \Sigma \ell_2 \) such that \( z = \mathcal{T} x \) for some \( x \in \text{dom } C \). Then in general \( \mathcal{T}^+ z \neq x \), and the first thing we have to check is that \( \mathcal{T}^+ z \) is in the domain of \( C \). An immediate consequence of the definition of dom \( C \) is that ker \( S^* = \ker \mathcal{C} \subset (\text{dom } C \cap \ker C) \). Since dom \( C \) is a linear space, we deduce
\[
\pi_{(\ker \mathcal{C})} \mathcal{T}^+ z = \pi_{(\ker \mathcal{C})} \mathcal{T}^+ x = x - \pi_{\ker \mathcal{C}} x \in \text{dom } C,
\]
and with this we get indeed
\[
\mathcal{T}^+ z = \pi_{(\ker \mathcal{C})} \mathcal{T}^+ z + \pi_{\ker \mathcal{C}} \mathcal{T}^+ z \in \text{dom } C.
\]
Hence,
\[
C_o z = \lim_{t \to 0} \frac{1}{t} \int_0^t (\mathcal{C} S^{-*} V z)(\tau) d\tau = CS^{-*} V z = C \pi_{\ker \mathcal{C}} \mathcal{T}^+ z = CT^+ z
\]
and \( \mathcal{T} \text{ dom } C \cap \Sigma \ell_2 \subset \text{dom } C_0. \) \( \square \)
8. Proof of Theorem 5.4 and 5.5

The idea behind the proof of Theorem 5.4 is to obtain the balanced system by interpolating between the output normalized realization (5.5) of $\mathcal{D}$ on $(\ell_2, \langle \cdot, \cdot \rangle_{\ell_2})$ and its restriction to $(\Sigma \ell_2, \langle \cdot, \cdot \rangle_{\Sigma})$. This restriction is an input normalized realization of $\mathcal{D}$, and it is well-posed because it is unitary equivalent to the input normalized system (4.1). So an important ingredient for the proof is the following auxiliary result about well-posedness of an interpolated system.

Lemma 8.1. Let $X$, $X$ and $X$ be Hilbert spaces with $X \hookrightarrow X \hookrightarrow X$. Assume that there exists a positive operator $\Sigma \in B(X)$ such that $X = \text{ran}\, \Sigma^{1/2}$, $X = \text{ran}\, \Sigma$ and
\[
\langle x, y \rangle_X = \langle \Sigma^{1/2}x, \Sigma^{1/2}y \rangle_X = \langle \Sigma x, \Sigma y \rangle_X \quad \forall x, y \in X.
\]
Let $(\mathcal{A}, \mathcal{B}, \mathcal{C}, \mathcal{D})$ and $(\mathcal{A}, \mathcal{B}, \mathcal{C}, \mathcal{D})$ be two bounded well-posed linear systems on the Hilbert spaces $(\mathcal{U}, X, Y)$ and $(\mathcal{U}, X, Y)$ respectively, with the same input map $\mathcal{D}$, the same input/output map $\mathcal{D}$ and $\mathcal{A} = \mathcal{A}|_X$, $\mathcal{C} = \mathcal{C}|_X$. Then $X$ is invariant under $\mathcal{A}$ and $(\mathcal{A}|_X, \mathcal{B}, \mathcal{C}|_X, \mathcal{D})$ is a bounded well-posed linear system on $(\mathcal{U}, X, Y)$. Moreover the domain of the generator $A$ of $\mathcal{A}$ is the part of $\mathcal{A}$ in $X$ and the domain of $A$ is a core for $A$.

Proof. The claim about well-posedness is a special case of Lemma 9.5.7 in [18]. That the generator of a semigroup restricted to an invariant subspace is given by the part of the generator in the subspace, is Lemma 1.1. To see that $\text{dom}\, A$ is a core, it suffices by [5, Proposition II.1.7] to see that it is invariant under $\mathcal{A}$ and a dense subset of $\text{dom}\, A$. The latter is true because of $X \hookrightarrow X$.

Remark 8.1. As an immediate consequence of Lemma 7.1 and the fact that $\Sigma^{1/2} : \ell_2 \rightarrow \Sigma^{1/2}\ell_2$ is an isomorphism the mapping
\[
T|_M : M \subset X \rightarrow \Sigma^{1/2}\ell_2, \quad T := \Sigma^{-1/2}V^*S^*.
\]
is an isomorphism with inverse
\[
T^+ : \Sigma^{1/2}\ell_2 \subset \ell_2 \rightarrow M, \quad \pi_{(\ker\, S^*)} T^+ := \pi_{(\ker\, S^*)} R U \Sigma^{1/2}.
\]

Lemma 8.2. Under the conditions of Theorem 5.4 the following holds: The output normalized system (5.5), restricted to $\Sigma \ell_2$,
\[
(\mathcal{A}, \mathcal{B}, \mathcal{C}, \mathcal{D}) := (\mathcal{A}|_{\Sigma \ell_2}, \mathcal{B}_{o}, \mathcal{C}_{o}|_{\Sigma \ell_2}, \mathcal{D})
\]
defines an input-normalized, bounded well-posed linear system on $(\Sigma \ell_2, \| \cdot \|_{\Sigma})$. The generator $A$ of $\mathcal{A}$ satisfies
\[
\text{dom}\, \mathcal{A} = Z = \{ x \in \text{dom}\, A_o \cap \Sigma \ell_2 : A_o x \in \Sigma \ell_2 \},
\]
\[
A : \text{dom}\, \mathcal{A} \subset \Sigma \ell_2 \rightarrow \Sigma \ell_2, \quad A x = A_o x \quad \forall x \in \text{dom}\, \mathcal{A},
\]
with $Z$ as in Theorem 5.3 a).
Proof. Similar to the proof of Theorem 5.2, we claim that

$$\mathcal{U}U\Sigma^{-1}: \Sigma\ell_2 \rightarrow (\ker \mathcal{H})^\perp$$

with inverse $\Sigma\mathcal{U}^*U^*$ is a unitary similarity transformation between the system (8.1) and the input normalized similarity realization (4.1) on $(\ker \mathcal{H})^\perp$. We know that $U \in \mathcal{B}(\ell_2; (\ker S^*R)^\perp)$ and $\mathcal{U} \in \mathcal{B}((\ker S^*R)^\perp; (\ker \mathcal{H})^\perp)$ are unitary (Lemma 6.1). Due to the scalar product (1.3) used on $\Sigma\ell_2$, the operator $\Sigma \in \mathcal{B}(\ell_2; \Sigma\ell_2)$ is unitary as well. So it only remains to show that (8.1) is related to (4.1) via these transformations. In Lemma 6.1 we proved that $R^{-1}\mathcal{B}: \ker \mathcal{B} \rightarrow \ker R^\perp$ maps $(\ker \mathcal{H})^\perp$ into $(\ker S^*R)^\perp$ and called the restriction $\mathcal{U}^*$. Using the readily verified fact that $R^{-1}\mathcal{B}$ also maps $\ker \mathcal{H}$ into $\ker S^*R$, we therefore have

$$\pi_{(\ker S^*R)^\perp}(R^{-1}\mathcal{B}) = \pi_{(\ker S^*R)^\perp}(R^{-1}\mathcal{B})\pi_{(\ker \mathcal{H})^\perp} = \mathcal{U}^*\pi_{(\ker \mathcal{H})^\perp},$$

and consequently for all $x \in \text{ran} \mathcal{B}$

$$V^*S^*x = V^*S^*RR^{-1}\mathcal{B}\mathcal{B}^{-1}x = V^*S^*R\pi_{(\ker S^*R)^\perp}(R^{-1}\mathcal{B})\mathcal{B}^{-1}x = \Sigma U^*\mathcal{U}^*\pi_{(\ker \mathcal{H})^\perp}\mathcal{B}^{-1}x. \quad (8.3)$$

Using this and the $\mathcal{A}$-invariance of $\text{ran} R = \text{ran} \mathcal{B}$, we have

$$\mathcal{A}_o(t)|_{\Sigma\ell_2} = V^*S^*\mathcal{A}(t)RU\Sigma^{-1}$$

$$= \Sigma U^*\mathcal{U}^*\pi_{(\ker \mathcal{H})^\perp}\mathcal{B}^{-1}\mathcal{A}(t)\mathcal{B}UU\Sigma^{-1}$$

$$= \Sigma U^*\mathcal{U}^*\pi_{(\ker \mathcal{H})^\perp}\pi_{(\ker \mathcal{H})^\perp}U\Sigma^{-1}$$

This shows that $\pi_{(\ker S^*R)^\perp}R^{-1}\mathcal{A}R$ is unitarily similar to the strongly continuous semigroup of the shift realization on $(\ker \mathcal{H})^\perp$. For the input operators, equation (8.3) immediately gives the asserted formula

$$V^*S^*\mathcal{B} = \Sigma U^*\mathcal{U}^*\pi_{(\ker \mathcal{H})^\perp}\pi_{(\ker \mathcal{H})^\perp} = \Sigma U^*\mathcal{U}^*\pi_{(\ker \mathcal{H})^\perp},$$

and finally, the output operator $\mathcal{E}$ equals

$$\mathcal{E}RU\Sigma^{-1} = \mathcal{E}\mathcal{B}(\mathcal{B}^{-1}R)\Sigma^{-1} = \mathcal{H}_{(\ker \mathcal{H})^\perp}\mathcal{U}\Sigma^{-1},$$

which is the output operator the exactly controllable shift realization. So we have shown that system (8.1) is but a similarity transformation of the system (4.1). Therefore, well-posedness follows from Lemma 2.1 and moreover, the unitary transformations keep the system input normalized.

The domain of $\mathcal{A}$ is given by the transformations $\Sigma\mathcal{U}^*U^*$ applied to the domain of the exactly controllable shift realization. With (8.3) this becomes

$$\text{dom} \mathcal{A} = \Sigma\mathcal{U}^*U^*\pi_{(\ker \mathcal{H})^\perp}W_{1,2}^0(\mathbb{R}_-; \mathcal{U}) = V^*S^*\mathcal{B}W_{1,2}^0(\mathbb{R}_-, \mathcal{U}) = \mathcal{Z}.$$ 

On the other hand, we know that $\mathcal{A}_o$ is the restriction of $\mathcal{A}_o$ and strongly continuous with respect to $\|\cdot\|_{\Sigma\ell_2}$. Hence, Lemma 1.1 tells us that the generator $\mathcal{A}$ is must be the part of $A_o$ in $\Sigma\ell_2$, which is by definition the first term in (8.2).  \qed
Remark 8.2.  

a) We point out that one of the essential properties of the space \( Z \) is that \( x \in \mathcal{BW}_0^{1,2}(\mathbb{R}_+; \mathcal{U}) \) does not only imply \( x \in \text{dom } A \cap \text{ran } \mathcal{B} \), but also \( Ax \in \text{ran } \mathcal{B} \). This explains the fact that \( V^*S^*Ax \) is again an element of \( \Sigma \ell_2 \) and thus the relation (8.2).

b) A further similarity transformation with \( \Sigma \) yields an input normalized system on the state space \( \ell_2 \). This gives a completely analogous result to Theorem 5.2 with output normalization replaced by input normalization. For the upcoming interpolation step however, the present system with state space \( \Sigma \ell_2 \) is more convenient.

Proof of Theorem 5.4. We apply the interpolation Lemma 8.1 to the output normalized system (5.5) on \( \ell_2 \) and its restriction (8.1) to \( \Sigma \ell_2 \). This guarantees the well-posedness of the system

\[
(\hat{\mathcal{A}}, \hat{\mathcal{B}}, \hat{\mathcal{C}}, \mathcal{D}) := (\mathcal{A}_o|_{\Sigma^{1/2} \ell_2}, \mathcal{B}_o, \mathcal{C}_o|_{\Sigma^{1/2} \ell_2}, \mathcal{D})
\]

on the interpolated state space \( \Sigma^{1/2} \ell_2 \). In particular, \( \Sigma^{1/2} \) is invariant under \( \mathcal{A}_o \) and \( \mathcal{A}_o|_{\Sigma^{1/2} \ell_2} \) is strongly continuous with respect to \( \|\cdot\|_{\Sigma^{1/2} \ell_2} \).

In order to determine the Gramians of this system, we calculate the adjoints with respect to \( \langle \cdot, \cdot \rangle_{\Sigma^{1/2} \ell_2} \). For all \( y \in L^2(\mathbb{R}_+; \mathcal{Y}) \) and \( u \in L^2(\mathbb{R}_-; \mathcal{U}) \) we have

\[
\langle \mathcal{C}_o x, y \rangle_{L^2(\mathbb{R}_+; \mathcal{Y})} = \langle x, \mathcal{C}_o^* y \rangle_{\ell_2} = \langle \Sigma^{-1/2} x, \Sigma^{-1/2} \Sigma \mathcal{C}_o^* y \rangle_{\ell_2} = \langle x, \Sigma \mathcal{C}_o^* y \rangle_{\Sigma^{1/2} \ell_2} \quad \forall x \in \Sigma^{1/2} \ell_2 \quad \text{and}
\]

\[
\langle \mathcal{B}_o u, x \rangle_{\Sigma^{1/2} \ell_2} = \langle \Sigma^{-1/2} \mathcal{B}_o u, \Sigma^{-1/2} x \rangle_{\ell_2} = \langle u, \mathcal{B}_o^* \Sigma^{-1} x \rangle_{L^2(\mathbb{R}_-; \mathcal{U})} \quad \forall x \in \Sigma \ell_2.
\]

Thus, the observability and controllability Gramians with respect to the scalar product \( \langle \cdot, \cdot \rangle_{\Sigma^{1/2} \ell_2} \) are given by

\[
\hat{\mathcal{C}}^* \hat{\mathcal{C}} = \Sigma \mathcal{C}_o^* \mathcal{C}_o = \Sigma \text{id}_{\Sigma^{1/2}}
\]

and

\[
\hat{\mathcal{B}}^* x = \mathcal{B}_o \mathcal{B}_o^* \Sigma^{-1} x = V^* S^* \mathcal{B} \mathcal{B}_o^* S \Sigma^{-1} x = V^* S^* R R^* S \Sigma^{-1} x = V^* S^* R U U^* R^* S V \Sigma^{-1} x = \Sigma x \quad \forall x \in \Sigma \ell_2,
\]

where the last equation can be extended to the whole space \( \Sigma^{1/2} \ell_2 \), because both of the operators \( \hat{\mathcal{B}}^* \) and \( \Sigma \) are in \( \mathcal{B}(\Sigma^{1/2} \ell_2) \).

The last step is just to transfer the system to the favored state space \( \ell_2 \) via another unitary transformation \( \Sigma^{-1/2} : \Sigma^{1/2} \ell_2 \rightarrow \ell_2 \). The result of this is the system

\[
(\Sigma^{-1/2} \hat{\mathcal{A}}, \Sigma^{-1/2} \hat{\mathcal{B}}, \hat{\mathcal{C}} \Sigma^{1/2}, \mathcal{D})
\]

or

\[
(\Sigma^{-1/2} \hat{\mathcal{A}}, \Sigma^{-1/2} \hat{\mathcal{B}}, \Sigma, \mathcal{D})
\]
on \( \ell_2 \). Since we are transforming unitarily with respect to the scalar products \( \langle \cdot, \cdot \rangle_{\Sigma^1/2\ell_2} \) and \( \langle \cdot, \cdot \rangle_{\ell_2} \), the Gramians do not change and the resulting system is still balanced. In order to complete the proof, it suffices to check that the operators defined in (5.12) and (8.5) are the same. For \( \mathcal{B}_o \) and \( \mathcal{D} \) there is nothing to prove. For \( \mathcal{A}_o(t) \) and \( \mathcal{C}_o \) it follows since all the operators are bounded with respect to the \( \ell_2 \)-norm and coincide on the dense subset \( \Sigma \ell_2 \) of \( \ell_2 \).

**Proof of Theorem 5.5.** Lemma 8.1 also tells us that \( Z = \text{dom} \hat{A} \) is a core for \( \hat{A} \) and that the domain of \( \hat{A} \) is the part of \( A_o \) in \( \Sigma^1/2\ell_2 \). This means in particular

\[
\text{dom } \hat{A} = \left\{ x \in \Sigma^1/2 \cap \text{dom } A_o : A_o x \in \Sigma^1/2\ell_2 \right\},
\]

\[
\hat{A} z = A_o z = V^* S^* \hat{A}_{\pi(\ker S^*)\perp} R U \Sigma^{-1} x \quad \forall z \in Z.
\]

Since the semigroups \( \mathcal{A}_b \) and \( \hat{A} \) in the proof of Theorem 5.3 are unitarily similar via the transformation \( \Sigma^{-1/2} \in \mathcal{B}(\Sigma^1/2\ell_2; \ell_2) \), the same is true for their generators. So \( Z = \Sigma^{-1/2} Z \) must be a core for \( A_b \) and

\[
\text{dom } A_b = \Sigma^{-1/2} \text{dom } \hat{A} = \Sigma^{-1/2} \left\{ x \in \Sigma^1/2 \cap \text{dom } A_o : A_o x \in \Sigma^1/2\ell_2 \right\}
\]

\[
A_b z = \Sigma^{-1/2} \hat{A} \Sigma^{1/2} = \Sigma^{-1/2} V^* S^* \hat{A}_{\pi(\ker S^*)\perp} R U \Sigma^{-1/2} z \quad \forall z \in Z.
\]

The claim about the representation of \( C_b \) follows from the fact that \( \mathcal{C}_b x = \mathcal{C}_o \Sigma^{1/2} x \) for all \( x \in \Sigma^{-1/2} (V^* S^* \text{ dom } C \cap \Sigma \ell_2) \) and (5.7) via the definition of the Lebesgue extension in (2.6). So we have proved a) and b).

We do not determine the domain of the adjoint \( A_b^* \) exactly, but we will prove that \( \hat{Z} := \Sigma^{1/2} \text{ dom } A_o^* \) is a core for \( A_b^* \). Take \( y \in \hat{Z} \) and \( x \in \text{ dom } A_b \subset \Sigma^{-1/2} \text{ dom } A_o \). Then the equation

\[
\langle A_b x, y \rangle_{\ell_2} = \langle \Sigma^{-1/2} A_o \Sigma^{1/2} x, y \rangle_{\ell_2} = \langle x, \Sigma^1/2 A_o^* \Sigma^{-1/2} y \rangle_{\ell_2}
\]

shows, since the right hand side is continuous in \( x \), that \( y \in \text{ dom } A_b^* \) and

\[
A_b^* y = \Sigma^1/2 A_o^* \Sigma^{-1/2} y \quad \forall y \in \hat{Z}.
\]

(8.6)

So we have shown \( \hat{Z} \subset \text{ dom } A_b^* \). We now prove that \( \hat{Z} \) is dense in \( \ell_2 \) and \( \mathcal{A}_b^*- \)invariant. The continuity of \( \Sigma^{1/2} \in \mathcal{B}(\ell_2) \) implies that \( \Sigma^1/2 \text{ dom } A_o^* \) is dense in \( \Sigma^{1/2} \ell_2 \) with respect to the topology of \( \ell_2 \). Because \( \Sigma^1/2 \ell_2 \) itself is dense in \( \ell_2 \), it follows that \( \hat{Z} \) is dense in \( \ell_2 \). Furthermore, for \( x \in \ell_2 \) and \( y \in \hat{Z} \subset \Sigma^{1/2} \ell_2 \), the equation

\[
\langle \mathcal{A}_b(t) x, y \rangle_{\ell_2} = \langle \Sigma^{-1/2} \mathcal{A}_o(t) \Sigma^{1/2} x, y \rangle_{\ell_2} = \langle x, \Sigma^1/2 \mathcal{A}_o^*(t) \Sigma^{-1/2} y \rangle_{\ell_2}
\]

shows \( \mathcal{A}_b^*(t) y = \Sigma^1/2 \mathcal{A}_o^*(t) \Sigma^{-1/2} y \). This representation together with the definition of \( \hat{Z} \) show the \( \mathcal{A}_b \)-invariance of \( \hat{Z} \), since the \( \mathcal{A}_o(t) \) maps \( A_o^* \) into itself. So altogether \( \hat{Z} \) must be a core of \( A_b^* \). To complete the proof of c), we observe that \( \left( T |_{\mathcal{M}} \right)^* = \left( T |_{\mathcal{M}} \right)^* \Sigma^{-1/2} \) and therefore

\[
\left( T |_{\mathcal{M}} \right)^* \hat{Z} = \left( T |_{\mathcal{M}} \right)^* \Sigma^{-1/2} \Sigma^{1/2} \text{ dom } A_o^* = \left( T |_{\mathcal{M}} \right)^* \text{ dom } A_o^*.
\]
The latter is by Theorem 5.3 c) a subset of \( \text{dom} \tilde{A}^* \).

Finally, we prove d). Choose \( \lambda \) in the resolvent sets of \( A_b \) and \( A_o \), and take \( y \) still in \( \tilde{Z} \) and \( u \in \mathcal{U} \). Knowing from a) that \( y \in \text{dom} A_b^* \) and using (8.6) we have

\[
\langle B_b u, y \rangle_{(\text{dom} A_b^*)'}_{\text{dom} A_b^*} = \langle (\lambda - A_b|\ell_2) \mathfrak{B}_b e^\lambda u, y \rangle_{(\text{dom} A_b^*)'}_{\text{dom} A_b^*} \\
= \langle \mathfrak{B}_b e^\lambda u, (\lambda - A_b^*) y \rangle_{\ell_2} \\
= \langle \Sigma^{-1/2} \mathfrak{B}_o e^\lambda u, \Sigma^{1/2} (\lambda - A_b^*) \Sigma^{-1/2} y \rangle_{\ell_2} \\
= \langle \mathfrak{B}_o e^\lambda u, (\lambda - A_b^*) y \rangle_{\ell_2} \\
= \langle (\lambda - A_o|\ell_2) \mathfrak{B}_o u, \Sigma^{-1/2} y \rangle_{(\text{dom} A_o^*)'}_{\text{dom} A_o^*} \\
= \langle B_o u, \Sigma^{-1/2} y \rangle_{(\text{dom} A_o^*)'}_{\text{dom} A_o^*} \\
= \langle \tilde{B} u, (\mathcal{T}|\mathcal{M})^{\ast} y \rangle_{(\text{dom} \tilde{A}^*)'}_{\text{dom} \tilde{A}^*}.
\]

(8.7)

The functional \( B_b u \in (\text{dom} A_b^*)' \) is obtained by continuous extension of this expression to all \( y \in \text{dom} A_b^* \), because the core \( \tilde{Z} \) is dense in \( \text{dom} A_b^* \) with respect to the graph norm of \( A_b^* \).

\[\square\]

\[\text{Remark 8.3.} \] The generator \( A_b \) of \( \mathfrak{A}_b \) is also equal to

\[
\text{dom} A_b = \Sigma^{-1/2} \left\{ (x_n) \mid (x_n) \in \Sigma^{1/2} \ell_2 \quad \left[ \tilde{V}(x_n) \in W^{1,2}(\mathbb{R}_+; \mathcal{Y}) \quad \text{and} \right] \tilde{V}^*(\frac{d}{dx}) \tilde{V}(x_n) \in \Sigma^{1/2} \ell_2 \right\};
\]

\[A_b x = \Sigma^{-1/2} \tilde{V}^* \left( \frac{d}{dx} \right) \tilde{V} \Sigma^{1/2} x.\]

\[9. \text{Proof of Theorem 5.6 and 5.7}\]

We want to give a short explanation as to why it is necessary to define the spaces \( Z_b \), respectively \( Z_o \), in Theorem 5.6 and 5.7. The easiest way to see this is in the latter theorem, when we try to truncate the functional \( A_o|\ell_2 e_j \in (\text{dom} A_o^*)' \) from (7.2b). This functional is, by Lemma 1.2, defined through the adjoint (7.3b), and can, by partial integration, be shown to equal

\[
\langle A_o|\ell_2 e_j, (x_n) \rangle_{(\text{dom} A_o^*)'}_{\text{dom} (A_o^*)} = \int_0^\infty \frac{d}{dx} \tilde{v}_j(\xi) \sum_{n=1}^\infty \tilde{v}_n(\xi) x_n d\xi,
\]

with \( \frac{d}{dx} \tilde{v}_j \in L^1(\mathbb{R}_+; \mathcal{Y}) \). This representation is valid for all \( (x_n) \) in the domain of \( A_o^* \), which means \( \sum_{n=1}^\infty \tilde{v}_n x_n \in W_0^{1,2}(\mathbb{R}_+; \mathcal{Y}) \). At a first glance, it may seem straight forward to truncate this expression by defining

\[
\langle (A_o|\ell_2 e_j) r, x \rangle_{\mathbb{C}^r} := \int_0^\infty \frac{d}{dx} \tilde{v}_j(\xi) \sum_{n=1}^r \tilde{v}_n(\xi) x_n d\xi
\]

for \( x := [x_1, \ldots, x_r]^T \in \mathbb{C}^r \). To do this properly, however, we need to extend the functional \( A_o|\ell_2 e_j \) to \( \{ (x_n) \in \ell_2 : \sum_{n=1}^\infty \tilde{v}_n x_n \in W^{1,1}(\mathbb{R}_+; \mathcal{Y}) \} \), because \( \sum_{n=1}^r \tilde{v}_n x_n \) is an element of \( W^{1,1}(\mathbb{R}_+; \mathcal{Y}) \) and not of \( W_0^{1,2}(\mathbb{R}_+; \mathcal{Y}) \).
Since \( W^{1,1}_0(\mathbb{R}^+; \mathcal{Y}) \) is not dense in \( W^{1,1}(\mathbb{R}^+; \mathcal{Y}) \), this extension can not simply be obtained from continuity. Instead, it is constructed as follows: First, the subspace of all functionals in \( (W^{1,1}_0(\mathbb{R}^+; \mathcal{Y}))' \) that can be represented by an \( L^1 \)-function is identified with the actual space \( L^1(\mathbb{R}^+; \mathcal{Y}) \), and then it is embedded into the dual space of \( W^{1,1}(\mathbb{R}^+; \mathcal{Y}) \). For the operator \( B_o \), which experiences the same difficulties only with \( \frac{d}{dt} \tilde{v}_j \) replaced by \( hu \), one can either proceed in the same way or, more elegantly, by using the Lebesgue extension of its adjoint.

We only execute the proof for the slightly more difficult Theorem 5.6, because the one for Theorem 5.6 is analogous up to some simplifications.

**Proof of Theorem 5.6.** We show that the space

\[
Z_b := \left\{ (z_n) \in \Sigma^{1/2} \ell_2 \left| \tilde{\Sigma}^{1/2} (z_n) \in W^{1,1}(\mathbb{R}^+; \mathcal{Y}) \right. \right\}
\]

with the norm \( \| (z_n) \|_{Z_b} := \| \tilde{\Sigma}^{1/2} (z_n) \|_{W^{1,1}(\mathbb{R}^+; \mathcal{Y})} \) has the asserted properties.

Because the Schmidt vectors \( \tilde{v}_i \) are in \( W^{1,1}(\mathbb{R}^+; \mathcal{Y}) \) by [8], the vector \( \tilde{\Sigma}^{1/2} e_i = 1/(\sqrt{\sigma_i}) \tilde{v}_i \) is also in this space. Hence, \( e_i \in Z_b \) and \( a) \) is true.

We claim that the space

\[
\tilde{Z}_b := \left\{ f \in (\text{dom } A^*_b)' \left| \begin{array}{l}
\exists \tilde{f} \in L^1(\mathbb{R}^+; \mathcal{Y}) \quad \forall (x_n) \in \Sigma^{1/2} \text{ dom } A^*_o : \\
\langle f, (x_n) \rangle = \int_0^\infty \langle \tilde{f}(\xi), y(\xi) \rangle_{\mathcal{Y}} \, d\xi \quad \text{for some} \\
y \in W^{1,2}_0(\mathbb{R}^+; \mathcal{Y}) \text{ with } \pi_{\text{ran } \tilde{y}} y = \tilde{\Sigma}^{1/2} (x_n).
\end{array} \right. \right\}
\]

with norm \( \| f \|_{\tilde{Z}_b} := \| \tilde{f} \|_{L^1(\mathbb{R}^+; \mathcal{Y})} \) is continuously embedded into \( Z'_b \) via the injection

\[
\iota : \tilde{Z}_b \to Z'_b, \quad \langle \iota f, (z_n) \rangle := \int_0^\infty \left\langle \tilde{f}(\xi), \sum_{n=1}^\infty \frac{z_n}{\sqrt{\sigma}} \tilde{v}_n(\xi) \right\rangle_{\mathcal{Y}} \, d\xi \quad \forall (z_n) \in Z_b.
\]

A simple estimate shows \( |\langle \iota f, (z_n) \rangle| \leq \| \iota f \|_{L^1(\mathbb{R}^+; \mathcal{Y})} \| (z_n) \|_{Z_b} \) and hence, \( \iota f \) is a functional on \( \tilde{Z}_b \). The estimate \( \| \iota f \|_{Z'_b} \leq \| f \|_{\tilde{Z}_b} \) moreover shows the continuity of the embedding \( \iota \). To conclude the injectivity of \( \iota \), observe that \( \langle \iota f, (z_n) \rangle = 0 \) for all \( (z_n) \in Z_b \) is equivalent to \( \int_0^\infty \left\langle \tilde{f}(\xi), w(\xi) \right\rangle_{\mathcal{Y}} \, d\xi = 0 \) for all \( w \in W^{1,1}(\mathbb{R}^+; \mathcal{Y}) \cap \text{ran } \tilde{y} \), which implies \( \tilde{f} \in (\text{ran } \tilde{y})^\perp \). Hence, \( f \) is the zero functional on \( \text{dom } A^*_b \) if \( \iota f = 0 \).

In order to prove the first part of \( b) \), it suffices now to show that \( A_b |_{\ell_2 e_j} \in \tilde{Z}_b \) for all \( j \in \mathbb{N} \). Choose an arbitrary \( (z_n) \) in the set \( \tilde{Z} = \Sigma^{1/2} \text{ dom } A^*_o \), which was shown to be a core for \( A^*_b \) in the proof of Theorem 5.5 \( c) \). Remembering the formula (7.3b) we choose \( y \in W^{1,2}_0(\mathbb{R}^+; \mathcal{Y}) \) with \( \pi_{\text{ran } \tilde{y}} y = \tilde{\Sigma}^{1/2} (z_n) \)}
and have
\[ \langle A_b | \ell_2 e_j, (z_n) \rangle_{(\text{dom } A_b^*)'} = \langle e_j, (z_n) \rangle_{\ell_2} = \langle e_j, \Sigma^{1/2} A_b^* - \Sigma^{-1/2} (z_n) \rangle_{\ell_2} \\
= \langle e_j, -\Sigma^{1/2} \tilde{V} S \frac{d}{dx} y \rangle_{\ell_2} \\
= \left\langle \tilde{V} \Sigma^{1/2} e_j, -\frac{d}{dx} y \right\rangle_{L^2(\mathbb{R}_+; \mathcal{Y})} \\
= \int_0^\infty \left\langle \sqrt{\sigma_j^{1/2} \tau_j} \langle \xi \rangle, y(\xi) \right\rangle_{\mathcal{Y}} d\xi. \]

Here, we have used partial integration between a $W^{1,1}$- and a $W^{1,2}_0$-function, which can be justified by approximation with smooth functions. The equation above shows that $A_b|\ell_2 e_j$ is an element of $\tilde{Z}_b$ with $A_b|\ell_2 e_j = \sqrt{\sigma_j^{1/2} \tau_j} \tilde{v}_j$. Now it is merely a matter of definition to plug $e_i$ into $\langle A_b | \ell_2 e_j, e_i \rangle$ and get (4.4a).

To show the first equality in (4.4b), we observe that the equation (8.7) and (7.4) imply that $B_b u \in \tilde{Z}_b$ with $B_b u = h u$ for all $u$. Hence the embedding $i$ gives
\[ \langle B_b u, e_i \rangle_{\mathcal{Z}_b'} = \frac{1}{\sqrt{\sigma_i}} \int_0^\infty \langle h(\xi) u, \tilde{v}_i(\xi) \rangle_{\mathcal{Y}} d\xi = \frac{1}{\sqrt{\sigma_i}} \langle u, (H^* \tilde{v}_i)(0) \rangle_{\mathcal{U}} \\
= \frac{1}{\sqrt{\sigma_i}} \langle u, \tilde{u}_i(0) \rangle_{\mathcal{U}} = b_i(u), \]
where the representation of $H^*$ given in [8, Lemma 5.3.3] was used. The second equality in (4.4b) uses the Lebesgue extension of $B_b'$, which is defined as
\[ (B_b')_L := \lim_{t \to 0} \frac{1}{t} \int_0^t (B_b^* x)(-\tau) d\tau. \]

Since $\text{dom}(B_b')_L$ is by definition the set where this limit exists, we conclude from
\[ \mathfrak{B}_b^* e_j = \mathfrak{B}^* S \Sigma^{-1/2} e_j = \frac{1}{\sqrt{\sigma_j}} \mathfrak{B}_b e_j = \sqrt{\sigma_j^{1/2} \tau_j} \tilde{v}_j \in W^{1,1}(\mathbb{R}_+; \mathcal{U}) \]
that $e_i \in \text{dom}(B_b')_L$ for all $i \in \mathbb{N}$ and
\[ \langle u, (B_b')_L e_j \rangle_{\mathcal{U}} = \langle u, \sqrt{\sigma_j^{1/2} \tau_j} \tilde{v}_j(0) \rangle_{\mathcal{U}} = b_j(u)(0). \]

Finally, by (7.5), the set $\Sigma^{-1/2} Z_b$ is contained in the domain of $C_o$ since $W^{1,1}$-functions are continuous and therefore have a Lebesgue point at zero. Hence $Z_b \subset \text{dom} C_b = \Sigma^{1/2} \text{dom} C_o$ and again with (7.5) we conclude
\[ C_b e_j = C_o \Sigma^{1/2} e_j = \lim_{t \to 0} \frac{1}{t} \int_0^t \frac{e_j}{\sqrt{\sigma_j^{1/2} \tau_j}} \tilde{v}_j(\tau) d\tau = \frac{1}{\sqrt{\sigma_j^{1/2}}} \tilde{v}_j(0) = c_i. \]

\[ \square \]

Proof of Theorem 5.7. The proof is completely analogous to the previous one. We only give the necessary definitions
\[ Z_o := \left\{ (z_n) \in \ell_2 \left| \tilde{V}(z_n) \in W^{1,1}(\mathbb{R}_+; \mathcal{Y}) \right. \right\}, \quad \|z_n\|_{Z_o} := \|\tilde{V}(z_n)\|_{W^{1,1}(\mathbb{R}_+; \mathcal{Y})}, \]
and

\[ \tilde{Z}_o := \left\{ f \in (\text{dom } A^*)' \mid \exists \tilde{f} \in L^1(\mathbb{R}_+; \mathcal{Y}) \quad \forall (x_n) \in \text{dom } A^*_o : \right. \]
\[ \left. \langle f, (x_n) \rangle = \int_0^\infty \left\langle \tilde{f}(\xi), y(\xi) \right\rangle_y d\xi \quad \text{for some } \right. \]
\[ \left. y \in W_{0,2}^1(\mathbb{R}_+; \mathcal{Y}) \right\} \quad \text{with } \pi_{\text{ran } \tilde{Y}} y = \tilde{V}(x_n). \]

**Remark 9.1.** In the case when \( h \in L^2(\mathbb{R}_+; \mathcal{B}(U, \mathcal{Y})) \) and the Schmidt vectors therefore satisfy \( \tilde{v}_i \in W^{1,2}(\mathbb{R}_+; \mathcal{Y}) \) and \( \tilde{u}_i \in W^{1,2}(\mathbb{R}_+; \mathcal{U}) \), we have to make the following adaptations: In the proof of Theorem 5.6, respectively 5.7, replace \( W^{1,1} \) by \( W^{1,2} \) and \( L^1 \) by \( L^2 \) in the definitions of \( Z_b \) and \( \tilde{Z}_b \), respectively \( Z_o \) and \( \tilde{Z}_o \). This way, \( Z_o \) becomes \( \text{dom } A_o \) and \( \tilde{Z}_o \) becomes \( \ell_2 \). In Theorem 5.6, \( Z_b \) becomes \( \Sigma^{1/2} \text{dom } A_o \) and \( \tilde{Z}_b \) is \( \Sigma^{-1/2} \ell_2 := \{ (y_n) \mid \Sigma^{1/2}(y_n) \in \ell_2 \} \), with \( (y_n) = \tilde{V}\Sigma^{1/2}(y_n) \) being the required \( L^2 \)-function for each \( (y_n) \in \Sigma^{-1/2} \ell_2 \). The unitarity of \( \tilde{V} \) than implies

\[ \langle \iota(y_n), x_n \rangle_{Z_b^*, Z_b} = \langle \Sigma^{1/2}(y_n), \Sigma^{-1/2}(x_n) \rangle_{\ell_2}. \]

**10. Proof of Theorem 5.8**

**Proof of Theorem 5.8.** We proceed similar to the proof of Theorem 5.6. Define

\[ Z := \left\{ z \in \text{ran } \mathcal{C}^* \mid \tilde{\mathcal{C}}^{-*} z \in \text{ran } \mathcal{H} \cap W^{1,1}(\mathbb{R}_+; \mathcal{Y}) \right\} \]

with norm \( \| z \|_Z := \| \tilde{\mathcal{C}}^{-*} z \|_{W^{1,1}(\mathbb{R}_+; \mathcal{Y})} \). The space

\[ \tilde{\mathcal{Z}} := \left\{ f \in (\text{dom } \tilde{A})' \mid \exists \tilde{f} \in L^1(\mathbb{R}_+; \mathcal{Y}) \quad \forall y \in W_{0,2}^1(\mathbb{R}_+; \mathcal{Y}) \subseteq \text{dom } \tilde{A}^* : \right. \]
\[ \left. \langle f, \tilde{\mathcal{C}}^* y \rangle = \int_0^\infty \left\langle \tilde{f}(\xi), y(\xi) \right\rangle_y d\xi \right\} \]

with norm \( \| f \|_{\tilde{\mathcal{Z}}} := \| \tilde{f} \|_{L^1(\mathbb{R}_+; \mathcal{Y})} \) is continuously embedded into \( Z' \) via the injection

\[ \iota : \tilde{\mathcal{Z}} \to Z', \quad \langle \iota f, z \rangle := \int_0^\infty \left\langle \tilde{f}(\xi), \tilde{\mathcal{C}}^{-*} z(\xi) \right\rangle_y d\xi \quad \forall z \in Z. \]

Furthermore, for all \( \forall y \in W_{0,2}^1(\mathbb{R}_+; \mathcal{Y}) \) we have \( A^* \mathcal{C}^* y = \mathcal{C}^* y \in \text{ran } \mathcal{C}^* \) and

\[ \langle A |_X R u_i, \mathcal{C}^* y \rangle_{(\text{dom } A^*)', \text{dom } A^*} = \langle A |_X \mathcal{B} \tilde{u}_i, \mathcal{C}^* y \rangle_{(\text{dom } A^*)', \text{dom } A^*} = \langle \mathcal{C}^{-1} \mathcal{C} \mathcal{B} \tilde{u}_i, \mathcal{C}^* y \rangle_X \]
\[ = \langle \mathcal{C} \mathcal{B} \tilde{u}_i, \mathcal{C}^{-*} A^* \mathcal{C}^* y \rangle_{L^2(\mathbb{R}_+; \mathcal{Y})} \]
\[ = -\langle \tilde{v}_i, \pi_{(\ker \mathcal{C})} \frac{d}{d\xi} y \rangle_{L^2(\mathbb{R}_+; \mathcal{Y})} \]
\[ = \left\langle \frac{d}{d\xi} \tilde{v}_i, y \right\rangle_{L^1(\mathbb{R}_+; \mathcal{Y})} \]
This shows $A|_X Ru_i \in \tilde{Z} \subset Z'$. Together with $c^{-*} Sv_j = \tilde{v}_j \in \text{ran} \mathcal{S} \cap W^{1,1}(\mathbb{R}_+; \mathcal{Y})$, this shows $b)$. Our definition of the embedding $\iota$ leads to
\[
\langle A|_X Ru_i, Sv_j \rangle_{\tilde{Z}, Z} = \langle A|_X \mathcal{B} \tilde{u}_i, c^{-*} \tilde{v}_j \rangle_{\tilde{Z}, Z} = \langle \iota A|_X \mathcal{B} \tilde{u}_i, c^{-*} \tilde{v}_j \rangle_{Z', Z} = \langle \frac{d}{dt} \tilde{v}_i, c^{-*} c^{-*} \tilde{v}_j \rangle_{L^1(\mathbb{R}_+; \mathcal{Y}), L^\infty(\mathbb{R}_+; \mathcal{Y})} = \frac{\sqrt{\sigma_i}}{\sqrt{\sigma_j}} a_{ij}.
\]

With the adjoint $B' \in \mathcal{B}(\text{dom } A^*; \mathcal{U})$ of $B$ we obtain for all $u \in \mathcal{U}$ and $y \in W^{1,2}_0(\mathbb{R}_+; \mathcal{Y})$
\[
\langle Bu, c^* y \rangle_{(\text{dom } A^*)', \text{dom } A^*} = \langle u, B' c^* y \rangle_{\mathcal{U}} = \langle u, (H^* y)(0) \rangle_{\mathcal{U}} = \langle u, \int_0^\infty h^* (\tau) y d\tau \rangle_{\mathcal{U}} = \int_0^\infty \langle h(\tau) u, y \rangle_{\mathcal{Y}} d\tau.
\]
This shows that $\text{ran } B \subset \tilde{Z} \subset Z'$ and therefore
\[
\langle Bu, Sv_i \rangle_{\tilde{Z}_b, Z_b} = \langle \iota Bu, c^* \tilde{v}_i \rangle_{Z'_b, Z_b} = \langle hu, c^{-*} c^* \tilde{v}_i \rangle_{L^1(\mathbb{R}_+; \mathcal{Y}), L^\infty(\mathbb{R}_+; \mathcal{Y})} = \sqrt{\sigma_i} b_i(u).
\]

For the alternative representation, we observe that $B^* c^* \tilde{v}_i = \sigma_i \tilde{u}_i$, which is in $W^{1,1}(\mathbb{R}_-; \mathcal{U})$. This implies $c^* \tilde{v}_i \in \text{dom}(B')_L$ for all $i \in \mathbb{N}$ and
\[
b_i u = \sqrt{\sigma_i} \langle u, \tilde{u}_i(0) \rangle_{\mathcal{U}} = \frac{1}{\sqrt{\sigma_i}} \langle u, (H^* \tilde{v}_j)(0) \rangle_{\mathcal{U}} = \frac{1}{\sqrt{\sigma_j}} \langle u, (B'_L c^* \tilde{v}_j) u \rangle_{\mathcal{U}}.
\]

Finally, the equality
\[
c Ru_j = c \mathcal{B} \tilde{u}_j \tilde{v}_j \in W^{1,1}(\mathbb{R}_+; \mathcal{Y})
\]
shows that $Ru_j$ is in the domain of $C$ and
\[
C Ru_j = \lim_{t \to 0} \frac{1}{t} \int_0^t (C Ru_j)(\tau) d\tau = \lim_{t \to 0} \frac{1}{t} \int_0^t \tilde{v}_j(\tau) d\tau = \tilde{v}_j(0) = \sqrt{\sigma_i} c_i.
\]

\[\square\]

11. Pseudo-similarity in the minimal case

Proposition 11.1. With the preliminaries of Theorem 5.2 and, additionally, minimality of the system $(\mathfrak{A}, \mathfrak{B}, c, \mathfrak{D})$, the following holds true: The operator $\mathcal{T} = V^* S^*$ is a pseudo-similarity transformation defined on $X$. The inverse pseudo-similarity transformation $S^{-*} V : \text{ran } V^* S^* \subset \ell_2 \to \ell_2$ is exactly the closure $RUS^{-1}_\Sigma$ of the operator $T^+: \Sigma \ell_2 \subset \ell_2 \to X$. Accordingly, the domain of $RUS^{-1}_\Sigma$ equals $\text{ran } V^* S^*$ in this case.

Proof. The properties of a pseudo-similarity required in Definition 2.5 are readily verified using that
\[
\mathfrak{A}_o(t)(x_n) = V^* S^* \mathfrak{A} S^{-*} V(x_n) \quad \forall (x_n) \in \text{ran } V^* S^* ,
\]
which follows by a density argument, since both operator coincide on $\Sigma \ell_2 \subset \text{ran } V^* S^*$. Only the claim about the inverse transformation needs to be
proven at full length: In the minimal case, the singular value decomposition (5.3) reads

\[ S^*R|_{(\ker R)\perp} = V\Sigma U^*, \quad (11.1) \]

\[ U \in \mathcal{B}(\ell_2; (\ker R)^\perp), \quad V \in \mathcal{B}(\ell_2; (\ker S)^\perp), \]

because the density of \( \text{ran} \, R \) implies that \( \overline{\text{ran} \, S^*} = \overline{\text{ran} \, S} = (\ker S)^\perp \), and \( \ker S^*R = \ker R \) due to the injectivity of \( S^* \). Another consequence of this is that \( V^*S^* \) is injective and the inverse \( S^{-*}V : \text{ran} \, V^*S^* \subset \ell_2 \to X \) of this bounded operator is a closed operator. Because \( \pi_{(\ker S^*)\perp} \) is obsolete, it follows from (7.1) that \( S^{-*}V \) must be a closed extension of \( RU\Sigma^{-1} \) to \( \text{ran} \, V^*S^* \). In order to prove that it is the smallest closed extension, i.e. the adjoint of the adjoint of \( RU\Sigma^{-1} \), we have to determine the domains of these operators.

Our first claim is that \( \text{dom}(RU\Sigma^{-1})^* = \text{ran} \, S \). So pick an arbitrary \( y \in \text{ran} \, S \). Then for all \( (x_n) \in \Sigma \ell_2 \) holds

\[
\langle RU\Sigma^{-1}(x_n), y \rangle_X = \langle RU\Sigma^{-1}(x_n), SS^{-1}y \rangle_X = \langle S^*RU\Sigma^{-1}(x_n), S^{-1}y \rangle_{X_S} \\
= \langle V\Sigma U^*SU^{-1}(x_n), S^{-1}y \rangle_{X_S} = \langle V(x_n), S^{-1}y \rangle_{X_S} \leq \|S^{-1}y\|_{X_S}\|(x_n)\|_{\ell_2},
\]

and hence \( y \in \text{dom}(RU\Sigma^{-1})^* \). For the other inclusion, take an arbitrary \( y \in \text{dom}(RU\Sigma^{-1})^* \). Then there exists some constant \( K \) with

\[ K\|x\| \geq \langle RU\Sigma^{-1}(x_n), y \rangle_X = \langle \Sigma^{-1}(x_n), U^*R^*y \rangle_{\ell_2} \quad \forall (x_n) \in \Sigma \ell_2, \]

showing that \( U^*R^*y \) lies in the domain of the self-adjoint operator \( \Sigma^{-1} \), which is \( \Sigma \ell_2 \). (In particular, it follows \( (RU\Sigma^{-1})^* = \Sigma^{-1}U^*R^* \).) As a consequence of the controllability assumption, \( R^* \) is injective, so \( y \) can be written as \( y = R^{-*}U\Sigma x \) for some \( x \in \ell_2 \). Adjoining equation (11.1) gives

\[ R^*S|_{(\ker S)\perp} = (S^*R|_{(\ker R)\perp})^* = U\Sigma V^*. \]

and consequently \( y \in R^{-*} \text{ran} \, R^*S|_{(\ker S)\perp} = \text{ran} \, S \). So we have indeed shown \( \text{ran} \, S = \text{dom}(RU\Sigma^{-1})^* \).

Since we have already seen that \( S^{-*}V \) with its domain \( \text{ran} \, V^*S^* \) is an extension of \( RU\Sigma^{-1} \), it suffices to show

\[ \text{ran} \, V^*S^* \subset \overline{\text{dom}(RU\Sigma^{-1})^*} \]

\[ = \left\{ (x_n) \in \ell_2 \mid \exists K > 0 \forall y \in \text{ran} \, S : \langle (x_n), (RU\Sigma^{-1})^*y \rangle_{\ell_2} \leq K\|y\|_X \right\} \]

in order to complete the proof. So take an arbitrary \( (x_n) \in \text{ran} \, V^*S^* \). Then for all \( y \in \text{ran} \, S \) holds \( U^*R^*y \in \Sigma \ell_2 \) and, with the representation \( \Sigma^{-1} = \)
$V^*S^{-1}R^{-*}U|_{\Sigma\ell_2}$, we obtain
\[
\langle (x_n), (RU\Sigma^{-1})^*y\rangle_{\ell_2} = \langle V^*S^*S^{-*}V(x_n), (RU\Sigma^{-1})^*y\rangle_{\ell_2} \\
= \langle S^{-*}V(x_n), SV\Sigma^{-1}U^*R^*y\rangle_X \\
= \langle S^{-*}V(x_n), SS^{-1}R^{-*}R^*y\rangle_X \\
= \langle S^{-*}V(x_n), y\rangle_X \\
\leq \|S^{-*}V(x_n)\|_X \|y\|_X.
\]

This is what we needed to show. \(\square\)

**Proposition 11.2.** If in Theorem 5.4 the original system is minimal, then $T^+$ is closable and its closure
\[
\overline{T^+} : \{x \in \ell_2 : \Sigma^{1/2}x \in \text{ran } V^*S^*\} \subset \ell_2 \to X, \quad T^+ = RU\Sigma^{-1/2}
\]
is a pseudo-similarity transformation. Its inverse transformation is the closure of $T$, i.e.,
\[
\overline{T} : \{x \in X : V^*S^*x \in \Sigma^{1/2}\ell_2\} \subset X \to \ell_2, \quad T := \Sigma^{-1/2}V^*S^*.
\]

In the proof we make use of the following result which is straightforward to show:

**Lemma 11.3.** Let $X, Y, Z$ be Hilbert spaces and $G \in \mathcal{B}(X; Y)$. Furthermore let $F : \text{dom } A \subset Y \to Z$ be a densely defined, closable operator and $\overline{F} := F^{**}$ its closure. If we define the operators $FG : \{x \in X : Gx \in \text{dom } F\} \subset X \to Z$ and $\overline{FG} : \{x \in X : Gx \in \text{dom } \overline{F}\} \subset X \to Z$, then the closure of $FG$ equals $\overline{FG}$.

**Proof of Proposition 11.2.** For $T^+$ to be closable it is necessary and sufficient that $\text{dom } T^{++} \subset \ell_2$ be dense. As a consequence of the observability assumption, $\ker S^* = \{0\}$, the range of $S$ is dense, and we will show that the latter is contained in the domain of $T^{++}$, which by definition is
\[
\text{dom } T^{++} = \{y \in X | \exists k > 0 \ \forall (x_n) \in \text{dom } T^+ : \langle T^+(x_n), y\rangle_X \leq k \|(x_n)\|_{\ell_2}\}.
\]
So let $y \in \text{ran } S$ be arbitrary. Then $U^*R^*y \in \Sigma\ell_2$ and for $(x_n) \in \text{dom } T^+ = \Sigma^{1/2}\ell_2$ holds
\[
|\langle T^+(x_n), y\rangle_X| = |\langle \Sigma^{-1/2}(x_n), U^*R^*y\rangle_{\ell_2}| = |\langle (x_n), \Sigma^{-1/2}U^*R^*y\rangle_{\ell_2}| \\
\leq \|\Sigma^{-1/2}U^*R^*y\|_{\ell_2} \|(x_n)\|_{\ell_2},
\]
showing $y \in \text{dom } T^{++}$. So we may take the closure $\overline{T^+}$ of the operator $T^+ = RU\Sigma^{-1/2}$ which, according to Lemma 11.3, is equal to the concatenation
\[
RU\Sigma^{-1}\Sigma^{1/2} : \{(x_n) \in \ell_2 : \Sigma^{1/2}(x_n) \in \text{ran } V^*S^*\} \subset \ell_2 \to X
\]
of the two injective operators $RU\Sigma^{-1} : \text{ran } V^*S^* \subset \ell_2 \to X$ and $\Sigma^{1/2} \in \mathcal{B}(\ell_2)$. Thus, $\overline{T^+}$ is injective as well. We remark that its range is in general smaller than the range of $RU\Sigma^{-1}$, which is $X$. More precisely, we have $\text{ran } \overline{T^+} = \{x \in X : V^*S^*x \in \Sigma^{1/2}\ell_2\}$. For $x \in \text{ran } \overline{T}$, then $x = \overline{RU\Sigma^{-1}\Sigma^{1/2}(y_n)}$ for some $(y_n) \in \text{dom } \overline{T^+}$ and, remembering that $V^*S^*$ is the inverse of $RU\Sigma^{-1}$,
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Let $V S^* x = \sum^{1/2}(y_n)$. On the other hand, if $x$ is such that $(y_n) = V S^* x \in \sum^{1/2} \ell_2$, then $(y_n) \in \text{ran} V S^* = \text{dom} RU \Sigma^{-1}$ and $x = RU \Sigma^{-1}(y_n)$ is in the range of $T = RU \Sigma^{-1} \sum^{1/2}$. And with this we have shown that the inverse of $T$ is $\Sigma^{1/2} V S^*$. The invariance properties of Definition 2.5 are not quite as easy to see as in Proposition 11.1. We need to show the $A$-invariance of $\text{dom} T$. That is, for all $x \in X$ with the property that $V S^* x \in \sum^{1/2} \ell_2$, must hold $V S^* A(t)x \in \sum^{1/2} \ell_2$. Let $x \in \text{dom} T$, then $(y_n) := V S^* x \in \sum \ell_2$, and hence

$$V S^* A(t)x = V S^* A(t)S^{-}\# V(y_n) = A_o(t)(y_n),$$

which is again an element of $\sum^{1/2} \ell_2$, because by Lemma 8.1, $A_o$ leaves this space invariant. For the $A_b$ invariance of $\text{ran} T$ observe that $(y_n) := \sum^{1/2}(x_n) \in \text{ran} V S^*$ for all $(x_n) \in \text{ran} T$ and hence

$$A_b(t)(x_n) = \sum^{-1/2} V S^* A(t)RU \Sigma^{-1} \sum^{1/2}(x_n) = \sum^{-1/2} V S^* A(t)S^{-}\# V(y_n).$$

The right hand side shows that this is again an element of $\text{ran} T$. It is obvious that $B$ maps into $\text{dom} T$ since it maps into $\sum \ell_2$, and that $\sum^{-1/2} V S^* B$ maps into $\text{dom} T$. \qed
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