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VORWORT

Dr. Timon A. Springer erhielt 1991 sein Diplom von der Technischen Universitiit in Delft.
Kurz danach kam er erst als Gastwissenschaftler, spiter als regulirer Mitarbeiter ans
Astronomische Institut der Universitit Bern. In den Jahren 1992 und 1993 half er mit, das
CODE (Center of Orbit Determination in Europe) Rechenzentrum des Internationalen GPS
Dienstes (IGS) aufzubauen. Nach einem- Aufenthalt von zwei Jahren an seiner
Heimuniversitit kehrte er 1995 als Hauptverantwortlicher fiir die tiglichen Losungen des
CODE-Rechenzentrums nach Bern zuriick. Nach dieser langen und sehr erfolgreichen Zeit
war er von 1999 bis 2000 Analysen-Koordinator des IGS.

Neben seinen Titigkeiten fiir CODE und fiir den IGS fand Tim Springer immer Zeit fiir
eigenstidndige wissenschaftliche Arbeiten im Umfeld von GPS. Der vorliegende Band
dokumentiert diese fruchtbare Titigkeit. Zwischen 1992 und 2000 hat sich Tim Springer vor
allem mit drei Themen befasst: (1) Mit der Auswertung von nicht-differenzierten GPS-
Beobachtungen, (2) mit der Kombination von Satelliten-Laser (SLR)-Beobachtungen mit den
den normalen GPS-Messungen, und (3) mit Bahnmodellierung.

Urspriinglich war das Berner GPS Programm Paket eine reine "double difference software”,
bei der siimtliche Uhrenparameter zum frithest moglichen Zeitpunkt eliminiert wurden. Es ist
zu einem grossen Teil Herrn Dr. Tim Springer zu verdanken, dass dieses Werkzeug heute
auch zur Losung von Problemen herangezogen werden kann, die eine Differenzierung nicht
erlauben. Anwendungen dieser Art (zum Beispiel Uhren- und Frequenztransfer) sind in
Kapitel 8 dokumentiert. '

Die Ionosphiire und die Troposphiire beeinflussen die Laufzeiten der GPS-Signale. Wihrend
die ionosphirische Refraktion durch Bildung einer speziellen Linearkombination der GPS-
Signale auf L1 und L2 (den beiden Triigerwellen des GPS) praktisch eliminiert werden kann,
muss die troposphirische Refraktion, die eine hohe riumliche und zeitliche Dynamik
aufweist, mit Modellen beschrieben werden. Da diese Modelle viele freie Parameter auf-
weisen, werden dadurch die GPS-Losungen betriichtlich geschwiicht. Auch darf man nicht
vergessen, dass die genauen Phasen-Beobachtungen nur bis auf eine additive Konstante der
(Pseudo-)Distanz zwischen Satelliten und Empfiingern entsprechen. Die SLR-Beobachtungen
hingegen sind frei von additiven Konstanten und ihre Beeinflussung durch die Atmosphire
ist einfach zu erfassen. SLR-Messungen sind damit von zentraler Bedeutung zur Kalibrierung
von Mikrowellensystemen wie GPS. Die Beitriige von Dr. Tim Springer zu diesem Thema in
Kapitel 7 sind beeindruckend.

Bahnmodellierung und Bahnbestimmung haben am Astronomischen Institut der Universitiit
Bern eine lange Tradition. Die Untersuchungen von Tim Springer zu diesem Thema in
Kapitel 6 setzen diese Tradition in wiirdiger Weise fort. Seine Resultate sind nicht nur von
bester Qualitiit, die entwickelten Algorithmen sind zudem einfach zu gebrauchen.

Dr. Timon A. Springer hat mit dem vorliegenden Band einen bedeutenden Beitrag zur
Entwicklung der Satellitengeodisie geliefert, wofiir ihm die Schweizerische Geodiitische
Kommission zu Dank verpflichtet ist. Der Schweizerischen Akademie fiir Naturwissen-
schaften danken wir fiir die finanzielle Unterstiitzung dieser Publikation.

Prof. Dr. G. Beutler, Direktor Dr. h.c. E. Gubler, Direktor | Prof. Dr. H.-G. Kahle
des Astronomischen Instituts Bundesamt fiir Landestopographie ETH Ziirich
~der Universitiit Bern Vizeprisident der SGK Prisident der SGK




PREFACE

Dr. Timon A. Springer obtint son dipldme de I'Université Technique de Delft en 1991. Peu
apres il entra & 1'Institut d'Astronomie de 1'Université de Berne. D'abord comme visiteur
scientifique, puis comme membre régulier. Entre 1992 et 1993 il aida A l'organisation de
CODE (Center of Orbit Determination in Europe), un des centres d'analyse de I'IGS (Service
International GPS). Clest en 1995 qu'il revint & Berne, aprés avoir passé deux ans 2
l'université de Delft. II fut pendant quatre ans le responsable principal des solutions
cotidiennes de CODE. En 1999 il fut nommé coordinateur en chef des analyses de 1'1GS.

A part cela, Tim Springer a beaucoup contribué aux développements de la méthodologie et &
l'analyse du GPS. Cet ouvrage traite des applications globales du GPS et témoigne de son
dévouement a la science. Les themes présentés sont: 1) l'analyse d'observations GPS "zéro
différences"; 2) la combinaison d'observations au laser (SLR) et par le GPS; 3) deve]oppe-
ment de mellleures modeles d'orbites.

Au début le Bernese GPS software n'était q'un logiciel & différences doubles. Grace aux
efforts de Tim Springer, ce logiciel est devenu trés util — méme pour les problémes qui
n'admettent aucune différentiation, par exemple les transferts de temps (voir les applications
au chapitre 8 de cet ouvrage).

Les signaux du GPS sont retardés par l'ionosphére et la troposphére. La plupart de la
refraction ionosphérique peut €tre eliminée aisément en se servant d'une combinaison linéaire
spéciale des signaux L1 et L2, tandis que la réfraction troposphérique impose l'emploi de
modeles raffinés i beaucoup de paramétres libres, ce qui introduit des incertitudes. En outre,
une observation de phase indique la distance entre satellite et récepteur seulement & un
nombre entier de longueurs d'onde pres. Par contre, les mesures de distance par laser (SLR)
n'ont pas d'ambiguités et sont corrigées beaucoup plus facilement pour les effets de
l'atmosphere. Pour cette raison, des observations SLR sont trés importantes pour calibrer le
systeme micro-ondes GPS. Les contributions de Tim Springer dans ce domaine de recherche
(documentées dans le chapitre 7) sont claires et significatives.

Les travaux de Tim Springer concernant le modelage et la détermination d'orbites, expliquées
au chapitre 6, poursuivent et enrichissent une longue tradition de I'Institut d'Astronomie de
Bemne. Les résultats sont de haute qualité, et les algorithmes qu'il a développés s'appliquent
néanmoins aisément.

La Commission Suisse de Géodésie tient A témoigner sa gratitude au Dr. Tim Springer pour
ses contributions trés importantes au développement de la géodésie par satellites. Nous
remercions 1’Académie Suisse des Sciences Naturelles pour la prise en charge des
frais d’impression.

Prof. Dr. G..Beutler, Directeur Dr. h.c. E. Gubler, Directeur Prof. Dr. H.-G. Kahle
de I’'Institut d‘ astronomie de I’Office fédéral de topographie ETH Ziirich
de I’Université de Berne Vice-président de 1a CGS Président de la CGS



FOREWORD

Dr. Timon A. Springer received his diploma at the Technical University of Delft in 1991.
Shortly thereafter he came as a visiting scientist, later on as a regular staff member to the
Astronomical Institute of the University of Bern. He first helped setting up the CODE
(Center of Orbit Determination in Europe) Analysis Center of the International GPS Service
(IGS) between 1992 and 1993, then, after having spent two years at his home university, he
became responsible for the regular CODE solutions between 1995 and 1998, afterwards he
was elected IGS Analysis Coordinator for the period from 1999 to 2000. '

Apart from his IGS-related responsibilities Tim Springer greatly contributed to the
development of GPS methodology and analysis tools. The present volume, dealing with
global applications of the GPS, documents Tim Springer’s research work from 1992 to 2000.
Three topics should be distinguished:. (1) studies related to undifferenced (as opposed to
doubly differenced) observations, (2) combination of Satellite Laser Ranging (SLR)
observations with the ordinary GPS microwave observations, and (3) development of
improved orbit models.

From its origin, the Bernese GPS software package was a pure double differencing: tool.
Thanks to the effort made by Tim Springer, documented in chapter 8 of this volume, the
Bernese Software is today very well suited to address typical applications requiring
undifferenced processing, like, e.g., time transfer.

GPS signals are exposed to ionospheric and tropospheric signal delays. Ionospheric
refraction may be eliminated to a great extent by forming a special linear combination of the
signals on the L1 and L2 carriers. Tropospheric refraction requires sophisticated modeling
techniques, thus considerably weakening the solutions. The GPS phase observations are
biased by an unknown integer number of wavelengths. SLR observations, on the other hand,
are unbiased, they are not affected by the ionosphere and (almost) independent on the water
vapor content (only hydrostatic contribution). SLR observations are thus highly important for
calibrating the GPS microwave system. Tim Springer’s contributions in this area,
documented in chapter 7,are significant.

Orbit modeling and orbit determination' have a long-standing tradition in Bern. Tim
Springer’s analysis in chapter 6 marks a significant improvement over previously established
purely empirical GPS orbit models. His results are not only of highest

quality, his algorithms dealing with radiation pressure are also easy to use.

Dr. Timon A. Springer greatly contributed to the development of satellite geodesy with this
volume. The Swiss Geodetic Commission wishes to express its gratitude to the author. We
thank the Swiss Academy of Sciences for providing funds for this publication.

Prof. Dr. G. Beutler, Director  Dr. h.c. E. Gubler, Director  Prof. Dr. H.-G. Kahle
of the Astronomical Institute, Federal Office of Topography ETH Zurich
University of Berne Vice President of SGC President of SGC






Contents

1 Introduction

2 The Global Positioning Systems and Their Observables

2.1
.22
23

2.5

TheGPS . . . . . e e e

The GLONASS . ... ... .. . ..
The Observation Equations . . . .. ... ....
2.3.1 Code Observation Equation . . ... ..
2.3.2 Phase Observation Equation . . . .. ..
2.3.3 MeasurementDelays . . . ... ... ..
Forming Differences . ... ...........
24.1 SingleDifferences . ...........
24.2 DoubleDifferences . . . . ... ... ..

...............

...............

...............

...............

................

---------------

...............

Relevant Linear Combinations and their Characteristics . . . . . . . .. .. .

2.5.1 The Ionosphere-free Linear Combination
2.5.2 The Geometry-free Linear Combination .
2.5.3 The Wide-lane Linear Combination . . .

...............

...............

---------------

2.5.4 The Melbourne-Wiibbena Linear Combination . . P

3 Modeling the Observables

3.1

3.2

33
34

Definitions of the Time Systems . . . . . . ... .. ...
3.1.1 Dynamical Time . ... ... ... ...
3.1.2 AtomicTime . ........ e e
Reference Systems . . . .. ... ... .... e
3.2.1 Terrestrial Reference System . . . . . . . ... . e
3.2.2 Celestial Reference System. . . . . .. e
3.2.3 Transformation between the Celestial and Terrestrial System . . . . .
The StationModel . . . . . ... o i e e
The Satellite OrbitModel . . . . . . . . v v i v i v i o e
34.1 Equationsof Motion . .. ... ... ... . 0 oo,
342 OrbitImprovement . . . . . ... ... . o

3.4.3 Accelerations Acting on the GPS Satellites

---------------

10
11
12
12
13
14
14
15
15
16
17
17
18

19
19
19
20
21
21
22
22
23

23

23
25
27



Contents

ii

The International GPS Service and its Products

4.1
4.2

4.3

The International GPS Service . . . . . ... ... .. ...
The Center for Orbit Determinationin Europe . . . . .. ... ... .....
4.2.1 Daily Global Routine Processingat CODE . ... ..........

4.2.2 Daily European Routine Processingat CODE . . . . ... .. .%. .

IGS Products and theirQuality . . . . ... ... ... ... .........
431 Orbits . . . .o e e e

Investigations Based on CODE and IGS Products

5.1

52

53

6.1

6.2

6.3

6.4
6.5

6.6

7.1

Developmentsat CODE . . . . .. .50 .08, . IR CO

5.1.1 Reference FrameChanges . ... ... ................

5.1.2 OrbitandClockChanges . . . . . .. ... ..... e :

5.1.3 ERP Estimation with Sub-Daily Resolutlon e e e e e e e
5.14 Other Processing Changes . . .. ... .... e e e e e
Openlssues . ... .............. i PR
5.2.1 The Geocenter Y-Shift . . .............. e e e e e
522 AntennaPhase CenterOffsets . ... .................
Summary . ... o s e e e e e

- Solar Radiation Pressure Models .

Solar Radiation Pressure . ... . ... ... ... . o e
6.1.1 Satellite Eclipses . . .. ......... e e
6.1.2 Earth Albedo Radiation . . . . . . e e e
The ROCK Models . ... ... ...... T
6.2.1 Model Characteristics . . . . . e L
622 TheY-Bias .................. e e

6.2.3 Accuracy of the ROCK Models . . , .. ..... SR Ca

6.2.4 OULZASSINE .« v v v v v i e e
The Extended CODE Orbit Model . . . . .. .o v v v i i i v
6.3.1  Orbit Estimation Using GPS Observations . . . . . . .. .......
6.3.2  Orbit Determination Using GPS Orbits as Pseudo-Observations . . .
Deriving the CODE Solar Radiation Pressure Model . ... .........
Evaluation of the CODE Solar Radiation Pressure Model e e e
CompansonofleferentRPRModels e e e

- Orbit Validation using SLR Observations

Motivation. . . . . . ... ... ... e e e e e e e e e e e e e e e



Contents

7.3 Validation of GPS-based Orbit Estimates . . . . . .. .. ... ..
7.3.1 SLR Observations of Satellite Eclipses . ... .... ..
7.4 Investigating the Microwave-SLR Bias . . ... ... ... ...
7.4.1 A Look at the GLONASS SLR TrackingData . . . . . ..
742 TheResiduals. . . . ... ... .. ...
7.4.3 SLR-based Orbit Estimates of the GPS Satellites . . . . .
7.5 Summary ... e

8 Processing Undifferenced GPS Data

8.1 Cleaning UndifferencedGPSData . . . . ... ... ... ....
8.1.1 Melbourne-Wiibbena Data Screening . . . . ... .. ..

. 8.1.2  Geometry-Free Data Screening . . . . . ... ... ....
8.1.3 Ionosphere-Free Data Screening . . . . ... .......

8.14 CodeSmoothing . ... ........ ... ...,

8.1.5 Reliability and Possible Enhancements . . . .. ... ..

8.2 Time Transfer using the GeTT Terminals. . . . . . ... ... ..
82.1 Motivation . . . . . v i e e e e

822 ClockEstimation . . ... ... ... ...

8.2.3 Zeroand Short BaselineTests . . .. ...........

824 LongBaselinetests . . . . ... ... .. ...,

8.3 IGS Satellite Clock Estimates . . . . .. ... ... ... ....
8.3.1 Precise Point Positioning . . . . . ... ..........

9 Summary and Outlook

A The CODE RPR-Model
A.l1 Time Series of the Parameters of the Extended Orbit Model

A.2 Direct Solar Radiation Pressure Accelerations . . . .. ... ...
A3 Y-biasAccelerations . . . . . . . . .. i e e e
A4 Z1 Accelerations . . . . . . . .t it e e e e e e e e e
A.5 Momentum WheelProblems . . . ... ... .. ... .. ....
A6 TheCODERPRModel . .. ... ... ... ...

B SLR residuals

B.1 SLR Residuals as a Function of Elevation . .. ... .. ... ..

Bibliography

il




Contents

v



List of Tables

2.1
2.2
23

3.1
5.1

5.2

5.3

54

5.5

6.1
6.2
6.3
6.4

6.5
6.6

6.7

7.1

7.2

GPS constellation history and status of September 1998. . . ... ... ...
Components of the GPS satellitesignal. . . . .. ... ... .........
Linear combinations of the L; and L, observables. Ls;—Lg are the naming
convention of the Bernese GPS Software package. . . . . ... ... ... ..

Effect of different perturbations on a GPS satellite over3days. . . . . .. ..

Major changes in the processing scheme at the CODE analysis center from
June 1992toDecember 1995. . . . . .. . .o oo oo oo
Major changes in the processing scheme at the CODE analysis center from
January 1996toMay 1999. . . . .. . ..o o oo oo oo oo
Repeatability of the daily European solutions at CODE based on days 060-
1570f1998. . . . o i e e
Influence of small processing changes on the terrestrial scale, tropospheric
zenith delay, and satellite antennaoffset. . . . . ... .. ... .. oL
Estimated quality of the IGSproducts. . . . . .. ... oo oo

Dimensions of different GPS and GLONASS satellites. . . . . .. ... ...
Estimated orbit errors due to ROCK model deficiencies. . . . . . .. ... ..
Selected “optimal” orbit parameterizations, see eqn. (6.8). . . .. ... ...
Effect of the individual parameters of the new RPR model on the GPS satellite
orbitsover 24 hours. . . . . . . oo e e e e
Estimated model errors based on the RPR parameter residuals. . . . ... ..
Results from real GPS data analysis using both, the ROCK and CODE RPR
models,asapriorimodels. . . . .. ... 0 o o e e e
Orbit Fit (7 days) and orbit extrapolation (2 days) using different RPR models.
Only scale (or DO) and Y-biasestimated. . . . . .. ... ... ... .....

Range residuals of the SLR observations from both GPS satellites sorted by
station and satellite. We give the number of observations, the mean of the
residuals, and the RMS of the residuals aroundthemean. . . . . .. ... ..
Selected results from the SLR station coordinates and reflector offset estima-
HONTESES. & v v v v v v s et e e et e e e N

51

56
58

64
68
75

83
84

84

85




List of Tables

7.3 Range residuals of the SLR observations from both, the GPS and GLONASS
satellites, sortedby year. . . .. ... .. ... ... ... . . ... ... . 97

A.1 Satellite-specific parameter values and formal errors of the CODE solar radia-

tion pressure model. The values for PRN 13 should be used with care. PRN 13

is a completely new type of satellite (Block IIR) which most likely will show

a different solar radiation pressure pattern. The large differences in the formal

errors are caused by the weighting of the problematic satellites. . . . . . . . . 140
A.2  General parameters of the CODE solar radiation pressure model . . ... .. 141
A.3 Statistics from the CODE solar radiation pressure model estimation . . . . . 141

vi



List of Figures

2.1

2.2

23

24

3.1
3.2

4.1
42
43
4.4
4.5

4.6

4.7

4.8

5.1

5.2

53

Ground-tracks of the GPS over 24 hours, 2 full orbital revolutions, for June 1,
1998, . e e
GPS satellites of different generations: Block I, I and IIR (from Fliegel et al.
[1092]). & v v vt e e e e
Effect of SA on PRN 2 on November 11, 1998. For reference also PRN 15 is

plotted which is the only satellite without SA. . . . . ... .. ........ '

Geomet‘ry‘ofatypical double difference observation. . ... ... ... ...

The relationship between timescales. . . .. ... .. ... .. e
Definition of the Keplerianelements. . . . . . .. ... ... .......

Residuals of daily position estimates on a 400 km baseline using orbits of
differentquality. . . . . . . . ... o e e
Flow diagram of the IGS data processingat CODE. . . . . ... ... .. ..

- The global network of stations used in the CODE routine analysis. . ... . ..

Improvement of the IGS combined orbit product since the official start of the

IGSIN 1994, © o o v e e e e |

Difference between the CODE pole estimates and the IERS Bulletin A values

for the X-and Y-polecomponents. . . . . . ... .. ..o '

Residuals of weekly coordinate estimates for the station Zlmmerwald Switzer-

Estimated horizontal velocities for 164 sites based on 6 years of continuous
GPSobservations. . . ... ... ... e e e e e e
The effect of changes in the reference frame of the IGS OI'bltS on regxonal

.solutions with “fixed” orbits.. . . . . .« v v i i i e e e e e e

Increase in the number of satellites and stations over the 7 years of IGS activ-
itiesat CODE. . . . . .. e e e e e e e e e e e
Changes in the reference frame realization as seen in the estimates of the pole
coordinates (z, and y,) compared to a continuous pole series (Bulletin A). .

Improvement of the CODE orbit and satellite clock estimates since the official
start of the IGSIn 1994, . . . . . . .. o i e e

vii




List of Figures

54
5.5

5.6
5.7
5.8
5.9

6.1
6.2

6.3
6.4
6.5

6.6

- 6.7

6.8

6.9

6.10

- 6.11

6.12

7.1

Orbit overlap results for the classical (2-RPR parameters) and extended (5-

RPR parameters) radiation pressuremodels. . . . ... ... ... ...... 48
GPS-based 2-hourly X- and Y-pole estimates compared to 2-hourly values

predicted by a sub-daily polar motion model for GPS weeks 959 and 960 .. 49
Impact of the sub-daily ERP model on the LOD estimates. . .. .. ... .. 50
Effect of processing changes on the weekly geocenter estimates. . . . . ... 50
Orbit translations relative to the IGS combined orbits. . . . . . ... ... .. 33
Effect of the orbit model on the satellite positions. . . . . .. ... ... ... 54
Simple cylinder model of the Earth’s shadow. . . . ... ... ........ 62
Schematic picture of a GPS Block II satellite showing the satellite fixed refer-

enceframe. . . . . . . . i e e e e e e e e e e 63
GPS Block II surfaces and their properties (from [Fliegel, 1993]). . R 65
Two possible causes of the Y-bias (from [Fliegel, 1993]). . . ... ... ... 67
The effect of outgassing on the solar radiation pressure parameters DO and YO

for PRN 10 (Block ITA) and PRN 13 (Block IIR, shorter time span). . . . . . 69
Estimated Y-bias using the two different CODE orbit parameterizations. Only

PRNs 3,6, 7, and 31 in orbital plane Care shown. . . . . ... ... ... .. 72
Estimated radial pulses using the two different CODE orbit parameterizations.

Only PRNs 3, 6, 7, and 31 in orbital plane Care shown. . . . . ... ... .. 73
Definition of the argument of latitude of the Sun in the orbital plane () and

the elevation of the Sun above the orbital plane (Gg). . . . . . ... ... ... 75

Estimated direct solar radiation pressure acceleration (D0) and Y-bias accel-
eration (YO) as function of time over the interval from June 1992 to May 1999. 78
Variation of the f;-angle during the year 1997 for the six individual orbital
planes. The first line which reaches its maximum represents orbital plane D.
The next maxima represent planes E, F, A, B, and C, respectively. ... ... 79
Estimated direct solar radiation pressure acceleration (DO) and Y-bias accel-
eration (YO0) as a function of the angle of the Sun above the orbital plane (/).
For DO the complete interval from June 1992 to May 1999 is shown whereas

- for YO only the last few years (1996-1999) are included. - . . . . . . ... .. 80

Estimated BO and Z1 acceleration as a function of the angle of the Sun above
the orbital plane (5;). The estimates for PRN 2, 6, 9, 15, and 21, representing
orbital planes A-E, are shown. Only estimates of the last few years (1996—
1999)areincluded. . . . . . . . . .. .. e e e e 81

Principle of an SLR observation. By measuring the elapsed time between the

~ start time of the transmitted pulse and the reception of the reflected pulse the

7.2

viii

range to the satellite may bedetermined. . . . . . ... ... ... ...... 88
Network of SLR stations observing the GPS satellites during the 1995 to 1999
HMESPAN. « v v v v vttt vt e e e e e e e e e 90



List of Figures

7.3

7.4

7.5
7.6

7.7

8.1

8.3
8.4

8.5

8.6

8.7

8.8

8.9

8.10

8.11

8.12

Range residuals of the SLR observations in 1998 from GPS satellites PRN 5
(crosses)and PRN 6 (triangles). . . .. ... v v v v v i i i i v o 91
SLR range residuals for an eclipse passage of PRN 6 on day 36, 1997. The
first two residual tracks are based on observations from station 7210 MAUI
which observed both PRN 5 (crosses) and PRN 6 (triangles) on this day. The
third residual track is based on observations from station 7110 MONP tracking

PRN 6. . o v i it e et e e e e e e e 93
Range residuals of the SLR observations from the GLONASS satellites. . . . 96
RMS of orbit comparison after fitting a 7-day arc through the daily CODE

PrECISE OTDILS. « v v v v v v e e e e e e e e e 99

RMS and Z-translation of orbit comparison after estimating a 7- day arc through
the daily CODE precise orbits. The curves labeled “EST” represent orbit es-
timates based on SLR observations. The curves labeled “FIT” represent orblt
estimates based on precise orbit ephemerides. . . . .. ... o000 L 101

Noise of the Melbourne-Wiibbena combination under different AS conditions.
The data from the same station (Wettzell, Germany) are show for two days in

1007, e e e e e e e e e e e 107
Code residuals from point positioning. Data from a receiver installed at USNO

were used forday 1330f 1999, . . . ... .. o oo oo oo 110
Clock estimates on a short baseline based on different observation types. . . . 114
Clock estimates using different observation types and their respective Allan -
deviation. . . ... ... e e 115
Clock estimates on three consecutive days. A mean value was removed from

the daily estimates and the three curves are offset by approximately 30 ps. . . 116
Allan deviations of clock estimates from a short baseline with two receivers
runningonthesameclock. . ... ... .. .. o o oo .. 118
Network of time stations used for the transatlantic baseline tests. Only 14 of

the available sites are used on any particularday. . . . ... ... ... ... 119
Effect of baseline length on the clock estimates, based on data from day 129,

1999, . . e e e e e e e e 121

Effect of orbit quality on the clock estimates, using transatlantic baselines.
Based on data from days 40-60, 1999. The maser at PTB was chosen as

053 =3 0 £ (oL 122
Clock estimates over the time period from day 200, 1998 to day 129, 1999.
Large jumps and an offset were removed for each station. . . . . . ... ... 123

Allan deviation of the clock estimates over 294 days using the time period
from day 200, 1998 to day 129, 1999. Large jumps and an offset were removed
for each station. USNB wasusedasreference. . . . . ... .. .. ...... 124
Jumps at the day boundaries shown for four consecutive days in 1999. Offset
and drift were removed for all stations and PTB was used as reference. The
curves were offset for display purposes. . . . . . . ... .o oL 125

ix




List of Figures

8.13

Quality of AC satellite clock estimates compared to IGS final combined clocks
(left). Difference between satellite clock estimates based on smoothed code

- and phase observations (right). Different symbols represent different GPS

8.14

Al

A2
A3
A4

AS

B.1

B.2

satellltes. . . . s e e e e e e e e e e e e e e

Time series of the parameters of the extended orbit model for the satellites in
orbital plane A (PRNs 9, 25, 27) from day 217 (August) in 1996 to day 129
May)in 1999, . . . . .. e e e
Estimated direct solar radiation pressure acceleration (D0), for different orbital
planes, from June 1992toMay 1999.. . . . . . .. .. .. P
Estimated Y-bias acceleration, for different orbital planes, from June 1992 to
May 1999, . . . . e e e e e
Estimated Z1 acceleration, for different orbital planes, from June 1992 to May
1999, . . e e e e
Effect of attitude control using thruster firings due to the malfunctioning of
momentum wheels. Estimated radiation pressure parameters (D0, Y0, and
Z1) for PRN 14 in plane E (on the left) and PRN 18 in plane F (on the right)
fromJune 1992toMay 1999. . . . . . .. ... e

SLR residuals as a function of e_levation for_ individual station aﬁd satellite
combinations for the time span from 1995 to day 200in 1999. . .. ... ..
SLR residuals as a functlon of elevation for individual station and satelhte

' combmatlons for the time span from 1995 to day 200 in 1999. . . . R



1 Introduction

This work covers a broad range of different topics such as orbit modeling, orbit validation
using satellite laser ranging observations, time transfer, station coordinates and velocities, and
Earth rotation.  The common aspect of these very different topics is the Global Positioning
System (GPS). The GPS is a satellite system for global navigation and positioning devel-
oped by the U.S. Department of Defense. Nominally it consists of 24 satellites in six orbital
planes. The signals of these satellites may be tracked by receivers on or near the Earth and
can be used for a large variety of applications in the fields of navigation, geodesy, and timing.
Apart from the GPS we will also make use of the Russian Global Navigation Satellite System
(GLONASS), which, from the technical point of view, is a close relative of the GPS.

Over the last decade GPS has started to play a major role in regional and global studies of
the Earth. To facilitate the use of the GPS system and to improve the results for regional and
global network solutions the International GPS Service (IGS) was conceived. The main goals
of the IGS are to collect and archive GPS data from a global network and to generate precise
orbits of the GPS satellites. The generation of precise orbits is important in order to reduce,
or even eliminate; the effect of orbit errors on geodetic network solutions. The IGS, which is
based on voluntary contributions of a large number of organizations, started in 1992 with a 3-
month test campaign. Thanks to the success of this test campaign, the IGS continued after the
initial three months. The official start of the IGS took place in 1994. The core products of the
IGS are the data from the global network of approximately 200 stations, precise GPS satellite
orbits and clocks, Earth rotation parameters, station coordinates and velocities, station specific
tropospheric zenith path delays, global ionosphere maps, and GPS receiver clock estimates.

The Center for Orbit Determination in Europe (CODE), located at the Astronomical Insti-
tute of the University of Berne (AIUB), participates in the IGS as one of the analysis centers.
CODE has been part of the IGS since the start in June 1992. Thus it has been processing
the GPS observations of a global network on a daily basis for more than seven years using
the Bernese GPS software package. Thanks to the daily activities performed at CODE within
the framework of the IGS, long time series of precise results are readily available. The time
series of these estimates, which include orbit estimates, solar radiation pressure accelerations,
station coordinates, geocenter estimates, and Earth rotation parameters, are the basis for the
investigations described in this work. Many improvements were made in the processing al-
gorithms used at the IGS analysis centers over the years of IGS activities. Apart from these
algorithm improvements, the GPS system was upgraded from 19 satellites at the end of 1992
to the full constellation of 24 satellites by 1994. Also, the IGS global tracking network im-




1 Introduction

proved dramatically in a few years time. In June 1992 data from approximately 30 permanent
global GPS receivers were available. This number has grown rapidly to well over 200 stations
in 1998.

In our opinion the key to the IGS improvements has been the continuous validation of
the IGS products by means of inter-comparing and combining the results of the IGS analysis
centers. The feedback emerging from these comparisons has led to significant improvements
in, e.g., the orbit parameterization resulting in improved orbit quality. The high quality of
the orbit estimates has improved the understanding of the GPS orbit model. This improved
understanding showed that the solar radiation pressure model originally adopted for the GPS
satellites, is no longer adequate for precise orbit estimation. Solar radiation pressure is the
- biggest non-gravitational acceleration acting on the GPS satellites. An accurate solar radiation

pressure model is therefore equally 1mponant for high accuracy GPS orbits as an accurate
gravity model of the Earth. ’
- One of the limitations of most comparisons performed within the IGS is that they only
- compare the results stemming from one single technique, i.e., the GPS microwave observation
technique. In some cases it is difficult to find accurate external references for comparisons
like, e.g., for the orbit and the tropospheric zenith delay estimates. For the station coordinates
and the Earth rotation parameters results from other space geodetic techniques, e.g., satellite
laser ranging (SLR) and very long baseline interferometry (VLBI), are readily available. To
“provide some limited means of comparison, two GPS satellites were equipped with a small
‘laser retroreflector array. These two GPS satellites may be observed by the ground station
tracking network of the International Laser Ranging Service (ILRS). The observations may be
. used in turn to obtain an independent validation of the IGS orbit quality. Similarly, we may
also use the SLR observations taken from the GLONASS satellites, which are all equipped
with a large retroreflector array, to validate the orbit quality of the precise orbits.produced
for the International GLONASS Experiment (IGEX). Furthermore, the combination of the
microwave and SLR (optical) observations will be of benefit for all parameters common to
both techniques.

The high quality of the IGS products has led to the usage of the GPS system for several
new applications, e.g, for meteorology and time transfer. In this work the IGS products of the
CODE analysis center are used to demonstrate the usefulness of GPS for precise time transfer
at the sub-nanosecond level. GPS is already a widely accepted technique for time transfer.
The method applied, however, the so-called common-view method, does not exploit the full

“potential of the GPS. The precision of the common-view method is at the few nanosecond
level. The IGS satellite clock estimates have been demonstrated to be at least a factor of
ten better. To obtain receiver and/or satellite clock estimates from GPS data processing, the
commonly used double differencing approach cannot be used. This has implications on the
processing strategy like, e.g., the cleaning and processing of undifferenced carrier phase data.

Let us now give a short overview of the subsequent chapters. In Chapter 2 the basics of
the GPS, its observation types, linear combinations, and differencing methods, are discussed.
It also contains a brief introduction of the GLONASS. Chapter 3 gwes an overview of the
models needed to process GPS data from global networks.

to



In Chapter 4 we introduce the IGS and many of its products. The routine IGS processes
at the CODE analysis center are presented followed by an overview of varies CODE and IGS
products like, e.g., orbits, Earth rotation parameters, station coordinates and velocities. A
short introduction of how to use IGS products for regional networks is given.

Chapter 5 describes the developments which took place within the IGS over the years of
its existence, focusing on the CODE analysis center, and the effect these developments had
on the CODE and IGS products. We highlight some of the significant improvements which
were achieved within the IGS and the expansion of the number of applications of the GPS
system due to the IGS products. The potential of the GPS to provide a high time resolution
of the estimated parameters is demonstrated using sub-daily Earth rotation estimates. The
importance of performing ambiguity fixing, using low elevation data, and proper modeling
and estimation of the tropospheric delays is shown. The chapter also discusses the current
limitation of the accuracy of the IGS products due to, e.g., the antenna phase center offsets of
both, the transmitting and receiving antennas, and the unexplained geocenter shift observed in
the early IGS results. The chapter is concluded with an overview of the current precision of
the CODE and IGS products.

In Chapter 6 we review the solar radiation pressure model of GPS satellites. First, the
commonly used radiation pressure model, the ROCK-model, is introduced. Then we give
a description of the extended CODE orbit model, an orbit parameterization which is well
suited to absorb the effects of solar radiation pressure on the GPS satellites. Based on the
experiences and results obtained using the extended CODE orbit model, a new solar radiation
pressure model is derived. The complete time series of IGS precise orbits, starting in June
1992, is used for that purpose. The new model is presented, validated, and compared to other

‘models.

In Chapter 7 the SLR observations of the GPS satellites are processed to validate the
quality of the CODE IGS orbits. The SLR observations provide a completely independent
check of the (radial) orbit errors of the IGS orbit estimates which are based on microwave
observations. The same validation is also performed using the IGEX orbits and the SLR
observations of the GLONASS satellites.

In Chapter 8 the use of the GPS system and the IGS products is presented for the purpose
of time transfer. First we discuss the observation cleaning of undifferenced GPS data. Then,
results from different time transfer experiments are presented to reveal the capabilities of the
GPS in this area. Finally, the satellite clock estimates and their use for precise point positioning
are discussed.

Chapter 9 contains a brief summary the results achieved in this work. Possible future
directions of research are discussed.
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2 The Global Positioning Systems
and Their Observables

2.1 The GPS

In 1973 a project group was formed with representatives of the U.S. armed forces and the
Defense Mapping Agency to develop a new navigation and positioning system. This new
satellite positioning system, which would replace the old DOPPLER- or TRANSIT-navigation
system, became known as the NAVSTAR GPS. Where NAVSTAR stands for “NAVigation by
Satellite Timing And Ranging”, and GPS for “Global Positioning System”. The system was
put into operation by the U.S. Department of Defense for military applications. Civilian users
are given access with some restrictions. The name GPS is most commonly used today. We will
use the term GPS from here onwards as a synonym to NAVSTAR GPS. The main characteristic
of the GPS is that it is a continuously available global system which allows for instantaneous
position determination using simultaneously measured pseudo-ranges to at least four satellites.
For a thorough discussion of the GPS we refer to, e.g., [Wells et al., 1987; Hofmann-Wellenhof
et al., 1992; Leick, 1995]. '

The presently available full constellation guarantees simultaneous observations of at least
four GPS satellites from (almost) every point on the surface of the Earth at (almost) every
time of the day. This is accomplished by 24 satellites (21 plus 3 active spares) located in six
orbital planes in almost circular orbits with an altitude of about 20200 km above the surface
of the Earth. The orbital plane is inclined by 55° with respect to the equator. The sidereal
revolution period of the GPS satellites is 11 hours 58 minutes (approximately half a sidereal
day). Consequently, the same satellite configuration is repeated 4 minutes earlier every day
for one and the same location. This leads to an almost perfectly repeated *“ground-track”
(projection of the satellite position on the Earth) of the GPS satellites as shown in Figure 2.1.
Due to this orbital revolution period the GPS satellites are in deep 2:1 resonance with the
rotation of the Earth with respect to inertial space which gives rise to resonance perturbations
[Hugentobler, 1997]. '

The first GPS satellite PRN 4 (PRN: Pseudo-Random Number) was launched on Febru-
ary 22, 1978. PRN 4 was the first in a series of 11 so-called Block I satellites. The Block I
satellites had an inclination of about 63° with respect to the equator. At present the Block 1
satellites are no longer active. They were followed by the Block II, IIA and IIR satellites. The
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Figure 2.1: Ground-tracks of the GPS over 24 hours, 2 full orbital revolutions, for June 1,
1998.
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GPS Space-crafts

Block IIR

Figure 2.2: GPS satellites of different generations: Block I, II and IIR (from Fliegel et al.
[1992)). ' ' '

different satellite Block types are shown in Figure 2.2. The Block II and IIA satellites are very
similar and therefore only a Block II satellite is shown in Figure 2.2. x

The operational constellation is realized by the Block II and Block IIA satellites. The
first Block II satellite was launched in February 1989. The current constellation, consisting
of 27 satellites, is listed, including some history, in Table 2.1. The constellation currently
contains one Block IIR satellite, PRN 13. Table 2.1 gives both, the space vehicle number
(SVN) and the pseudo-random number (PRN) of the satellites, the date of launch, the start
and end of operation, and the slot. Note that we will always refer to the satellites by their PRN
code number. The column “remarks” contains special information concerning the satellites,
e.g., why the satellite stopped operation and problems during the operation. The following
remarks are of significance here:

Wheels:  Indicate that there are problems with the momentum wheels, which are needed for
the satellite attitude control. If all momentum wheels fail this means that the attitude has
to be maintained through thruster firings. In case of (partial) failure of the momentum
wheels the so-called “momentum dumps”, achieved by thruster firings, will become
much more frequent. These thruster firings cannot be modeled very accurately and
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therefore have severe 1mp11cat10ns on orbrt modeling.

Panels: Satellite PRN23 cannot automatlcally pomt its panels towards the Sun. The panels
are manually adjusted once per orbit revolution by the Master Control Center

SLR LRA Two satellites, PRN 5 and PRN 6, are equipped with a Laser Reﬂector Array
- (LRA) which enable tracking of the satellites by the Satellite Laser Ranging (SLR)
- system. For more information about SLR see Chapter 7. -

All signals transmitted by the satellite (summarized in Table 2.2) are derived from the
fundamental frequency (fo) of the satellite oscillator. The two carrier frequencies, f; and f;
(the corresponding wavelengths are A\; = 19 ¢m and A\, = 24 cm), are modulated with the
codes and the navigation message to transmit information such as the readings of the satellite
clocks, the orbital parameters, etc. The C/A-code (Coarse-Acquisition, Clear-Access, or Civil-
Access) is modulated on the L, carrier only. The P-code (Prec1se or Protected) is modulated
on both carriers. :

There are two limitations for civilian users, namely Se]ected Avar]abnllty and Anti-Spoofing,
briefly referred to as SA and AS respectlvely Both detenorate the achlevable accuracy for
civilian users significantly. :

Selective Availability (SA), the denial of full accuracy, is accomplished by “manipulating”
navigation message orbit data (epsilon) and/or the satellite clock frequency (dither). So far,
only the satellite clock frequency has been manipulated. With this dithering process the GPS
satellite clocks are artificially degraded by adding a signal with an unknown frequency and
amplitude to the know clock behavior. This is done to degrade the performance of GPS for the
“normal” users. Both, the frequency and amplitude of the added signal, change rapidly over
time. The amplitude of this “clock dithering” is of the order of 0.3 us (100 meters) and the
frequency is of the order of only a few minutes. This SA clock dithering limits the-accuracy
of real time position estimates to 25 meters RMS. Selected (military) users possess special
“keys” to remove the SA-effect in real time giving them access to the full nav1gatlon potentlal
of GPS, i.e., one meter real time absolute point positioning. S : :

Figure 2.3 shows the effect SA has on the satellite clocks. It shows the satelllte clock
estimates every 30 seconds over a period of 6 hours for day 307 of 1998. Two satellites are
shown, PRN 2 which is affected by SA and PRN '15 which is not affected by SA. The typical
SA amplitude of the order 0.2-0.3 pus is clearly visible. The RMS of the clock variations over
the 6 hour period are 83.3 ns and 3.5 ns for PRN 2 and PRN 15, respectlvely, correspondmg
to 25 and 1 meters.

Anti-spoofing (AS) is a protectlon agamst “fake transmissions by encryptmg the P-code
to form the Y-code. This ensures that the GPS signals cannot be disturbed (spoofed) by a
GPS-like transmitter on the Earth. The anti-spoofing procedure converts the P-code to the
Y-code which-is only usable when a secret conversion algorithm is available to the receiver.
The Y-code is the “modulo two sum” of the P-code and the encryption code W. Only selected
(military) users have access to the conversion algorithm. The effect of AS is that civilian users
have only access to the C/A-code and therefore only to one single frequency. This disables the
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SVN [ PRN [ Block Launch Slot Operation Remark
Start End #Months

] 4 I-1 22-Feb-78 - 29-Mar-78 | 25-Jan-80 21.9 Clock

2 7 I-2 13-May-78 - 14-Jul-78 | 30-Aug-80 255 Clock

3 6 I-3 6-Oct-78 - 9-Nov-78 19-Apr-92 161.3 Clock

4 8 I-4 11-Dec-78 - 8-Jan-79 27-Oct-86 93.6 Clock

5 5 I-5 9-Feb-80 - 27-Feb-80 | 28-Nov-83 45.0 Wheels
6 9 I-6 26-Apr-80 - 16-May-80 | 10-Dec-90 126.8 Wheels
8 11 I-8 14-Jul-83 - 10-Aug-83 | 4-May-93 116.8 EPS

9 13 I-9 13-Jun-84 - 19-Jul-84 25-Feb-94 115.2 EPS

10 12 I-10 8-Sep-84 - 3-Oct-84 18-Nov-95 1335 Clock
11 3 I-11 9-Oct-85 - 30-Oct-85 | 27-Feb-94 99.9 TT&C
14 14 1I-1 14-Feb-89 | El 14-Apr-89 112.6 Wheels
13 2 11-2 10-Jun-89 | B3 12-Jul-89 109.6

16 16 11-3 17-Aug-89 | E5 13-Sep-89 107.6 Wheels
19 19 11-4 21-Oct-89 | A4 | 14-Nov-89 105.6 wheels?
17 17 II-5 11-Dec-89 | D3 11-Jan-90 103.7

18 18 11-6 24-Jan-90 F3 14-Feb-90 102.6 wheels?
20 20 117 25-Mar-90 - 19-Apr-90 | 10-May-96 72.7 Wheels
21 21 11-8 2-Aug-90 E2 | 31-Aug-90 96.0

15 15 1I-9 1-Oct-90 D2 | 20-Oct-90 94.4 NO SA
23 23 HA-10 | 26-Nov-90 | E4 | 10-Dec-90 927 Panels
24 24 ITA-11 3-Jul-91 D1 | 30-Aug-91 84.0 wheels?
25 25 HA-12 | 23-Feb-92 | A2 | 24-Mar-92 772
28 28 HA-13 | 9-Apr-92 - 25-Apr-92 | 5-May-97 76.2 Hardware
26 26 ITA-14 7-Jul-92 F2 23-Jul-92 73.3
27 27 IA-1S | 9-Sep-92 A3 [ 30-Sep-92 71.0
32 1 IIA-16 | 22-Nov-92 | Fl 11-Dec-92 68.7 »
29 29 HA-17 | 18-Dec-92 | F4 5-Jan-93 679 wheels?
22 22 IIA-18 | 2-Feb-93 Bl 4-Apr-93 64.9
31 31 IIA-19 | 30-Mar93 | C3 13-Apr-93 64.6

37 7 11A-20 | 13-May-93 | C4 12-Jun-93 62.6

39 9 11A-21 | 26-Jun-93 | Al 21-Jul-93 61.3

35 5 11A-22 | 30-Aug-93 | B4 | 20-Sep-93 59.4 SLR LRA
34 4 1IA-23 | 26-Oct-93 | D4 1-Dec-93 57.0

36 6 11A-24 | 10-Mar-94 | C1 | 28-Mar-94 53.1 SLR LRA
33 3 1IA-25 | 28-Mar-96 | C2 9-Apr-96 - 287
40 10 ITA-26 | 16-Jul-96 E3 | 15-Aug-96 245

30 30 | HA-27 | 12-Sep-96 | B2 1-Oct-96 23.0

38 8 11A-28 | 6-Nov-97 AS | 18-Dec-97 8.4
43 13 IIR-2 22-Jul-97 F5 31-Jan-98 7.0

Table 2.1: GPS constellation history and status of September 1998.

Component

Frequency [MHz]

Fundamental frequency

Carrier L,
Carrier Lo
P-code P(t)
C/A-code C(t)

fo
f1 =154 fp
f2 =120 fo
fo

Navigation message D(t) fo/204600

10.23

1575.42 (A = 19.0 cm)
1227.60 (A = 24.4 cm)

10.23
1.023

50-10°

Table 2.2: Components of the GPS satellite signal.
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Figure 2.3: Effect of SA on PRN 2 on November 11, 1998. For reference also PRN 15 is
plotted which is the only satellite without SA. :

possibility to eliminate ionospheric refraction using observations on two different frequencies.
This further limits the accuracy for the civilian users.

For real time non-differential applications, the SA effect limits the accuracy to about
100 meters. At this accuracy level the effect of AS is negligible because both, the effects
of a more precise code and the ionosphere, are negligible compared to the 100 meter level
SA effect. For real time differential GPS AS is the accuracy limiting factor. In differential
applications, the SA effect cancels out almost completely. The accuracy is in this case limited
by the degraded accuracy of the code and by ionospheric refraction.

2.2 The GLONASS

Although our main focus will be the NAVSTAR GPS, we include a short description of its
Russian counterpart. This Russian GLobal NAvigation Satellite System (GLONASS), devel-
oped and deployed by the former USSR and maintained by the Russian federation, has much
in common with the GPS in terms Qf the satellite constellation, the orbits, and the signal
structure. Both systems are owned and operated by their respective defense departments and
offer precise, global, and continuous positioning capabilities. Both transmit signals on two
frequencies in the L-band (1.2 GHz and 1.6 GHz), and make a subset of signals available for
civil use.

10
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The fully deployed GLONASS constellation is composed of 24 satellites in three orbital
planes with ascending nodes separated by 120° on the equator. Each orbital plane contains
8 satellites equally spaced with a separation of 45°. The arguments of latitude of the satellites
in subsequent orbital planes are shifted by 15°. GLONASS orbits are almost circular in an
altitude of 19 100 km with an inclination of 64.8° w.r.t. the equator. The sidereal revolution
period of the GLONASS satellites is approximately 11 hours 15 minutes. As opposed to the
GPS the ground-track of the GLONASS satellites do not repeat after one day. This avoids the
resonance effects which makes station keeping of GPS satellites difficult and expensive. The
constellation of satellites should guarantee that a minimum of 5 satellites is in view to users
world-wide, with adequate geometry, i.e., the GLONASS constellation allows for continuous
and global navigation.

GLONASS is still in development. In January 1996 the system had a full constellation
of 24 active satellites. However, no new satellites were launched until December 1998. The
guaranteed lifetime for the GLONASS satellites is about 3 years compared to 7.5 years for the
GPS Block II and IIA satellites, and 10 years for the Block IIR satellites. Due to this relatively
short lifetime of the GLONASS satellites there remain only 15 active satellites in April 1999.
The main advantage of GLONASS is that there are no plans to degrade the signals for civil
use. This has major advantages for real-time applications. A significant difference between
GPS and GLONASS is that the GPS satellites are all using different PRN codes on the same
frequency, whereas the GLONASS satellites all use the same PRN code but slightly different
frequencies. The small frequency differences give rise to complexity in the processing of
the carrier phase data. Contrary to GPS all GLONASS satellites are equipped with a laser
retroreflector array and may therefore be observed by the ground station tracking network of
the International Laser Ranging Service (ILRS) For more information about GLONASS we
refer to Habrich [1999].

2.3 The Observation Equations

We only review the most important zispects of the observation equations for GPS. For more
information we refer to, e.g., [Leick, 1995; Kleusberg and Teunissen, 1996]. Let us use the
following notation: '

k ... Index of a particular receiver.

1 ... Index of a particular transmitter.

t ... Signal reception time (GPS time).

t ... Reading of the receiver clock at signal reception time.

Ok ... Error of the receiver clock at time ¢ with respect to GPS time. The signal
reception time ¢ may be written as: ¢ = £ — .

T ... Signal traveling time between satellite and receiver.

st ... Error of the satellite clock at time ¢ — 7 w.r.t. GPS time.

7x(t) ... Position of receiver k at signal reception time t.

11
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7i(t — 1) ... Position of the satellite i at signal emission time t — 7.
o4 ... Geometrical distance between satellite ¢ (at signal emission time ¢ — 7) and
receiver k (at signal reception time t), also called “slant range”.

2.3.1 Code Observation Equation

Using the known codes provided on the GPS carriers, the GPS receivers measure the so-called

pseudo-range: ‘ ‘
Pi=c((t+0)—(t—7+06Y) 2.1

“pseudo”, because of the biases introduced by the satellite and receiver clock errors. Using the
geometrical distance g, the code observation equation, in its simplest form, may be written as:

Ppy =0, +cép—cé (2.2)
where:

Pr ... Code measurement at frequency F.

Note that both terms, ¢ d;, and ¢ 6¢, depend on the frequency F due to the different location of
the phase centers of both, transmitter and receiver.

2.3.2 Phase Observation Equation

The GPS receiver measures the difference between two phases. The observation equation may
be written as follows:

Vii(t) = 6re(t) = G (t — 7) + 0l (2.3)
where:
¥4 (t) ... Phase measurement (in cycles) at epoch ¢ and frequency F.
érr(t) ... Phase of the signal generated by the receiver oscillator at reception time ¢.
¢%(t —7) ... Phase of the signal generated by the satellite oscillator at emission time ¢ — 7.
nby ... Unknown integer number of cycles (the so-called initial phase ambiguity).

Using a Taylor series development truncated after the terms of first order we may rewrite this
as:

Vri(t) = ork(t) — ¢p(t) + 7 fr + nipy, (24)
where fr is the frequency of the carrier signal. Taking into account the receiver clock error d;
and the satellite clock error &' the phase difference may be written as:

Ori(t) — ¢ (t) = 8k — &) fr
The observation equation is then given by:

Vrp(t) = (0, — 8°) fr+ 7 fr +ny, - @2.5)

12
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Multiplying this equation by the wavelength A of the carrier we obtain the phase observation
equation: ‘ . _ _
k= 0p + €0k — 8 + Ap Ny (2.6)

2.3.3 Measurement Delays

Phase measurements and code pseudo-ranges are affected by both, systematic and random
effects. Let us mention, e.g., satellite orbit errors, clock errors, propagation effects, receiver
~ clock errors, relativistic effects, antenna phase center variations, and multipath. Let us address
three effect, namely tropospheric and ionospheric refraction, and the relativistic effect.

T: ... Tropospheric refraction, i.e., the signal delay due to the neutral (i.e., the non-ionized)
part of the Earth’s atmosphere. It is important that the tropospheric refraction, in the
GHz region, does not depend on the frequency and that the effect is the same for
code and phase measurements.

Ii ... Ionospheric refraction, i.e., the signal delay respectively phase advance due to the
free electrons in the Earth’s atmosphere. The ionosphere is a dispersive medium
for microwave signals, which means that the refractive index for GPS signals is
frequency-dependent.

§i ... Relativistic correction. The atomic frequency standards in the GPS satellites are
“affected” by general (gravity) and special relativity (the satellite’s velocity). The
predominant portion of these relativistic effects is constant and, due to their common
height, common to all GPS satellites. The effect is that the clocks in orbit appear to
run faster by about 40 s per day. This constant part is corrected for by adjusting the
frequency of the oscillators of the GPS satellites prior to launch by —0.00455 Hz.
The remaining part of the effect, caused by the eccentricity of the orbit, is often
called the periodic relativistic effect.

The periodic relativistic effect is not commonly used in the GPS observation equations be-
cause it is satellite-dependent and therefore cancels in the single difference between stations.
However, it is important if stations and/or satellite clocks are estimated, e.g., when applying
undifferenced processing techniques and for absolute navigation. The effect, which may reach
up to about 50 ns (15 m), is easily computed by the formula:

88 = F-va-e-sin(E)

L
=
with:
-2VvGM
F="2CM 1810702
¢ vm
where:

13
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Newtonian gravitational constant.

Total mass of the Earth.

Product of G and M (398600.4415 - 10% m3/5s?%).
Eccentricity of the satellite orbit.

Semi-major axis of the satellite orbit.

Eccentric anomaly of the satellite.

Geocentric position vector of satellite i.
Geocentric velocity vector of satellite i.
Velocity of light.

Q Q
2 =

o,

© .y me o

Taking into account these three effects the observation equations (2.2) and (2.6) for both fre-
quencies and both types of measurements (code and phase) may be refined as:

Zik = Q;.c—I,i-l-—T,:—ctS:-l—cék—C(si-i-)\lnik
2 . . - . 3

P = g}c—%I,’C+T,§—cc5,‘,+c6k—cc5'+)\2n'2k @7
2

Py = ob+L+Ti—céi+cb—cd

2
e = g}c+f—121,;+T,:—c6:+c6k—c5'
2

2.4 Forming Differences

We may form differences of the original observation equations in order to eliminate some
of the effects in eqns. (2.7). Elimination of the biases has the advantage that the number
of unknown parameters may be reduced significantly. However, the consequence is that no
estimates for the eliminated parameters will be available like, e.g., satellite and station clocks.

2.4.1 Single Differences

The single difference is a linear combination of two measurements. There are three different
kinds of single differences:

Between stations: Difference between two simultaneous measurements of the same satel-
lite from two different receivers. In this single difference the satellite specific terms (6*
and 6}) are almost eliminated.

Between satellites: Difference between two simultaneous measurements from one receiver
to two different satellites. In this single difference the receiver clock error (6;) is elimi-
nated.

Between epochs: Difference between two measurements from one receiver of one satellite
at two different epochs. In this single difference the ambiguity (n}) is eliminated.
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2.5 Relevant Linear Combinations and their Characteristics

2.4.2 Double Differences

A double difference is a linear combination of four simultaneous measurements or the linear
combination of two single difference measurements. Although other combinations may make
sense, a double difference usually consist of the linear combination of two single differences
between stations for two different satellites at the same epoch. Figure 2.4 shows the geom-
etry of a typical double difference. In this double difference observation both, the station
and satellite specific effects (8¢, 6%, and &), are eliminated or at least greatly reduced. This
double difference is the basic observation used in the Bernese software for precise parameter
estimation. It is defined by:

P = Loy — L) — (L — L) (2.8)

The corresponding observation equations are:

Ly = o —Id+Tid + M iy

Lm = }35 j:; I T +)\2 nzkl (2.9
P 1kl = Q;cl I TI:{

.P 2kl = 2 I Tlg

2.5 Relevant Linear Comblnatlons and their
Characteristics

It is often useful to form linear combinations of the original carrier phase and/or code mea-
surements. This may be done on any differencing level. Let L; and L, represent the phase
observables, and P; and P, the code observables, both in meters. The main disadvantage of
forming linear combinations is the increased noise of the linear combination as compared to
that of the original measurements. A general linear combination may be written as:

LLCZCM'L1+,8'L2 (210)
with real coefficients o and . The noise of the linear combination may be written as:

ULC=\1012+ﬂ2'0'Q (211)

where it is assumed that the original measurements, L; and Ls, both had the same noise oy.
The relevant linear combinations are discussed in the next sections, their characteristics are
summarized in Table 2.3.
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Satellite i

Satellite §

Orbit Satellite | a

Orbit Satellite i

Receiver |

Receiver k

Figure 2.4: Geometry of a typical double difference observation.

2.5.1 The lonosphere-free Linear Combination

The linear combination of type (2.10) with the coefficients:

i —f3
o= and 8=
ff-15 -1
yielding: .
1 2

s (2 Ly - £ L) 2.12)

is often called “ionosphere-free” because the ionospheric path delay is practically eliminated.
The same is true for the corresponding combination of code measurements:

1
-1

Taking into account the double difference phase measurements and neglecting tropospheric
refraction 7} in eqn. (2.9) the ionosphere-free linear combination has the form:

LY, = of, + B, (2.14)

Ly =

Py = (FP- £} Bo) 2.13)

where the ionosphere-free bias B, 5, May be written as:
1

BY
WU

5 (Fxndy — f2and,) (2.15)
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2.5 Relevant Linear Combinations and their Characteristics

This bias cannot be expressed in the form A3 n,, where n%, is an integer ambiguity. If we
know the difference ng}; = n}; — ng}; (the so-called wide-lane ambiguity), however, the
ionosphere-free bias B}, may be written as:

fa ij c i
-+ —— n
B-"%" f+p ™

——
A3

Bi =c (2.16) -

where the first term on the right-hand side is known. The artificial wavelength A3 is only
about 11 cm. For obvious reasons the unknown ambiguity n7, in eqn. (2.16) is often called
narrow-lane ambiguity.

2.5.2 The Geometry-free Linear Combination

The linear combination of type (2.10) with the coefficients:
a=1and g=—

yields: :
L4 = L]_ - L2 (2.17)

It is independent of receiver and satellite clocks and geometry (orbits, station coordinates).
It only contains the ionospheric delay and the initial phase ambiguities. It is well suited for
the estimation of ionosphere models and for cleaning undifferenced data. The same linear
combination may be applied to the code observations.

2.5.3 The Wide-lane Linear Combination

The linear combination of type (2.10) with the coefficients:

_ h —f2
i
gives:
Li===(hli-fil) @2.18)

It is often used for phase observations for the purpose of cycle slip detection and ambiguity
resolution on the double difference level. Using eqn. (2.9) and neglecting both, ionospheric
refraction I3J 4 and tropospheric refraction T}, we obtain:

L5kl = o))+ —— f1 f (ngcl - ngcz) (2.19)

AS nrkl
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2 The Global Positioning Systems and Their Observables

Carrier Description Wavelength | Noise . | Ionosphere
reltoLl; | reltol,
Ly Actual Carrier 19cm 1 1
L, Actual Carrier 24 cm 1 1.6
L Ionosphere-free LC Ocm 3 0
L, Geometry-free LC 00 14 0.6
Ls Wide Lane 86 cm 5 1.3
Lg Melbourne-Wiiebbena 86 cm - 0

Table 2.3: Linear combinations of the L; and L, observables. L3—Lg are the naming conven-
tion of the Bernese GPS Software package.

The artificial wavelength Aj is about 86 cm and is approximately four times longer than )\1‘
and A,. Therefore, this linear combination is called the wide-lane and the ambiguity:
Ny = Ny — Ny (2.20)

is called the wide-lane ambiguity.

2.5.4 The Melbourne-Wiibbena Linear Combination

The Melbourne-Wiibbena combination is a linear combination of both, carrier phase (L; and
L,) and P-code (P, and P,) observations described by [Wiibbena, 1985] and [Melbourne,
1985]. This combination eliminates the effect of the ionosphere, the geometry, the clocks, and
the troposphere. The combination is given by:

L = Li—fs Ly) — P, P 2.21
°= 5 (fi L1 — f2 Lo) i h (fi Po+ fa P2) (2.21)
For double difference observations we obtain:
LY, = Xs ndy | (2.22)

With good P-code data (RMS < 1 m) this linear combination may be used for the resolution
of the wide-lane ambiguities ng},. On the undifferenced (zero difference) level the same linear
combination gives: _ ‘

Ly = As ngy | (2.23)
which means that this linear combination may be used to check zero difference observations
for cycle-slips. Note that only the difference nt, — ni, can be checked in this way.
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3 Modeling the Observables

3.1 Definitions of the Time Systems

There are three different systems of time in common use [Seidelmann, 1992}

Dynamical Time: The independent argument in the equation of motions. When we generate
ephemerides for GPS satellites, we implicitly use (terrestrial) dynamical time.

Atomic Time: The time realized through atomic clocks on the Earth’s surface. It is the basis
for a uniform time scale on the Earth. The atomic time scale is defined by the frequency
of the basic oscillation of the frequency-determining element. The origin of the time
scale is defined by international convention.

Sidereal Time: The time defined through the rotation of the Earth. Although once used as
a measure of time by means of astronomical observations, it is much to irregular by
today’s standards.

3.1.1 Dynamical Time

Dynamical time is required to describe the motion of bodies in a particular reference system
and according to a particular gravitational theory. Today, general relativity and an inertial
reference system are fundamental concepts. The best possible inertial reference frame we can
access has its origin in the center of mass of the solar system (barycenter). Dynamical time
associated with this system is called Barycentric Dynamical Time (TDB, as for most other
time scales the abbreviation reflects the French order of the words). A clock fixed on Earth
will exhibit periodic variations as large as 1.6 ms with respect to TDB due to the motion of
the Earth in the gravity field of the Sun. However, in describing the orbital motion of near-
Earth satellites we need not use TDB, nor account for these relativistic variations, because
both, the satellite and the Earth, are subject to nearly the same perturbations. For near-Earth
satellite orbit computations we may use Terrestrial Dynamical Time (TDT), which represents
a uniform time scale for motions within the gravity field of the Earth.
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3.1.2 Atomic Time

The fundamental time scale for time keeping on Earth is the International Atomic Time (TAI).
It results from analyses by the “Bureau International des Poids et Mesures” (BIPM) in Paris,
France, using data from atomic standards of many countries. It is a contmuous time scale and
serves in practice to define TDT:

TDT = TAI + 32.184 s

There is a fundamental problem of using TAI in practice; the rotation of the Earth around
its spin axis is slowing down. Thus TAI would eventually become inconveniently out of syn-
chronization with the solar day. This problem has been overcome by introducing Coordinated
Universal Time (UTC), which runs at the same rate as TAI but is incremented by leap seconds
when necessary. Normally these leap seconds are introduced at on January 1%¢ or July 1°¢ but
they may also be introduced on March 1%* and September 1%,

Each of the worlds time laboratories keeps a local realization of UTC. All these local
realizations of UTC have to be synchronized. The technique to inter-compare and synchronize
different frequency standards is called “time transfer”. Time transfer currently depends very
much on GPS using the so-called “common-view” technique. Time transfer will be addressed
in Chapter 8.

GPS System Time

All the clocks on board the GPS satellites have to be tuned to GPS time. Because of the
independence of the satellite clocks very precise synchronization is mandatory to give accurate
point positioning. This can only be accomplished by using atomic clocks. Therefore all the
GPS satellites are equipped with a set of two cesium and two rubidium frequency standards.
For comparison, the GLONASS satellites are equipped with three cesium standards. The GPS
system time is given by its “Composite Clock (CC)”. The CC or “paper” clock consists of all
operational monitoring stations and satellite frequency standards. GPS system time, in turn,
is referenced to the Master Clock (MC) at the USNO and steered to UTC(USNO) from which
GPS time will not deviate by more than one microsecond. The exact difference is contained
in the navigation message in the form of two constants, AQ and A1, giving the time difference
and rate of GPS time w.r.t. UTC(USNO,MC). UTC(USNO) itself is kept very close to the
international standard UTC(BIPM), and the exact difference is available in near real time.
GPS time was aligned to UTC on 6 January 1980 and is not incremented by leap seconds.
Therefore, the two time scales differ by an integer number of seconds. By definition, there is a
constant offset of 19 seconds between the GPS and TAI time scales, that is, at any instant we
have:

GPS =TAI—-19s

Figure 3.1 shows the relationship between the time scales.
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3.2 Reference Systems

32.184s Dynamical Time (TDT)

Os Atomic Time (TAD

Figure 3.1: The relationship between time scales.

3.2 Reference Systems

3.2.1 Terrestrial Reference System

The distance between the receiver and the satellite is the most important constituent of the
range measured by GPS receivers. The receiver position is given in a Terrestrial Reference
System (TRS) which meets the following criteria [McCarthy, 1996]:

e It is geocentric, the center of mass being defined for the whole Earth, including oceans
and atmosphere.

e Its scale is that of a local Earth frame, in the meaning of a relativistic theory of gravita-
tion.

e Its orientation was initially given by the BIH orientation of 1984.0.

e Its time evolution in orientation shall create no residual global rotation with regard to
the crust.

A Conventional Terrestrial Reference System (CTRS) is realized through a set of coor-
dinates for a network of stations. The CTRS, which is monitored by the International Earth
Rotation Service (IERS), is called the International Terrestrial Reference System (ITRS). Re-
alizations of the ITRS are produced by the IERS under the name International Terrestrial Ref-
erence Frame (ITRF). Currently the ITRF realizations of the ITRS are done annually. In the
designation ITRF-yy the “yy” specifies the last year of which data were used in the formation
of the frame. Hence ITRF-96 designates the frame of coordinates and velocities constructed
in 1997 using all of the IERS data available through 1996.
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3.2.2 Celestial Reference System

The equations of motion for a (artificial) satellite have the most convenient form if expressed in
a Celestial Reference System (CRS). The celestial reference system is realized by a celestial
reference frame defined by the precise coordinates of extra-galactic radio sources with its
origin at the barycenter of the solar system and the directions of the axes fixed with respect to
the quasars. In compliance with this, the IERS CRS is realized by the IERS CRF defined by the
J2000.0 equatorial coordinates of extra-galactic objects determined from Very Long Baseline
Interferometry (VLBI) observations. The catalog of source coordinates published in the IERS
Annual Reports provides access to the ICRS. The direct access to the quasars is most precise
through VLBI observations, a technique which is not readily available to users. Therefore,
while VLBI is used for the maintenance of the frame, the tie of the ICRF to the major practical
reference frames may be obtained through use of the IERS Terrestrial Reference Frame and
the JPL ephemerides of the solar system. The IERS Earth orientation parameters provide the
permanent tie of the ICRF to the ITRE.

3.2.3 Transformation between the Celestial and Terrestrial
System

The coordinate transformation to be used to go from the TRS to the CRS at the epoch t of the
observation can be written as [McCarthy, 1996]:

[CRS] = PT(t)NT(t)RT(t)WT (t)[TRS] (3.1)

PT(t) ... Transformation matrix corresponding to the precession between the reference
epoch and the epoch t.

NT(t) ... Transformation matrix corresponding to the nutation at epoch t.

RT(t) ... Transformation matrix arising from the rotation of the Earth around the axis of
the CEP.

WT(t) ... Transformation matrix arising from polar motion.

[CRS] ... Vector in the Celestial Reference System.

[TRS] ... Vectorin the Terrestrial Reference System.

The transformation matrix arising from polar motion is:

WT(t) = Ri(yp) - Ra(zp) (3.2)

where x, and y, are the “polar coordinates” of the CEP in the TRS. The transformation matrix
arising from the rotation of the Earth around the axis of the CEP has the form:

RT(t) = Rs(~GST) (3.3)

where GST is the Greenwich True Sidereal Time at epoch t.
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3.3 The Station Model

3.3 The Station Model

The origin of the terrestrial reference system is the geocenter of the Earth’s masses. However,
the Earth’s crust may move relative to the Earth’s center of mass. This translational motion
is known as “geocenter motion”. It is caused by the mass movement of planetary fluids,
primarily the atmosphere and oceans. The position of a point located on the surface of the
solid Earth, relative to the Earth’s center of mass, may be expressed by [McCarthy, 1996]:

X(t) = Xo+ Vot — to) + D AX;(t) — Xge(2) (3.4)
i
where:
X (¢) ... Position vector relative to the Earth’s center of mass at time t.
)?0 ... Position vector at epoch ;.
Vo ... Velocity vector at epoch 2.
Xi(t) ... Corrections, at time t, due to various time changing effects '
Xg(t) ... The instantaneous vector translation of the Earth’s center of mass (including
oceans and atmosphere) at time t, relative to its long-term time-averaged posi-

tion.

The time changing effects on the station position are, e.g., solid Earth tidal displacements,
ocean tidal loading, polar loading, post-glacial rebound, atmospheric loading.

The set of positions (XO) and velocities (Vo) at epoch ¢ constitutes the ITRF. The origin
of this system is defined to be the long-term time-averaged position of the Earth’s center of
mass (including oceans and atmosphere). In GPS data analyses these positions and velocities
(Xo, V) are usually solve-for parameters. In global GPS analyses we may also solve for the
geocenter offset and/or variations (.X gc)-

3.4 The Satellite Orbit Model

Only a basic introduction to satellite orbit modeling is presented here. It is based on [Beutler,
19900, 1990a, 1991; Beutler et al., 1996a; Rothacher, 1992, 1996], which may serve for
further reference.

3.4.1 Equations of Motion

The equations of motion of an artificial Earth satellite may be written as:

-

= L TP
r=-GM - ;3 + a(t,T T,y q1, 92,93, . Qm) (35)

where the first term represents the central gravity term and @ the total perturbing acceleration
with:
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Figure 3.2: Definition of the Keplérian elements.

G Newtonian gravitational constant.

M Total mass of the Earth.

GM Product of G and M (398600.4415 - 109m3s‘2)

T Position vector of the satellite with respect to the center of mass of the Earth.
an

Dynamical parameters (e.g., solar radiation pressure parameters).

We may also write:

7—“= f(t: F)F)QI)Q%(]&'“)qm) (36)
These equations of motion (3.5 or 3.6) do not define a unique orbit (particular solution of the
equations of motion). We have to specify in addition, e.g., the so-called initial conditions at a
time ¢g: ‘ )

(to) =70 , (te) =70 ' (3.7)
This second order differential equation system, in general, cannot be solved analytically, be-
cause the function f may be very complicated. Therefore, numerical integration algorithms
have to be used.

In satellite geodesy, we are mainly interested in elliptic orbits which may be characterized
by the six Keplerian elements, see Figure 3.2. All six Keplerian elements, at epoch ¢, may be
computed from the position vector 7(t) and the velocity vector 7(t), see, e.g., [Beutler et al.,
19964].

24



3.4 The Satellite Orbit Model

The perturbation term & is small compared to the two-body term (or central gravity term)
and the solution of the unperturbed equations is therefore a good approximation to the per-
turbed solution, at least in the vicinity of the initial epoch #,. It therefore makes sense to
introduce for each epoch ¢ an instantaneous ellipse and to speak of the Keplerian elements as
evolving in time. Let us assume that 7(¢) and 7(¢) are the true position and velocity vectors for
each time argument ¢ as they are computed from the equations of motion (3.6). The osculating
elements at time ¢ are then defined as the Keplerian elements computed from 7(¢) and 7(t).
In this way we get time series of osculating elements a(t), e(t), i(t), Q(t), w(t), and Tp(?)
(perigee passing time).

3.4.2 Orbit Improvement

Orbit determination in its general sense is the problem of determining the followingn = 6+m
unknown parameters p; that define a unique (particular) solution of the above set of three
equations:
{pl,p?: e apn} = {a> €, i) va7 Tp) q1,492, .-+, qm} (38)
The six Keplerian elements at time ¢, define the initial conditions of the problem. Instead of
the Keplerian elements it would be possible, as well, to set up the components of the vec-
tors 7(tg) = 7 and 7(tp) = 7o as unknowns. The parameters ¢i, g2, . . . , ¢ are the unknown
dynamical parameters describing the accelerations acting on the satellite. All the parameters
p; (i =1,2,...,n) refer to a certain time interval [¢o, ¢;] which is identical with the time in-
terval containing all observations used to establish the orbital parameters. If we only consider
the solution in this time interval, we speak of a satellite arc with an arc length { = ¢; — t,.
When we have to determine the orbits of GPS satellites, we may consider most of the
parameters qy, go, . . . , ¢, defining the force field to be known very accurately. The coefficients
of the gravity field, e.g., are known with high precision from Satellite Laser Ranging solutions.
It is not possible, however, to assume all dynamical parameters to be known, e.g., the solar
radiation pressure. Let us assume that we have an approximate a priori orbit available. This a
priori orbit 7% (2) must be a solution of the same equations of motion with approximate values

(7o, 7o, G105 - - - » gmo) for the same set of parameters:
-, TO |y = n
7o=—GM 3 + a(t, 7o, 70y 4105 - « - » Gmo) (3.9)
0
fo(to) = 7(ao, eo, 0, Qo, wo, Tpo; to) (3.10)
fo(to) = 7V(ao, eo, %0, R0, wo, Tpo; to) : (3.11)

where ay, €, %0, {20, wo, Tpo and g;o are the approximate values p;o of the unknown parameters
p;. We may now linearize the unknown orbit 7(¢) by developing it into a Taylor series which
we truncate after the linear terms:

. OF(t)

7(t) = 7o(t) + p:

- (pi = Pio) (3.12)

1=1
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The unknown orbit 7(t) is thus represented as a linear function of the unknown parameters
pi (1 = 1,2,...,n). To set up a least squares algorithm we need to compute the partial
derivatives in eqn. (3.12). Let us first introduce the following symbol for the partial derivative
of the orbit with respect to one orbit parameter p € {p;,ps, ..., }:
oro(t)
p

Taking the total derivative of the equations of motion (3.9) with respect to the parameter p, we
obtain a differential equation system for the partial derivatives Z(¢):

Z#(t) = (3.13)

Z=A¢-Z+ A -7+G, (3.14)
where Ag and A, are 3x3 matrices with elements defined by:
Aga = Of; i k=123 (3.15)
aro,k
Ay = 04, ik=1,2,3 (3.16)
aT‘g,k
and: o
- a
ap = p (3.17)

We used f; here to denote the components of the vector function f in eqn. (3.6). All the
partials have to be evaluated using the known a priori orbit 74(¢). Equations (3.14) are called
the variational equations (one for each parameter p;) belonging to the original equations of
motions (3.9), also called the primary equations in this context. The initial conditions for the
variational equations (3.14) may be obtained by taking the partial derivatives of the initial
conditions (3.10) of the primary system with respect to the unknown parameter p:

_ 07p(to) 5(to) oro(to)

#t) = =5 o) =%~ (3.18)
Forp € {a,e,1,Q,w, T,} we have:

@ =0, Z(to)#0, Z(te) £0 (3.19)
whereas forp € {q1, 2, - - ., qa} we have:

g, #0, () =0, 3t)=0 (3.20)

In summary we may say, that in an orbit improvement step we have to solve, in addition to
the non-linear primary equations (3.9, 3.10), one linear differential equation system (3.14,
3.18) for each orbit parameter p; to obtain the partial derivatives Z(t) of the orbit 7(¢) w.r.t.
the parameters p;. All these differential equation systems have to be solved using numerical
integration methods, [Beutler, 1998]. Let us also mention that because at present no velocity
dependent forces are modeled for the GPS satellite orbits we may assume that:

Aix=0 k=123 (3.21)

26



3.4 The Satellite Orbit Model

3.4.3 Accelerations Acting on the GPS Satellites

Let us now have a closer look at the second term & on the right hand side of the equations of
motion (3.5). This perturbing acceleration is composed of:

@ = dys + Grps + Arip + GrPR + Grest (3.22)

where the various accelerations are due to:

dys ... Non-sphericity of the Earth gravity potential.

dys ... Gravitational acceleration due to the Moon and the Sun.
drrp ... Earth tidal potential.

Grpr ... Solar radiation pressure.

@rest ... Sum of all remaining small accelerations (< 107%m/s?).

Table 3.1 summarizes the order of magnitude of the various perturbing accelerations acting
on the GPS satellites. Two different approaches were chosen to study the magnitude of the
accelerations. First, a reference orbit was generated by integrating a given set of osculating
Keplerian elements over a time period of three days (72 hours) using a standard orbit model.
For this purpose the full GPS satellite constellation of January 1, 1998 was used.

For the first approach the same set of osculating Keplerian elements was integrated over
the same time period of three days with the respective acceleration turned off. Consequently
the RMS difference between this perturbed orbit and the reference orbit over the full 72-hour
arc-length was computed and is shown in the left half of Table 3.1. In the second approach
the positions of the perturbed orbit were used as pseudo-observations in an orbit determination
process where we again used the same standard orbit model which was used for the generation
of the “reference orbit”. In this orbit estimation step we characterize each orbit by 11 parame-
ters; six for the initial conditions and five for the solar radiation pressure. These are the same
parameters we currently use for our routine GPS orbit computations. Consequently the RMS
difference between this fit through the perturbed orbit and the perturbed orbit over the full
72 hour arc-length was computed and is also shown in Table 3.1.
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RMS orbit difference over 3 days

RMS of orbit determination

Perturbing Acceleration Radial Along Cross Total | Radial Along Cross Total
units: meters units: meters
Earth oblateness (Cag) 1341 36788 18120 41030 1147 1421 6841 7054
Moon (gravitation) 231 3540 1079 3708 87 126 480 504
Sun (gravitation) 83 1755 431 1809 30 13 6 33
Caz S22 80 498 10 504 3 3 4 5
Crnm Spm (n,m=3..8) 11 204 10 204 4 13 5 15
Crm Snm (n,m=4..8) 2 41 1 41 1 2 1 2
Crm Snm (n,m=5..8) 1 8 0 8 0 0 0 0
units: meters units: millimeters
Solar Radiation Pressure 90 258 4 273 0 1 1 2
units: millimeters units: millimeters
Fixed body tides 46 1382 225 1400 16 28 80 87
Relativistic Effects 17 584 0 585 4 1 | 5
Ocean Tides 12 221 22 223 4 11 8 14
Venus, Jupiter, Mars (grav.) 8 157 44 164 3 3 13 13

Table 3.1: Effect of different perturbations on a GPS satellite over 3 days.
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4 The International GPS Service and
‘its Products

4.1 The International GPSService,

Over the last decade GPS started playing a major role in regional and global studies of the
Earth. In view of a continued growth and diversification of GPS applications, the scientific
community has made an effort to promote international standards for GPS data acquisition
and analysis, and to deploy and operate a common, comprehensive global tracking network.
As part of this effort, the International GPS Service (IGS) was established by the International
Association of Geodesy (IAG) in 1993 and began official operation in January 1994.

Usually, the International Association of Geodesy (IAG) General Meeting in August 1989
in Edinburgh, UK, is considered as the starting point for the IGS. The IGS planning committee
was created shortly thereafter and the IGS call for participation was send out in February 1991.
At the XX*® TUGG General Assembly in Vienna in August 1991 the IGS planning committee
was reorganized and renamed IGS campaign oversight committee. This oversight committee
organized the 1992 IGS Test Campaign scheduled from June 21 to September 23.

The 1992 operations were so successful, that data collection, processing, and product dis-
seminvation continued without interruption after September 23, 1992, first on a “best effort
bases”, then, starting November 1, 1992, as the “IGS Pilot Service”. During this pilot phase in
1993, the IGS Terms of Reference were written and the current IGS structure was established.
The official start of the IGS took place in January 1994. In December 1997 the name of the
IGS was slightly changed. The original name was International GPS Service for Geodynam-
ics. Due to the enormous expansion of the IGS the term “for Geodynamics” was no longer
considered to accurately reflect all IGS activities, which now also included atmospheric stud-
ies. For more information concerning this early phase of the IGS see, e.g., Mueller and Beutler
[1992], Beutler et al. [1994a].

The IGS is based on the voluntary contributions of a large number of organizations. The
current structure of the IGS consists of [IGS, 1998]: global network of tracking stations, op-
erational centers, regional data centers, global data centers, analysis centers (AC), associate
analysis centers (AAC), analysis center coordinator (ACC), central bureau (CB), governing
board (GB), and working groups. According to the Terms of Reference the accuracy of the
IGS products should be sufficient to support current scientific objectives including: scientific
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satellite orbit determinations, monitoring Earth rotation, realization and easy global accessi-
bility to the International Terrestrial Reference Frame (ITRF), monitoring deformations of the
solid Earth, and variations in the liquid Earth, climatological research, eventually weather pre-
diction, and ionosphere monitoring. The primary objective of the International GPS Service’
(IGS) is to provide the reference system for a wide variety of scientific and practical applica-
tions involving GPS. To fulfill its role the IGS produces a number of “fundamental” products,
which are: GPS data from a global network of about 200 stations, GPS satellite orbits, GPS
satellite clocks, Earth rotation parameters, station coordinates and velocities, station specific
tropospheric zenith path delays (ZPD), global ionosphere maps, and GPS receiver clocks.

At the start of the IGS Test Campaign in 1992 the focus was mainly on the GPS satellite
orbits. The goal was to provide orbits of an accuracy which would allow the “normal” geodetic
GPS user to avoid orbit determination. The effect of an orbit error dR on an estimated baseline
component is given by the following “rule of thumb”, see [Bauersima, 1983]:

L
dz ~ dR- 7 4.1)

where L and dz are baseline length and baseline component error and R, dR are satellite
distance and orbit error. From eqn. (4.1) we see that for a baseline with length L = 400 km,
dR = 2 m (typical error for the GPS broadcast orbits), and R = 20000 km the baseline
component error will be about 40 mm. Using IGS orbits, assuming an orbit error (dR) of about
100 mm, the baseline length error due to the orbit error will be at the 2 mm level. Figure 4.1
illustrates the effect of the orbit quality on baseline estimates quite nicely. A European baseline
of approximately 400 km was processed once using broadcast orbits and once using precise
IGS orbits, both solutions were performed over a period of about 100 days. The coordinates
of one station were kept fixed, whereas the coordinates of the second station were solved for.
Figure 4.1 shows the variation of the daily position estimates of the second, free station, from
both solutions. The RMS of the variations using broadcast orbits is 13, 24, and 23 mm in the
north, east, and up directions, respectively. This corresponds quite well with the estimated
orbit effect of 40 mm. In the case of the IGS orbits the RMS of the variations is 2, 3, and
6 mm in the north, east, and up directions, respective]y.

In the following sections we will have a closer look at the IGS products. Our main focus
will be on the products as generated by the Center for Orbit Determination in Europe (CODE)
for the IGS since June 1992. CODE is one of the seven IGS Analysis Centers (ACs). Where
needed, e.g., for comparison, the products of other ACs are also shown. For more information
about the IGS and all its components see, €.g., the IGS Annual Reports [Zumberge et al.,
1997a; IGS, 1998; Mueller et al., 1998].

4.2 The Center for Orbit Determinationain,EUrope

The Center for Orbit Determination in Europe, is a joint venture of the Federal Office of
Topography (L+T), Wabern, Switzerland, the Federal Office for Cartography and Geodesy
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Figure 4.1: Residuals of daily position estimates on a 400 km baseline using orbits of different
quality.

(BKG, formerly IfAG), Frankfurt, Germany, the Institut Géographique National (IGN), Paris,
France, and the Astronomical Institute of the University of Berne (AIUB), Berne, Switzer-
land. Although CODE is primarily a global IGS Analysis Center (producing all global IGS
products), it lays — according to its name and the participating institutions — special emphasis
on Europe. This is mainly reflected by the three following activities at CODE:

e About one third of the sites included in the global CODE solutions are European sites.
This should guarantee that the CODE orbits are of best possible quality over Europe.

e Separately a network of about 40 European sites is processed on a daily basis since day
204 (23 July), 1995, using different processing options.

e CODE has also been appointed to combine the weekly solutions of presently 12 re-
gional processing centers in Europe into one official weekly EUREF (European Refer-
ence Frame) solution.

CODE is located at the AIUB. All solutions and results are produced with the Bernese GPS
Software [Rothacher and Mervart, 1996]. Currently version 4.3 of the software is used. For
more information about CODE and its IGS and EUREF activities we refer to the CODE annual
reports for the IGS [Rothacher et al., 1994, 1995a, 1996a, 1997a].

Three major processing procedures are running at CODE every day: the normal IGS pro-
cessing to generate the CODE final products, the so-called rapid orbit solution to generate
orbits for the “previous” day including predicted orbits which can be used in real time, and
the computation of a European solution: The following sections will give a brief overview of
these routine procedures.
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4.2.1 Daily Global Routine Processing at CODE

A flow chart of the normal IGS routine at CODE is shown in Figure 4.2 and discussed in
some detail below. One hour before the start of the routine processing, the data availability is
checked. The IGN Global Data Center and the BKG Regional Data Center provide us with
the data of the stations we want to process. For several reasons there may still be data missing
and therefore the attempt is made to download data that is missing from CDDIS or SIO, the
two other global data centers. Under normal circumstances only a few stations have to be
downloaded in this step.

The routine analysis starts at 20:00 local time with the processing of the data that were
collected three days before. After the download step, all RINEX (Receiver INdependent
Exchange format [Gurtner, 1994]) observation and navigation files are transformed into the
Bernese format, the code observations are checked for outliers, and code single point position-
ing solutions are computed for each station. This step is necessary to obtain the synchroniza-
tion errors of the receiver clocks with respect to GPS time. Broadcast ephemerides and clocks
are used in this step.

The next part of the routine procedure should result in a set of clean double difference
phase data. Because the orbit quality is important for data cleaning this procedure also gener-
ates a global 1-day solution of a reasonably good quality. Parameters estimated in this 1-day
solution are: orbit parameters, ERPs (including ERP drifts), station coordinates, troposphere
zenith delays, and tropospheric gradients. The results of this 1-day solution are labeled G1.

The procedure for the 3-day solutions starts with the computation of a global ionosphere
model used for the ambiguity resolution step which follows. Ambiguities are fixed only on
baselines shorter than 2000 km. The so-called “Quasi Ionosphere Free” (QIF) method is used
to fix the L, and L, double difference ambiguities to their integer values [Mervart, 1995]. On
the average 70% of the ambiguities are fixed on these baselines. This relatively low percentage
is caused by the low elevation cut-off angle (10°) which is currently used. With an elevation
cut-off angle of 15° the percentage of fixed ambiguities would be at the 85% level. The low
elevation data are obviously of inferior quality.

After the ambiguity fixing (on the single baseline level) a new, complete 1-day solution is
generated. This 1-day solution is performed by stacking the normal equations of three differ-
ent network parts, called clusters [Brockmann, 1997]. Within these clusters the correlations
between the double difference observations are treated correctly. From this solution (Q1) the
full 1-day normal equation system is saved for later use in the 3-day solutions. These 1-day
normal equation (NEQ) files contain all parameters that might be of interest later on, i.e., orbit
parameters, station coordinates, 2-hourly Earth rotation parameters, nutation dnfts geocenter
offsets, tropospheric zenith delays, and satellite antenna offsets.

Two other 1-day solutions, called S1 and S1N, are generated based on the Q1 NEQ file.
The S1 solution is generated to obtain the best possible 1-day orbits. This solution is useful
because it allows to study the orbit differences between 1-day and 3-day solutions. In compar-
ison with the G1 solution it also shows the effect of ambiguity fixing and correct correlations
(in the three clusters) on the orbit estimates. The SIN solution generates a small NEQ file
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Figure 4.2: Flow diagram of the IGS data processing at CODE.
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Figure 4.3: The global network of stations used in the CODE routine analysis.

which contains only station coordinates, geocenter, and satellite antenna offsets. These small
NEQ files are very useful for generating and studying time series of coordinate estimates.

The 3-day solutions are produced by combining the normal equation of the current 1-day
(Q1) solution with the normal equations of the previous two 1-day solutions. In this procedure
the three 1-day orbital arcs are combined into one 3-day orbital arc [Beutler et al., 1996b].
. Currently five slightly different 3-day solutions are created in this way, labeled S3, R3, X3,
Y3, and Z3. The S3 solution is generated to save a small 3-day NEQ file containing only
station coordinates, ERPs, geocenter, and satellite antenna offsets. The other solutions differ
only in the estimated orbit parameters. _

Finally, a clock solution is computed, where the satellite and station clocks are solved
for simultaneously using undifferenced smoothed code observations. All relevant estimated
parameters are taken from the 3-day solution: satellite orbits, ERPs, station coordinates, and
tropospheric delays. This ensures that the clock estimates are compatible with these other
products.

Figure 4.3 shows the map of the complete network of stations used for the normal IGS
routine analysis at CODE (May 1999). From the selected 141 sites at maximum 100 sites are
used on any particular day.

The rapid solution, which is computed within 17 hours after the observations were col-
lected, is generated along the same lines, but only one 1-day and one 3-day solution are gen-
erated. Furthermore, minor differences exist to speed up the processing in order to guarantee
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a fast submission of the results.

4.2.2 Daily European Routine Processing at CODE

The European network is used to test and study different processing strategies. Currently,
eight different European solutions are generated for each day. Their characteristics are (note
that there is only one strategy change from solution to solution):

EG_: Full network solution without ambiguity fixing using a cut-off angle of 15°. For each
station 12 troposphere zenith delay parameters are estimated. A priori the Saastamoinen
model is used to correct for the tropospheric delay [Saastamoinen, 1972]. The tropo-
spheric zenith delay corrections with respect to the a priori model are estimated by using

the simple mapping function @, where z is the zenith angle.

EQB: Same as EG. solution but with ambiguities fixed to their integer values and estimating
24 instead of 12 tropospheric zenith delay parameters per station. On the average 80%
to 90% of the ambiguities are resolved using the QIF ambiguity resolution strategy. This
solution is used to study the impact of ambiguity fixing.

NMEF: Same as EQB solution but using the Niell mapping function [Niell, 1996] without a
priori corrections for the tropospheric delays. With a cut-off angle of 15° degrees no
significant differences are expected w.r.t. the EQB solution.

NMW: Same as NMF solution, but using elevation-dependent weighting of the observations.
The weight of the undifferenced observations is given by the square of the cosine of
the zenith angle (cos? z). Because the data at low elevations is likely to be nosier and
suffer more from multipath effects, elevation-dependent weighting of the data may be
important, ‘ ' '

EQ.: Same as NMW solution but using a cut-off angle of 10°. A lower elevation cut-off angle -
should give a better decorrelation of station heights and tropospheric delay estimates.
However, lower elevation data will probably be nosier and may show more cycle slips
and multipath effects. |

ET_: Same as EQ_ solution but using the tropospheric delay estimates from the CODE global
solution for those stations which are common to both, the global and European network.
The idea behind introducing tropospheric delays based on a global GPS solution is, that
.in regional networks it is difficult or even impossible (depending on the size of the
network) to correctly estimate the absolute tropospheric delays. Therefore, it could be

an advantage to introduce troposphere estimates for at least one of the regional sites.

NMS5: Same as EQ_ solution but using an elevation cut-off angle of 5°.

NMG: Same as NMS5 solution but solving in addition for tropospheric gradients. The asym-
metry in the troposphere may play a significant role at low elevations.
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Figure 4.4: Improvement of the IGS combined orblt product since the official start of the IGS
in 1994..

4.3 IGS Products and their Quality

The main products of the IGS are still the GPS orbits, although other products have gained
some attention as well. In this section we will illustrate the precision of some of the IGS
products to show, the improvement of the IGS results over the last couple of years and the
quality achieved today.

4.3.1 Orbits

Figure 4.4 shows the orbit quality of the individual IGS ACs as a function of time. The quality
of the IGS orbit estimates has improved from a 200 mm to a 30 mm level in a time period
of 5 years. Figure 4.4 only shows the internal consistency of the IGS products and not their
accuracy. It gives a fair measure of the performance of the individual ACs.

Notice also the quality of the IGS rapid orbit (IGR) in Figure 4.4. This orbit product is
available with a delay of currently only 17 hours after the end of observation and its quality is
comparable to that of the best final products. -
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4.3.2 Earth Rotation

Since the very beginning of the IGS activities in 1992, Earth rotation parameters (ERPs) were
considered an important product. Soon after the start of the IGS the IERS sub-bureau generat-
ing the Bulletin A pole series recognized the timeliness of the GPS ERP estimates and started
to rely on this source of information for the X- and Y-component of the Earth rotation axis. By
1996, Bulletin A values were based to about 75% on IGS estimates. For UT this percentage
is substantially smaller (few percent only) because of the correlation between the ascending
node of the GPS orbits and the rotation of the Earth. This is a problem for all satellite-based
UT, estimates. The contribution of the GPS estimates to the final IERS ERP values the “C04”
series, had grown to about 45% in 1996 [Gambis, 1996]. Another important aspect of the IGS
ERP series is the high time resolution of one value per day. The other two space techniques
contributing to the establishment of ERPs, SLR and VLBI, provide estimates typically once
per 3-5 days. For SLR-this spacing is caused by the lack of tracking data. For VLBI this
spacing is caused by the observation schedule. With the planned VLBI CORE (Continuous
Observations of the Rotation of the Earth) operations this aspect will improve.

Figure 4.5 shows the difference between the CODE ERP estimates and the Bulletin A
values. A significant improvement from the 0.5 mas level in 1993 to the 0.1 mas level in 1999
may be observed. The offset of the X-component of about 0.3 mas is significant. This offset
is seen by all seven IGS analysis centers (see, e.g., IGSREPORT # 6021) and is clearly above
the noise level of the estimates. This indicates that the reference frame, as realized by the IGS
products, differs from the reference frame the Bulletin A pole values are referring to.

4.3.3 Station Coordinates and Velocities

The IGS allows the estimation of station positions for a large global network with a precision
of a few millimeters in the horizontal and about 10 millimeters in the vertical direction. Crustal
movements thus may be detected within a few months. To give an idea of the precision of the
IGS coordinate estimates Figure 4.6 shows the weekly coordinate estimates of the station
Zimmerwald in Switzerland after removing an offset and drift. The RMS of these residuals
is 3, 4, and 8 mm for the north, east and up directions, respectively. However, significant
systematic effects may be observed in this kind of time series, i.e., the residuals are far from
being random. The height component in particular shows clear signals. Often an annual term
is observed which may be caused by multipath effects. Annual periods in 24-hour solutions
are expected for multipath because of the 4 minute rotation per day of the satellite—station
geometry, resulting in a yearly period of the satellite—station geometry. An annual signal may
also be observed in Figure 4.6 for the height residuals of the last 2 years.

Based on the time series of coordinate estimates we may estimate the velocities for all sites
in the network. Figure 4.7 shows the estimated (horizontal) velocity vectors for all 164 sites
which were used in the CODE IGS processing over the last 6 years. The movements of six
of the seven major plates may easily be detected: Eurasia, North-America, South-America,
Nazca, Pacific, and Australia. Only the movement of the African plate is difficult to see
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Figure 4.6: Residuals of weekly coordinate estimates for the station Zimmerwald, Switzer-
land.
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1 cm/yr Velocity

Figure 4.7: Estimated horizontal velocities for 164 sites based on 6 years of continuous GPS
observations.

because only few stations are located on this plate. Interesting to see is the movement of
the site “MONP” in California. This site is located on the pacific plate rather than on the
North-American plate. The large differential velocity between these two plates, as seen in the
velocity estimates for “MONP” compared to the velocities of the sites nearby located on the
North-American plate, is responsible for the frequent and strong earthquakes in California.

4.4 Using IGS Products for EUREF

Within a few years time the IGS network has grown from a few tens to a few hundreds of
stations. In addition many regional arrays have been and are being deployed. Because it is
not feasible nor useful to process a network of more than approximately 200 stations in the
same adjustment process it is clear that the IGS ACs will never process all the worldwide
operational permanent stations. Therefore, in 1994, the IGS started the densification project
which aimed at a distributed processing [Blewitt et al., 1994; Zumberge and Liu, 1994]. In this
scheme all (permanent) IGS stations are processed by at least one AC or Regional Network
Associate Analysis Center (RNAAC). The results of all these different distributed processes
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are than combined at the Global Network AAC (GNAAC) level.

EUREEF is one of the RNAACs providing a coordinate solution to the IGS on a weekly
basis. The EUREEF solution itself is already a combined product based on the contributions
from currently 12 different EUREF analysis centers. CODE is one of the EUREF analysis
centers and it is responsible for the combination of the individual AAC results into the official
EUREF combined solution. Each of the EUREF AACs processes a certain subset of the
available European permanent GPS receivers. Results based on a complete (GPS-) week worth
of data are submitted by each of the AAC:s in the Software INdependent EXchange (SINEX)
format [Kouba, 1996]. All AAC SINEX files are rigorously combined on a weekly basis into
the official EUREF (weekly) combined solution. These weekly combined solutions define the
EUREEF reference frame. Furthermore, they are the EUREF contribution to the realization
of the ITRF and to the IGS densification project. For more information about the EUREF
activities we refer to [Springer et al., 1997; Bruyninx, 1997; Bruyninx et al., 1998].

Regional solutions are sensitive to reference frame changes of the orbits because all re-
gional solutions are processed keeping the IGS orbits fixed. This implies that the reference
frame changes of the orbits will show up in the coordinate estimates of the regional solutions.

Reference frame changes occurred several times in the IGS history when changing from
one ITRF realization to the next, e.g., from ITRF-92 to ITRF-93. Figure 4.8 shows the change
from the ITRF-93 to the ITRF-94 (end of June 1996) producing jumps in the north and east
components of the coordinate estimates for the site Maspalomas. In fiducial free network
solutions the reference frame change may also be observed in the transformation parameters
between the individual weekly solution and the combined solution, based on all the weekly
solutions, as also shown in Figure 4.8.

The expected reference frame change from ITRF-93 to ITRF-94, is approximately -1.3
and -1.0 mas for the X- and Y-rotations, respectively (see IGSMAIL # 1384 and # 1391). The
observed network rotations agree quite well with these values. Notice also that the change
from ITRF-94 to ITRF-96 in March 1998 does not show any signal thanks to the fact that
the orientation of both ITRFs is nominally the same. These reference frame differences have
to be accounted for when combining regional solutions based on different reference frame
realizations. '
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Figure 4.8: The effect of changes in the reference frame of the IGS orbits on regional solutions
with “fixed” orbits.
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5 Investigations Based on CODE and
IGS Products

5.1 Developments at CODE

CODE has been part of the IGS since its foundation in June 1992. Thus by now, May 1999,
CODE has been processing the GPS observations of a global network for almost 7 years. Ta-
ble 5.1 lists the more significant changes between June 1992 and December 1995 and Table 5.2
shows the changes since 1996.

Apart from these processing improvements, the number of stations (and consequently the
number of observations) included in the global network as processed by CODE, steadily in-
creased from about 20 at the beginning in June 1992 to 100 by mid 1998. Furthermore, during
the early phase of the IGS also the number of satellites increased rapidly from 19 to 25 in
one year. The increase of both, the number of satellites and the number of stations over the
last 6 years, is shown in Figure 5.1. All the improvements in the processing scheme and the
increase of the number of stations and satellites have significantly improved the quality of the
CODE IGS products. Below we will have a closer look at the influence of the processing
changes on the IGS and CODE products.

5.1.1 Reference Frame Changes

Four reference frame changes are documented over the last 7 years in Table 5.1 and Table 5.2.
Because of its close link to the IERS (International Earth Rotation Service), the IGS always
adopted the latest realization of the ITRF soon after its official release. In only a few years time
the reference frame was therefore changed from the ITRF-91, to the ITRF-92, ITRF-93, ITRF-
94, and in March 1998 to the ITRF-96. These changes in the reference frame can very clearly
be seen in our routine 1-day (G1) pole series when compared to the, presumably continuous,
IERS Bulletin A pole series, as shown in Figure 5.2. These changes in the reference frame
cause some practical problems for users of the IGS products as we have seen in Section 4.4.
At CODE we save small NEQ files from our 3-day solutions (S3) which allow to easily
and quickly recompute our ERP, station coordinate, and velocity time series in a new reference
frame. Based on the larger 1-day NEQ files we could of course also recompute our orbits.
However, we have only a limited number of these large (25 MB!) files on-line and it would
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Date Doy/Year | Description of Changes at CODE

01-Oct-92 | 275/92 | Zenith distance computation corrected to use ellipse and not
sphere.

02-Apr-93 | 092/93 | Use of some redundant baselines. :

14-Jun-93 165/93 | Estimate small velocity changes for the eclipsing satellites.

01-Jan-94 | 001/94 | Change from the ITRF-91 to the ITRF-92 coordinate and velocity
set for the 13 fixed sites.

29-May-94 | 149/94 | Estimate polar motion as offset and drift over 3-days.

01-Jan-95 | 001/95 | Change from the ITRF-92 to the ITRF-93 coordinate and velocity
set for the 13 fixed sites.

04-Jun-95 155/95 | Estimation of small velocity changes for all GPS satellites at
12:00 UT and 24:00 UT (once per revolution).

04-Jun-95 155/95 | Correct correlations in the 1-day solutions using 7 different clus-
ters.

25-Jun-95 | 176/95 | Ambiguity-fixed solutions submitted as the official solution.

31-Aug-95 | 243/95 | Number of clusters reduced from 7 to 5.

10-Sep-95 | 253/95 | Precise satellite clocks are estimated using code observations and
submitted together with the precise orbit files.

Table 5.1: Major changes in the processing scheme at the CODE analysis center from June
1992 to December 1995.
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Figure 5.1: Increase in the number of satellites and stations over the 7 years of IGS activities
at CODE.

44



5.1 Developments at CODE

Date

Doy/Year

Descnptlon of Changes at CODE

24-Mar-96

15-May-96
30-Jun-96

30-Jun-96

29-Sep-96

19-Jan-97

05-Oct-97

19-Oct-97
01-Mar-98

21-Jan-96 .

021/96

084/96

136/96
182/96

182/96

- 273/96

' 019/97

- 278/97

292/97
060/98

| mented.

Switch of radiation pressure model from Rock4/42 S- model to
the T-model.

Set-up of sub-daily pole and UT1-UTC estimates (offsets and
drifts in 2-hour intervals) in the routine solutions for internal pur-
poses.

Number of clusters reduced from 5 to 4.

Change of the reference frame to ITRF-94. Phase center correc-
tions with model IGS_01.PCV. Model by R.D. Ray [McCarthy,
1996] for sub-daily variations in the Earth rotation mtroduced as
a priori model.

Orbit force model changed: JGM3 (previously GEMT3); Gen-
eral relativity term implemented; Love number changed from
0.285 to 0.300 (IERS Standards [McCarthy, 1996]).

CODE final orbits are now based on a solution using the extended
radiation pressure model. Besides the direct radiation pressure
term and the Y-bias the 3 terms (one constant and two periodic.
terms) in the B-direction (see Chapter 6) are estimated. In addi-
tion, several minor improvements of the force field were imple-

Satellite clocks estimated using phase-smoothed code observa-
tions. '
Elevation cut-off angle decreased from 20° to 10°. Funhermore
the observations are now weighted with cos® z, where z is the
zenith angle. A new tropospheric mapping function (Niell) is
now used.

Number of clusters reduced from 4 to 3.

Reference frame changed to ITRF-96. Number of reference 51tes
increased from the original 13 to 37 sites. Ocean loading correc-
tions for the station coordinates.

Table 5.2: Major changes in the processing scheme at the CODE analysis center from January
1996 to May 1999.
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Figure 5.2: Changes in the reference frame realization as seen in the estimates of the pole
-coordinates (z, and y,) compared to a continuous pole series (Bulletin A). .

take a lot of time (30 min CPU time per 3-day solution) which makes the task very difficult.
The small (2 MB) NEQ files are all available on-line and processing a 3-day solution takes
only a few seconds. A

Over the years the quality of the ITRF realizations steadily improved. Until March 1998
the reference frame was realized by fixing, or tightly constraining, the positions of 13 selected
stations. By mid 1996 it had become clear that from the original 13 stations, selected in 1993,
only 8 or 9 remained valid candidates. At that time it became evident that the realization of the
reference frame for the IGS products was limited by the set of stations used for the realization
rather than by the quality of the reference frame itself. Therefore, at the IGS workshop in
1996, a new and much enlarged set of stations was selected and the final set of 52 so-called
reference stations was agreed upon during the IGS workshop in 1997 [Kouba et al., 1998].
The change in the realization of the reference frame, in March 1998, from the ITRF-94 to the
ITRF-96, and, at the same time, the new and larger set of reference stations, greatly improved
the IGS realization of the terrestrial reference frame [Kouba and Mireault, 1998a4]. '

Although the ITRF-96 is of excellent quality, a pure GPS-based reference frame might
still provide a better precision. Therefore, a new IGS working group, the IGS reference frame
project, was created. This group should develop the official IGS terrestrial reference frame.
This IGS reference frame shall be aligned to the official IERS terrestrial reference frame.

5.1.2 Orbit and Clock Changes

Figure 5.3 shows the development of the CODE orbit and satellite clock estimates as reflected
by the IGS combination reports. Figure 5.3(a) shows the development of the CODE orbit esti-
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Figure 5.3: Improvement of the CODE orbit and satellite clock estimates since the official start
of the IGS in 1994.

mates using the weighted RMS of the IGS orbit combination as quality measure. An impres-
sive improvement from 200 mm to 30 mm in a few years time may be observed. Many factors
have contributed to this quality improvement like, e.g., the increased number of satellites and
stations, and numerous model and processing improvements. The improvements resulting
from the estimation of stochastic pulses and the ambiguity fixing, implemented in mid 1995,
are clearly visible. The RMS improved from the 90-100 mm level to the 70-80 mm level.
Surprisingly, the change of orbit parameterization in September 1996 [Springer et al., 1999b],
does not show up although this change constituted a large improvement. That the estimation
of the three solar radiation pressure parameters in the B-direction (see Chapter 6) actually im-
proved the orbit estimates can be seen in Figure 5.4. This figure shows the daily RMS, over
all satellites, of the differences between the satellite positions at the end of the middle day of
a 3-day arc and the beginning of the middle day of the next 3-day arc. The figure shows these
RMS values for all 3-day solutions of the year 1997. The extended (+3 parameters) model
performs much better than the classical model. We will take a closer look at the orbit model
and possible improvements in Chapter 6.

Figure 5.3(b) shows the development of the CODE satellite clock estimates taking the
RMS of the IGS clock combination as quality measure. CODE started providing satellite
clock estimates in September 1995. After some initial problems the quality of the clock es-
timates was stabilized at the 1.4 ns level. This quality level agrees quite well with the noise
of the undifferenced P; code observations (3 50 cm) which were used to obtain these clock
estimates. Since January 1997 the clock estimates are based on phase-smoothed code obser-
vations and consequently the quality reached the 0.5 ns level. More information about the
CODE clock estimates may be found in Chapter 8.
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Figure 5.4: Orbit overlap results for the classical (2-RPR parameters) and extended (5-RPR
parameters) radiation pressure models.

5.1.3 ERP Estimation with Sub-Daily Resolution

The amount of data available within the IGS and the temporal density of the data allows for a
high time resolution of the estimated parameters. This aspect is interesting for polar motion
and UT1 because it allows to estimate sub-daily variations in Earth rotation as caused by, e.g.,
the tidal effects from Sun and Moon. Therefore, CODE started to solve for ERPs with a time
resolution of 2 hours, on a routine basis, early in 1996. Thanks to a reprocessing effort, in
which all data from 1995 onward was reprocessed, CODE has an uninterrupted series of 2-
hourly ERP estimates starting in 1995. The diurnal retrograde polar motion (nutation) which is
not accessible by GPS, has been suppressed in the processing. This unique series now covers
more than 4 years and allows the accurate determination of sub-daily polar motion and length
of day (LOD). The GPS-based ERP series is at least as good as the best currently available
series extracted from SLR or VLBI [Rothacher, 1998). Figure 5.5 shows the sub-daily polar
motion as seen by the CODE 2-hourly estimates and the sub-daily polar motion based on
the Ray model which is the current IERS standard [McCarthy, 1996]. The two curves in
Figure 5.5 are shown with the same line type to underline the agreement between the GPS
estimates and the Ray model. We expect that future ocean tide models for sub-daily variations
in Earth rotation will heavily depend on GPS observations. : .

In June 1996 the Ray model was implemented into the software as a priori model for
the sub-daily variations in Earth rotation due to ocean tides. The LOD and the associated
UT, actually integrated LOD, time series, based on our 1-day (G1) solutions are shown in
Figure 5.6. We clearly see the impact of including the sub-daily ERP model. The annual
signal observed from 1993 until mid 1996 disappeared after the introduction of the sub-daily
model. The same effect was observed for some of the other IGS ACs. The annual period
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Figure 5.5: GPS-based 2-hourly X- and Y-pole estimates compared to 2-hourly values pre-
dicted by a sub-daily polar motion model for GPS weeks 959 and 960.

is caused by the daily “sampling” of the sub-daily signals which do not have exactly 12 and
24 hour periods. Our official products, based on 3-day rather than 1-day solutions, suffered
much less from this problem thanks to the implicit smoothing caused by using 3-day solutions.

5.1.4 Other Processing Changes

Figure 5.7 shows the significant impact of two processing changes on the geocenter estimates.
The Y-component of the geocenter changed significantly when we introduced the estimation
of small velocity changes for all satellites in June 1995. The Z-component changed when we
started global ambiguity fixing in September 1994.

The estimation of small velocity changes improved our orbit estimates significantly as was
shown in Figure 5.3(a). At the same time a small Y-shift of the orbit was noticed in the IGS
orbit combination (see Figure 5.8(b)). A similar Y-shift has also been observed for the JPL AC
related with its estimation of stochastic pulses [Kouba, 1995]. It is interesting that the Y-shift
of the orbit occurred despite the fact that the positions of the 13 reference stations were tightly
constrained. Figure 5.7(a) shows that this Y-shift is also observed in our weekly geocenter
estimates. After the introduction of the small velocity changes the geocenter estimates are
much closer to the ITRF origin. We will have a closer look at this Y-shift in Section 5.2.

CODE was the first IGS AC implementing global ambiguity fixing on a routine basis. For
our IGS products we introduced global ambiguity fixing in June 1995, but internally we started
to produce ambiguity fixed series already in September 1994. Ambiguity fixing improves the
results in general. The improvement is most pronounced in the geocenter estimates. Fig-
ure 5.7(b) shows the Z-component of our weekly geocenter estimates. During the first years
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5.1 Developments at CODE

Sol. | Amb. | Ele. | Map. | Ele. | Repeatability | Remarks
ID. Fix. | Cut. | Func. | Wgt. | N| E| U
EG. | NO 15| SAAS | NO | 2.1 2.6 5.7 || Amb. Free
EQB | YES 15 { SAAS | NO || 1.9 | 1.9 | 5.6 | Amb. Fixed
NMF | YES 15| NMF | NO || 1.9 ] 1.9 | 5.8 || Niell Map.
NMW | YES 15| NMF | YES || 1.7 | 1.7 | 5.5 || Ele. Weight
EQ- | YES 10 [ NMF | YES (| 1.8 | 1.7 | 4.9 || cut-off 10°
ET. | YES 10| NMF | YES | 1.7 | 1.7 | 4.5 || Global Trop.
NMS | YES 5{ NMF | YES || 1.8 | 1.8 | 4.8 || cut-off 5°
‘NMG | YES 5| NMF | YES || 1.7 | 1.7 | 4.8 || Tropo. Gradients

Table 5.3: Repeatability of the daily European solutions at CODE based on days 060-157 of
1998.

the estimates are rather unstable. Clearly, the repeatability of the (Z) geocenter estimates
improves significantly after September 1994, when we started using our ambiguity fixed re-
sults. Also, we observe a jump when switching from the ambiguity free to the ambiguity
fixed results. Let us add that ambiguity fixing improves the repeatability of station coordinate
estimates, especially in the east component.

The different scales of the geocenter Y- and Z-plots, indicate that the estimates of the Z-
component are weaker than those of the Y-component. The RMS over all weekly geocenter
estimates since 1996 is 7, 10, and 20 mm for the X-, Y-, and Z-component, respectively. The
quality difference may be explained by the fact that the rotation of the Earth around its spin
axis provides a good observation geometry for the X- and Y-component but not for the Z-
component. In addition, the Z-estimates may also be weakened by the observation “gaps” at
the poles due to the 55° inclination of the orbits. In the Y-component a clear annual signal
is observed with an amplitude of 10 mm. If this signal is subtracted from the time series the
RMS for the Y-component is reduced to 7 mm. In the Z-component an annual signal with
an amplitude of 17 mm is observed. In addition, two signals with periods of 50 and 44 days
are observed with amplitudes of 11 and 6 mm, respectively. Subtracting these three signals-
from the time series reduces the RMS of the Z-component to 13 mm. No periodic signals are
observed in the X-component. Annual and semi-annual signals are expected in the geocenter
estimates and have been observed by other techniques, SLR and VLBI, as well [Ray, 1999].
The two signals around 50 days, observed in the Z-component, are unexpected. One possible
explanation might be the orbit model because these signals start to show up after September
1996 which is where we changed our solar radiation pressure model.

Over the last couple of years we intensively studied the effect of different processing strate-
gies, mainly using our European network. Recently, our focus has been on lowering the el-
evation cut-off angle, improving the modeling of the tropospheric delays, and improving the
observation model. Table 5.3 shows the internal consistency of our different European solu-
tions, described in the Chapter 4, based on days 060-157 of 1998.
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The main conclusions that may be drawn from Table 5.3 are that ambiguity fixing mainly
improves the repeatability of the east component of the coordinate estimates. Lowering the el-
evation cut-off angle improves both, the horizontal and vertical repeatabilities. The estimation
of tropospheric gradients improves the results if low elevation tracking data is available. In Ta-
ble 5.3 this fact is obscured because the repeatability is dominated by the “bad” stations which
do not have low elevation tracking. Finally, the introduction of global troposphere zenith de-
lay estimates in the regional solutions improves the repeatabilities of the height component.
More detailed information about the research using our European solutions may be found in
Springer et al. [1997] and Rothacher et al. [1997b]. Based on the results from this European
network the elevation cut-off angle for the CODE global solutions was lowered from 20° to
10° in October 1997. At the same time also the tropospheric mapping function was changed
(Niell) and elevation-dependent weighting (cos? 2) was implemented. Similar improvements,
as seen for the European solutions, were observed for the global solutions [Rothacher et al.,
1998].

We demonstrated that ambiguity fixing has a significant impact on the quality of geodetic
parameters estimated using GPS. Currently ambiguity fixing, at CODE, is limited to baselines
with a length below 2000 km. This means that there are several baselines in the global net-
work (Figure 4.3) where no ambiguities are fixed. Both, a reduction of the average baseline
length, by including more stations in remote areas, and an increase of the minimal baseline
length for the ambiguity fixing, would result in a higher percentage of fixed ambiguities. This
would strengthen the solutions significantly. As a test, since May 1998, we fix ambiguities
on all baselines for the CODE rapid orbits. For baselines longer than 2000 km we use the
Melbourne-Wiibbena linear combination (see eqn. (2.21)) to determine the wide-lane ambi-
guities. In a second step we use the ionosphere-free linear combination (eqn. (2.12)), where
we resolve the narrow-lane ambiguities (eqn. (2.16)).

The results of the CODE AC have improved significantly thanks to a large number of
processing changes. However, the jumps caused by some of the processing changes, give
significant problems in, e.g., the multi-annual solutions, station coordinate time series, and the
2-hourly pole estimates. Therefore, the continuous improvements of the processing strategies
make it mandatory to reprocess the “old” data using a (more) uniform processing strategy. The
large improvements achieved in recent years, will make such a reprocessing very promising
and, most probably, very rewarding.

5.2 OpenlIssues

5.2.1 The Geocenter Y-Shift

The geocentric Y-shift of the orbits of individual ACs w.r.t. the IGS combined solution, was
discovered already in 1994 in the IGS orbit combinations. It soon became clear that these
shifts changed when the orbit modeling changed. Figure 5.8 shows the translation in the Y-
direction of the orbits of two IGS ACs (CODE and JPL) relative to the combined IGS orbit.
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Figure 5.8: Orbit translations relative to the IGS combined orbits.

For reference the X-translation of the orbits for the same two ACs and the same time period is
also given. In 1994 two jumps of approximately 70 mm may be observed in the JPL results.
These jumps are related to the changes in the stochastic orbit model used by JPL. By the end
of January 1994 JPL stopped solving for stochastic pulses, a strategy change related to the fact
that AS was turned on. Later in 1994, JPL reactivated the estimation of the stochastic pulses.
In mid 1995 a similar, but smaller jump may be observed in the CODE results, when CODE
started estimating small velocity changes for all satellites. The reduced size of the jump for
CODE is most likely caused by the usage of 3-day arcs which seems to reduce the size of the
Y-shift compared to short-arc solutions. The Y-shift observed for the orbits is also visible in
the geocenter estimates as was shown previously, see Figure 5.7(a). Notice that no jumps can
be observed in the X-component for both, the orbit and the geocenter. '

It was thought that insufficient orbit modeling might cause a geocenter Y-shift due to the
weak geometry of the IGS tracking station network and especially of the 13 fixed reference
stations. We decided to study the impact of different orbit models on the geocenter loca-
tion. For this purpose the CODE final orbit positions for the year 1997 were used as pseudo-
observations in an orbit determination process. Note that our reference orbits do not show a
Y-shift, i.e., the geocenter by definition agrees with the ITRF origin. In the orbit determination
process only two radiation pressure parameters were estimated, in addition to the six initial
conditions. This parameterization is similar to what was done for the CODE products prior to
June 1995. These estimated orbits were then compared to the original orbits through a seven
parameter transformation exactly as it is done in the IGS orbit combinations. The comparison
was performed separately for the six different orbital planes, using all satellites in the plane.
Figure 5.9 shows the observed X- and Y-shifts of the estimated orbit w.r.t. the original orbit.
One curve is drawn for each of the 6 orbital planes (A-F), and one curve is drawn for the
complete satellite system (ALL). The daily values were smoothed to obtain a clearer picture.
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Figure 5.9: Effect of the orbit model on the satellite positions.

The Y-translation, shown in Figure 5.9 for the individual orbital planes, has a mean offset
of approximately 75 mm. On top of this, semi-annual variations are observed for each orbital
plane, with an amplitude of approximately 55 mm. The maximum Y-shift is observed during
the eclipse season of the orbital plane. A similar picture is observed for the X-translation
which, however, has a zero mean offset but a semi-annual variation with an amplitude of
40 mm. The minimum X-shift is observed during the eclipse season of the orbital plane. We
conclude that the observed geocenter and orbit Y-shifts are caused solely by the orbit model
and have nothing to do with the geometry of the IGS tracking network. The procedure, fitting a
good orbit using a bad model, knows nothing about the geometry of the tracking stations. This
raises the question why an orbit modeling problem causes a geocenter shift. It is interesting to
note that a geocenter shift causes a periodic (once per revolution) perturbation in the satellite
orbit.

5.2.2 Antenna Phase Center Offsets

One of the major remaining problems in GPS data processing are the locations of the satellite
and receiver antenna phase centers. The recently observed bias (1 meter!) in the phase center
location of the first block IIR satellite (PRN 13) has made it clear that the position of the satel-
lite phase center offset is not well known [Bar-Sever, 1998]. Also, the elevation-dependent
phase center variations of the receiver antennas is a major error source. The phase center off-
sets are also highly correlated with the estimated tropospheric zenith delays and the terrestrial
scale. :

To study the effects of the antenna phase center offsets we generated a series of test solu-
tions using different processing strategies. The solutions should give a better understanding of
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the correlations between the phase center offsets, the phase center variations, the tropospheric
zenith delays, and the terrestrial scale. The following four processing options were modified
in the solutions:

¢ Constrained or free terrestrial scale. The “constrained” solutions are generated by con-
straining the coordinates of 37 reference stations to 1 mm. The free solution is generated
by using minimal constraints (3 rotational constraints).

e The satellite phase center offset (Z-offset) is either fixed, artificially changed, or esti-
mated. We call this a Z-offset because the direction of the vertical satellite phase center
offset corresponds with the Z-axis of the satellite-fixed reference frame. The Z-axis is
the axis pointing from the satellite to the geocenter.

e Either relative receiver antenna phase center variations, relative to the Dorne Margolin
antennas [Rothacher et al., 1996b], or absolute variations using the anechoic phase
chamber values [Rocken et al., 1996] are used.

o Different elevation cut-off angles (10°, 15°, or 20°) are used.

Combinations of these processing options were tested and the results are summarized in Ta-
ble 5.4. The reference solution was a minimally constrained (3 rotational constraints) solution,
which means in particular that the terrestrial scale was free. The other processing options of
the reference solution were identical with those of our official IGS solution, i.e., 10° cut-off
angle with elevation-dependent weighting, relative phase center variations introduced, and no
Z-offset estimated. The normalized RMS of the one-way L; phase observations of this ref-
erence solution was 1.46 mm. The first column of Table 5.4 identifies the processing option
- which was changed w.r.t. the reference solution. The next three columns show the mean dif-
ference between the test solution and the reference solution, in terrestrial scale, tropospheric
zenith path delay, and estimated satellite antenna offsets. The last column gives the normalized
RMS of the one-way L, phase observations.

We first wanted to know whether there were significant differences between the solutions
with a fixed or free scale. No significant differences were found. Secondly, we tested the
influence of the elevation cut-off angle by changing it from 10° to 15° and 20°. Here a change
of 1.0 ppb in the terrestrial scale was observed going from a 10° to a 20° cut-off angle. This
change corresponds to a 6 mm height change of the station heights. The formal errors of the
height estimates, however, were 3-5 mm and 3-6 mm for the 10° and 20° solutions, respec-
tively. Thus a 1.0 ppb scale change is practically within the 1o formal error, and therefore
not significant. It is interesting to note that the noise of the normalized observation residuals
(RMS) seems to decrease with increasing elevation despite the fact that we use elevation-
dependent weighting for the observations.

We then artificially changed the satellite phase center offsets of all satellites by one meter.
In Table 5.4 we see that this change has a large impact on both, the terrestrial scale and
the tropospheric zenith delays. The scale changed by 8 ppb (50 mm in station height) and
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Differences w.r.t. Reference Solution

: Scale Tropos. | Z-off | RMS
Solution Description (ppb) | (mm ZPD) (m) | (mm)
Scale Fixed 0.1 0 -| 1.46
Scale Free, 15° cut-off -0.3 1 -| 140
Scale Free, 20° cut-off " -1.0 4 - 1.36
Scale Free, Z-off. +1 meter -8.3 S| (+1.0){ 146
Scale Fixed, Z-off Est. 1.5 -1 021 144
Scale Free, Z-off Est. 13.2 -7 -1.6 | 144
Scale Free, Z-off Est. 15° cut-off 17.0 -12 201 1.39
Scale Free, Z-off Est. 20° cut-off 22.8 -18 25 1.34
Scale Fixed, Abs. P.C. Var. 8.5 -10 - 1.57
Scale Free, Abs. P.C. Var. 14.3 -18 -1 1.53
Scale Fixed, Abs. P.C. Var., Z-off. Est. | -1.4 -9 2.1 149
Scale Free, Abs. P.C. Var., Z-off. Est. | -29.7 ' 9 55| 146

Table 5.4: Influence of small processing changes on the terrestrial scale, tropospheric zenith
delay, and satellite antenna offset.

the zenith delays were changed by 5 mm (15 mm in station height). A comparison of the
station coordinate estimates showed that they agreed at the few mm level after a 7 parameter
transformation. Apart from the scale change of 8 ppb the coordinate transformation showed a
significant translation in the Z-direction of 5 mm. A comparison of the orbit estimates, without
any parameter transformation, showed that they agreed on the mm level, which is remarkable
considering the relatively large changes in the other parameters. These results underline the
strong correlation between the satellite antenna phase center offset, the terrestrial scale, and
the tropospheric zenith delays.

We then made the attempt to estimate the phase center offset of the satellites by estimating
one offset for each individual satellite. It should be mentioned that the observability of this
offset is rather poor due to the fact that the “observation angle” between the satellite-receiver
and satellite-geocenter vectors is at maximum 14°. This means that the major part of the Z-
offset is a range bias which may be absorbed by ambiguities or clocks. In this context the test,
where we changed the Z-offset by one meter, is quite convincing. Only 70 mm of the one
meter change showed up in the results.

The remaining effect of the Z-offset will have an elevation-dependent signature because
the observation angle increases with decreasing satellite elevation. This elevation-dependent
signature explains the correlation between the Z-offset and the estimated tropospheric delays.
In addition, it is well known that the tropospheric delays correlate with the station heights and
therefore also with the terrestrial scale. The results of the four tests which were performed with
Z-offset estimation are quite remarkable. If the scale of the terrestrial network is constrained
the results look quite reasonable. However, as soon as this scale is freed the results differ
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" quite significantly from the reference solutions with changes of 22 ppb in scale, 18 mm in

zenith delay, and more than 2 m in satellite antenna phase center offset. Notice that the formal

errors of the station heights (3-6 mm) and the tropospheric zenith delays (1-2 mm) barely

change. The formal errors of the Z-offset estimates are a few centimeters only, increasing

strongly with growing cut-off angle (from 40 to 70 mm going from 10° to 20°). Apart from"
the scale change the coordinate transformation again showed significant translations in the

Z-direction of up to 15 mm. Also the orbits were now different but only by 20 mm in RMS

without showing significant orientation differences. The pronounced elevation-dependency of

the results is quite disturbing.

At last we introduced the absolute receiver phase center offset and variations from ane-
choic chamber measurements. Earlier investigations had shown that the introduction of these
absolute phase center measurements gave rise to a 15 ppb terrestrial scale in the GPS analysis
[Rothacher et al., 1995b]. In the earlier tests we noticed that the satellite antenna offsets also
cause large scale effects in the terrestrial network. We therefore hoped to find a solution for
the satellite antenna offset which would enable us to use the absolute phase center measure-
ments without any residual effects on the terrestrial scale and the estimated tropospheric zenith
delays. The results of these tests are also documented in Table 5.4.

The first two solutions, where we introduced the absolute phase center variations, confirm
the fact that these give a 15 ppb terrestrial scale change and also large changes in the tropo-
spheric delays. It is remarkable that, in the solution where the scale is constrained, the change
of the scale is as large as 8 ppb! Notice also, that the RMS of these solutions is increased.

In the latter two solutions we solved for the satellite phase center offset in addition to
introducing the chamber measurements. The solution with the constrained terrestrial scale
looks quite acceptable although the Z-offset change of 2 meters is large. However, the minimal
constrained solution shows a dramatic scale change of almost 30 ppb (180 mm station height).
Also, the estimated Z-offset is very large (5 m). This solution is not acceptable. Obviously we
are still not in a position to use the absolute phase center variations.

We conclude that it is not feasible to accurately solve for the satellite antenna offsets in
an absolute sense due to the correlation with the terrestrial scale, the tropospheric delays, the
receiver antenna phase center offsets, and elevation-dependent variations. However, we are
able to solve for these offsets in a relative way, e.g., by adopting a specific value for a single
satellite. The offsets of the other satellites may then be determined relative to this adopted
value. Significant Z-offset differences were observed between the individual satellites. Two
other IGS ACs, GFZ and JPL, which also estimated the satellite antenna offsets, observed.
very similar differences for individual satellites [Bar-Sever, 1998]. We furthermore conclude
that biases observed in the terrestrial scale and tropospheric delays, based on GPS microwave
measurements, are very likely the result of inaccurately known phase center positions of both,
the satellite and the receiver antennas.
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Products Predicted .| Rapid | Final | Units | Biases
Orbit 500 100 5.0 [ cm 10.0
Clock 150.0 0.5 03 | ns ?
Pole 0.2 0.1 | mas 0.3
LOD 30.0 | 20.0 | us/d 20.0
Stations Hor. 3.5 | mm 10.0
Stations Vert. 8.0 | mm 20.0
Troposphere ZPD 40| mm | 6.0
Geocenter X, Y 7.0 | mm 20.0
Geocenter Z 13.0 | mm 50.0
Terrestrial Scale 0.4 | ppb: 15.0

Table 5.5: Estimated quality of the IGS products.

5.3 Summary

In this chapter we have shown that significant improvements, in only a few years time, were
observed for many of the IGS products. In Table 5.5 we summarized the “state of the art” of
the IGS products. For completeness we included the predicted and rapid products. For more
information about these IGS products we refer to [Kouba and Mireault, 1998b]. The quality
assessment of the tropospheric delays is based on the work done by the IGS working group
for combination of tropospheric estimates [Gend!, 1998]. The left hand part of Table 5.5 lists
the different IGS products and their current precision estimate. The precision indications are
based mainly on the IGS internal comparisons and on what we have shown in this chapter.

In order to get an idea of the accuracy of the IGS products, we include the column “biases”,
containing estimates for systematic effects which are based on other than GPS observations.
These values should be viewed as maximum errors which might be present in IGS products.
For instance, the orbit Y-shift of 100 mm is listed as bias although it does no longer appear
in most of the IGS products. It is included in the table because its origin is still largely un-
explained. Also the terrestrial scale bias (15 ppb) is not really observed in the IGS products.
It occurs, when the phase center variation measurements from anechoic chamber tests are
introduced, in a correct way, in the processing. The uncertainties for the station positions re-
flect the systematic effects observed in the coordinate time series, some of which are caused
by multipath, giving rise to yearly signals in the residuals. Other effects are caused by mi-
nor changes at the site like, e.g., antenna or receiver replacements, cabling changes, antenna
radomes, infrastructure changes.

We have seen that the internal con51stency between the IGS ACs has reached the 30—
50 mm level for orbits, 3-8 mm for station positions and 0.1 mas for polar motion. However,
significant biases exist between the AC solutions. Differences of 0.5 ppb (10-15 mm) in the
scale of the orbits, 3 ppb (15-20 mm) in the terrestrial scale, and 100 mm in geocenter are
observed in internal comparisons.
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5.3 Summary

Biases also show up in comparison with other techniques, e.g., VLBI and SLR. In these
external comparisons a bias of 0.3 mas for the X-component of the pole is observed as we
have seen in the previous section. Furthermore, a persisting 50 mm bias is present between
SLR range measurements and the ranges to the GPS satellites derived from the IGS orbits, a
topic we will study in Chapter 7.

We have demonstrated that the realization of the terrestrial reference frame, ambiguity
fixing, orbit modeling, elevation cut-off angle, and troposphere modeling play an important
role in the quality of the IGS products. We are convinced, however, that we have not yet
reached the full potential of the GPS system and that we can still significantly improve the
precision of the IGS products. Possible improvements for the next years are:

e Improved realization of the (IGS) terrestrial reference frame.

e More fixed ambiguities by performing ambiguity fixing on longer baselines or by re-
ducing the average baseline length.

Orbit model improvements resulting in a reduction of the number of estimated orbit
parameters (see Chapter 6).

Lower elevation cut-off angle (3°).

Troposphere modeling including gradients.
¢ Antenna phase center calibration.

In addition, we may expect improvements from the inclusion of GLONASS microwave obser-
vations mainly thanks to the increased number of satellites. Last but not least, the inclusion of
SLR observations from both, the GPS and GLONASS satellites, may have an impact on the
results. The use of SLR observations will be discussed in Chapter 7.
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6 Solar Radiation Pressure Models

Solar radiation pressure (RPR) is the largest non gravitational acceleration acting on the GPS
satellites. Table 3.1 in Chapter 3 shows the effect of different perturbations on the GPS orbits.
The size of the perturbation caused by solar radiation pressure is only exceeded by the effect
of the Earth oblateness, the gravitational effects from Sun and Moon and the lower harmonics
(C2 and Ssp) of the Earth gravity field. Clearly, for GPS satellites the establishment of an
accurate solar radiation pressure model is equally important as an accurate gravity model of
the Earth.

6.1 Solar Radiation Pressure

The acceleration of a GPS (or GLONASS) satellite due to the radiation pressure of the Sun is
difficult to model because of the complicated shape of these satellites. According to Rothacher
[1992] it may be expressed as follows:

A 2 [ — T
C_l‘RPR-:V'(Ps'CT'—' L S Tj) 6.1)

m |7 —7* |7 =7

where:

v ... Eclipse factor (v = 1 if satellite in sunlight, v = 0 if satellite in the Earth’s

shadow, 0 < v < 1 if satellite in penumbra).

A ... Cross-section area of the satellite as seen from the Sun.

m ... Mass of the satellite.

Qs Astronomical unit (AU).

P, = S/c... Radiation pressure for a completely absorbing object at the distance of 1 AU
with A/m = 1. S is the solar constant and c the velocity of light.

Cy ... Reflection coefficient.

T Ts ... Geocentric coordinate vectors of the satellite and the Sun, respectively.

The acceleration drpp always points in the direction Sun-satellite in this model. Whereas
for a spherical satellite the ratio A/m remains constant, the total cross-section area A for a
GPS satellite is constantly changing due to the changing attitude of the satellite. The pressure
exerted by the solar radiation will therefore vary over one revolution as well as over the year
because of the changing orientation of the orbital plane with respect to the Sun. ‘

61



6 Solar Radiation Pressure Models

Earth or Moon

Y

Sun

Satellite

Figure 6.1: Simple cylinder model of the Earth’s shadow.

6.1.1 Satellite Eclipses

Because of their high altitude GPS satellites are almost permanently in the sunlight. Only if
the vector Sun—satellite lies almost in one of the orbital planes, the satellites of this plane will
pass through the Earth’s shadow once per revolution. Such “eclipse seasons” happen twice per
year for a specific orbital plane and they last for a few weeks. One shadow passage lasts for
55 minutes at the maximum. It is obvious that during the eclipse no solar radiation pressure
is exerted on the satellite. According to a simple cylinder model for the shadow of the Earth
(see Figure 6.1), the eclipse factor may be computed as:

-

0 if cosy= 77 <0 and

r- |Fs
v= h=|f]v/1=cos?vy < a, (6.2)
1 else
where
T Geocentric position vector of the satellite.
s ... Geocentric position vector of the Sun.

ae ... Equatorial radius of the Earth.

Figure 6.2 illustrates the body-fixed coordinate system. This satellite-fixed system has its
origin in the center of mass of the satellite. The nominal satellite attitude is such that the Z-
axis (antenna axis) is pointing to the center of the Earth. The Y-axis, which points along one
of the solar panel beams, is perpendicular to the Sun-satellite vector. The X-axis, which is
positive toward the half plane that contains the Sun, completes a right-handed system. Earth
and Sun sensors monitor the positions of the two celestial bodies. Momentum wheels are used
to control the satellite attitude.
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6.1 Solar Radiation Pressure

Figure 6.2: Schematic picture of a GPS Block II satellite showing the satellite fixed reference
frame.

As soon as the satellite enters the Earth’s shadow, maintenance of the correct orientation
of the Y-axis becomes impossible. Since June 1994 (see IGSMAIL # 591), the satellites are
rotating around the Z-axis with the maximum speed possible (about 0.1 deg/sec) during the
shadow passage. Consequently the satellites exit from the Earth’s shadow with an almost
arbitrary orientation of the solar panels.. Until the satellite has regained its nominal attitude,
the mis-orientation of the solar panels causes orbit modeling problems. The realignment of
the satellite attitude may take up to 30 minutes and causes most of the modeling problems
related to the satellite eclipses [Fliegel and Gallini, 1996].

6.1.2 Earth Albedo Radiation

The Earth and its atmosphere reflect a large portion of the solar radiation back into space.
This re-radiation is called the Earth albedo radiation. The radiation pressure on the satellite
due to the albedo of the Earth is very difficult to model due to the distribution of land, ocean,
and clouds. According to Fliegel and Gallini [1996] the effect of Earth albedo radiation is a
function of the Sun-Earth—satellite angle. The maximum albedo radiation is observed during
the satellite eclipse season where it may reach 2% of the direct solar radiation pressure. Note
that during the eclipse season the satellite sees the Earth in “full phase” for part of its orbital
revolution. Up to now Earth albedo radiation has been ignored in GPS orbit determination.
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6 Solar Radiation Pressure Models

Component BlockI BlockII Block IIA Block IIR | GLONASS
Solar panels (m?) | 5.583  10.886 10.886 13.60 23.62
Panel masts (m?) | 0.470 0.985 0.985 0.32 -
Z-side (m?) 1.510 2.881 2.881 3.75 1.02
X-side (m?) 1.055 1.553 1.553 3.05 3.18
Mass (kg) 520 880 975 1100 1400

Table 6.1: Dimensions of different GPS' and GLONASS satellites.

6.2 The ROCK Models

The most commonly used RPR-models were developed by Rockwell International, the space-
craft contractor for Block I and II satellites [Fliegel et al., 1992]. The computer programs
that embody these models became known for Block I as ROCK4 [Fliegel et al., 1985], and
for Block II as ROCK42 [Fliegel and Gallini, 1989], although they are also known as the
Porter models. A distinction is made between the standard S-model and the T-model The lat-
ter includes thermal re-radiation of the satellite and is recommended by the IERS Standards
[McCarthy, 1992].

' The ROCK models were derived by first computing the contributions to the radiation pres-
sure from all the major surfaces of the GPS spacecraft taking into account the reflectivity
properties of these surfaces. All surfaces are assumed to be either flat or cylindrical. The
angular distribution of the reflected sunlight from each surface is approximated as the sum of
two “beams”, one perfectly diffuse (Lambert scattering) and the other purely specular. Shad-
owing effects are also accounted for but only to the first order. Figure 6.3 shows the major
surfaces of the GPS spacecraft and some of their properties and Table 6.1 lists some of the
most important dimensions of the different GPS Block types. The resulting accelerations
were represented using relatively simple formulas in a satellite-fixed coordinate system (Fig-
ure 6.2). Assuming perfect attitude control the resulting solar radiation force will always lie
in the (X, Z) plane. The satellite is oriented such that the Sun is in the satellite’s plane of
symmetry so that the angle between the Sun and the satellite antennas (Z-axis) is always be-
tween 0° and 180°. When this angle, a; is less then about 14, the satellite is eclipsed. To keep
the angle o within the specified range the satellite has to rotate around its Z-axis. During the
eclipse period the satellite has to rotate 180 around its Z-axis in a short time, twice per orbital
revolution; once during the actual eclipse (& = 0°) and the second time when it crosses the
Sun-Earth plane on the opposite side of the Earth (« = 180°). These rotations are referred
to as midnight- and noon-turn, respectively. For the Block IIR satellites the attitude control is
changed which will allow the angle « to cover the full range of 0° to 360°. This means that
there will be no midnight- and noon-turns for these satellites, anymore.

64



6.2 The ROCK Models

GPS Block Il Reflectance and Specularity Coefficients

FRONT VIEW

MAIN BODY — SUN (+X) SIDE
= 0.2
r = 0.56
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¥ = 0.56

MAIN BODY — (+/-Y) SIDES

GRAPHITE EPOXY

ANTENNA ENDS p =01
po= 0.2 v = 0.07
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ANTENNA SIDES

p =02
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TT&C ANTENNA END
= 0.2
v = 0.28

Figure 6.3: GPS Block II surfaces and their properties (from [Fliegel, 1993]).
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6 Solar Radiation Pressure Models

6.2.1 Model Characteristics

The ROCK4 and ROCK42 models, realized originally through two Fortran subroutines, can
be represented with high precision as a short Fourier series as function of the angle .. From
both models there are two versions, the original or standard versions, S10 and S20, and two
versions including the effects of thermal re-radiations, T10 and T20. The “S” and “T” stand
for standard- and thermal-model, respectively, the 1 and 2 reflect the Block type, and the “0”
indicates that this is the zeroth release of the model. For the new Block IIR satellites the model
is called T30. The inclusion of the thermal re-radiation in the ROCK models should have
improved the models significantly. Therefore, only the three “T”” models will be reproduced
and studied here. '

The T10 model:
F, = S{-4.55sina+ 0.08sin(2a + 0.9) — 0.06 cos(4cx + 0.08) + 0.08}
F, = S{-4.54cosa+ 0.20sin(2a — 0.3) — 0.03sin(4c)} (6.3)
The T20 model:
F, = S{-8.96sina+ 0.16sin3a + 0.10sin 5. — 0.07 sin 7a}
F, = S{-843cosa} . (6.4)
The T30 model:
F, = S{-11.0sina — 0.2sin3a + 0.2sin 5a}
F, = S{-11.3cosa+ 0.1cos3a + 0.2cos5a} (6.5)
where: |
F, Force in the satellite-fixed X-direction (1073N).
F, Force in the satellite-fixed Z-direction (1075N).
o Angle between the Sun and the +Z-axis (radians).
S Model scale factor. It is advised to estimated a scale factor from the measurements

as a quantity that changes slowly over a few weeks.

6.2.2 The Y-Bias

For high precision geodetic work it is advised to estimate a force in the Y-direction, called
‘the Y-bias, in addition to the scale factor (S). Like the scale parameter, the Y-bias should
be estimated from the measurements as an acceleration that changes slowly over a few weeks.
Although the source of the Y-bias is unknown, its effect on the orbit is significant. The attitude
control of the satellites is based on a feedback loop between solar sensors (on the panels)
and momentum wheels. Although in theory the Y-axis of the satellites should always be
perpendicular to the direction Sun-satellite (to optimize the amount of energy collected by the
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Figure 6.4: Two possible causes of the Y-bias (from [Fliegel, 1993]).

solar panels), this is only approximately true in practice. A small mis-orientation of the solar
panels will cause an acceleration acting in the direction of the Y-axis. Two possible causes are
shown in Figure 6.4, taken from [Fliegel, 1993].

The most likely explanation for the Y-bias is the solar sensor misalignment, especially
in view of the reported solar sensor biases (see IGSMAIL # 591) which do cause a small
misalignment of the satellite. A misalignment error of only 0.5° would explain the observed
Y-bias.

6.2.3 Accuracy of the ROCK Models

Taking the nominal value of agpp = 1+ 10“7m/ s? for the solar radiation pressure and the
claimed accuracy of 3% for the T20 model, the expected error is approximately 3 - 10~%m/s2.
Furthermore, the size of the Y-bias, which is not included in the ROCK models, is about
1.107%m/s%. A similar test as the one used in Chapter 3 to demonstrate the different perturbing
effects, was performed to give an idea of the expected orbital errors resulting from the errors in
the ROCK model. First a reference orbit was generated by integrating a given set of osculating
Keplerian elements over a time period of 24 hours using a standard orbit model. For this
purpose the full GPS satellite constellation of January 1, 1998 was used. Next, the same set of
osculating Keplerian elements was integrated over the same time period of 24 hours changing
the ROCK models by 3% and adding the Y-bias acceleration. ‘

The RMS difference between the perturbed orbit and the reference orbit over the full
24 hour arc is given in Table 6.2. The effects are significant. We have to keep in mind that
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6 Solar Radiation Pressure Models

Error Source Magnitude (cm)

Radial Along Cross Total
Solar Radiation Pressure (3%) 94 280 11 296
Y-bias 51 364 12 368

Table 6.2: Estimated orbit errors due to ROCK model deficiencies.

the ROCK models were developed for pseudo-range orbit estimation. Using pseudo-ranges
the orbit estimates have an accuracy of about 1 meter. For this type of accuracy the ROCK
models are adequate provided the scale factor and the Y-bias are estimated. For accuracies
routinely achieved by the IGS the residual errors are not acceptable. The estimation of the
scale factor and the Y-bias are a minimum requirement for applications of GPS which require
highly accurate orbits.

6.2.4 Outgassing

After the launch of a satellite the direct solar radiation estimates of the new satellite exceed the
expected values by about 10%. Only after a few weeks the nominal values are approximately
reached. Similar effects may also be observed for the Y-bias estimates. The most likely
explanation for this phenomenon is the leaking of gas, called outgassing. According to Fliegel
and Gallini [1996] the multi-layer insulation of the GPS satellites is the most likely candidate
to explain the observed effects. The authors also conclude that, because most satellites have a
multi-layer insulation, this should affect all satellites in the same way. They therefore predict
that the Block IIR satellites should show a similar behavior.

The direct solar radiation (D0) and Y-bias (Y0) estimates of PRN 10 and PRN 13 are given
as a function of time in Figure 6.5. PRN 10, a Block IIA satellite, was launched (see Table 2.1)
on 16 July 1996, whereas PRN 13, the first Block IIR satellite, was launched on 22 July 1997.
Our estimates for PRN 10 clearly show the effects which are supposedly caused by outgassing
in both, the direct solar radiation, and the Y-bias estimates. For PRN. 13 no such effects may be
observed. The conclusions by Fliegel and Gallini [1996] is thus not supported by our results.

6.3 The Extended CODE Orbit Model

The experiences gained at CODE during the first year (1992-1993) of IGS operations indi-
cated that the standard orbit model, six Keplerian elements and two RPR-parameters, was not
sufficient for 3-day arcs. This was the motivation for the development of an extended orbit
model.

In Beutler et al. [1994b] the Extended CODE Orbit Model (ECOM) is presented and
discussed in detail, therefore only the basic characteristics are summarized here. The con-
siderations behind the ECOM are similar to those underlying the Colombo model [Colombo,

68



6.3 The Extended CODE Orbit Model

a pT T T

85

0

_ J"JWWWMW
| MM@ o

t

Y0 (10™* m/s?)

DO (10°° m/s?)

-100
Y
-2

ﬁW-VM‘VW

" L L " " " X - L " L ) L L LA
1998.5 1897 19875 1998 1998.6 1999 1998.5 2000 1996.5 1887 19975 1988 1998.5 1989 1999.6 2000
Time (Years) Time (Years)

-105

!

(a) Solar radiation pressure estimates (b) Y-bias estimates

Figure 6.5: The effect of outgassing on the solar radiation pressure parameters DO and YO for
PRN 10 (Block ITIA) and PRN 13 (Block IIR, shorter time span).

1989]. The principal difference resides in the fact that the ECOM considers solar radiation
pressure as the major “error source” for the orbits, whereas the gravity field of the Earth plays
this role in the Colombo model. The Colombo model uses the radial, along- and cross-track
directions as the three orthogonal directions whereas the D-, Y-, and B-directions are used by
the ECOM. Beutler et al. [1994b] demonstrated that the performance of the ECOM is superior
to that of the Colombo model, which clearly shows that solar radiation pressure is the major
error source for GPS satellite orbits. In the ECOM, the acceleration dgrpp due to the solar
radiation pressure (RPR) is written as:

EL‘RPR=EL.ROCK+D(U) -é’D—}-Y(u)-é'y+B(u) - €p (6.6)
where @rock 1s the acceleration due to the ROCK models, and

D(u) = D0+ DC -cosu+ DS -sinu
Y (u) YO+YC cosu+YS- sinu (6.7)
B(u) = B0+ BC -cosu+ BS - sinu

where DO, DC, DS, Y0, YC, YS, BO, BC, and BS are the nine parameters of the ECOM, and

€p Unit vector satellite—Sun, positive towards the Sun.
€y Unit vector along the spacecraft solar-panel axis.
€p Unit vector defined by: €5 = €p X €y

u Argument of latitude of the satellite.
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The ECOM is a generalization of the standard orbit model which uses only two parameters to
account for the solar radiation pressure, namely DO and YO. Note that the Y-direction of the
ECOM corresponds to the Y-direction of the body-fixed coordinate system.

Although not really a solar radiation pressure model in the sense of the ROCK models,
the ECOM does consider the solar radiation pressure to be the major perturbing force acting
on the GPS satellites. Therefore, the ECOM provides an excellent tool to study the effects of
the solar radiation pressure on the GPS satellites. It allows to detect in which direction the
RPR-forces act on the GPS satellites.

There are two methods to study the effects of different ECOM parameters on the orbit. The
first, and most reliable method, is to use the ECOM in the orbit estimation procedures using
GPS observations, very much like the routine orbit estimation performed at CODE for IGS
activities. The second method consists of using the satellite positions as provided by the IGS
analysis centers as pseudo-observations in an orbit determination step. This second method is
less correct but computationally orders of magnitude more efficient than the first method. The
generation of a 3-day arc using pseudo-observations takes typically 3 minutes whereas using
real observations takes several hours. In the next sections we will use both methods to study
the effect of the different ECOM parameters.

6.3.1 Orbit Estimation Using GPS Observations

In 1996 the ECOM was fully implemented into the Bernese GPS Software and first expe-
riences were gained. It was expected that not all nine parameters of the ECOM can (and
should) be estimated with 3-day arcs. Initial tests [Springer et al., 1996] indicated that it is
best not to solve for the “B-terms”, but to estimate the constant and periodic terms in the D-
and Y-directions plus small velocity changes in the radial and along-track directions. A care-
ful analysis of the proposed parameterization caused, however, a significant degradation of the
quality of the length of day (LOD) estimates. The correlation between estimated orbit (RPR)
parameters and LOD, due to the one to one correlation of the ascending node of the orbit and
the rotation of the Earth around its spin axis, is a delicate problem [Rothacher et al., 1995c¢].

It was therefore decided to systematically test the effect of different parameter combina-
tions of the ECOM. In Springer et al. [1999b] a detailed description of the results from two

“extensive tests using the ECOM may be found. In the first test series small velocity changes,
called pseudo-stochastic pulses, were always estimated (stochastic series) whereas in the sec-
ond test series they were never estimated (deterministic series). Let us summarize the most
important results here. _

The “stochastic” series showed that the estimation of the constant and periodic terms in the
B-direction, in addition to the constant terms in the D- and Y-direction, significantly improves
the orbit quality. The improvement was seen in all estimated parameters, orbit, station coordi-
nates, and polar motion, except for the LOD estimates, where a small degradation in quality
was observed. The improvement of the orbits was estimated to be a factor of two to three.
As a direct consequence of these tests the estimation of the B-terms was implemented for the
generation of the CODE contributions to the IGS on 29 September 1996 (see also Chapter 5).
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The results based on our routine orbit procedures using the standard and extended (3 B-
terms) orbit parameterizations showed that both, the stochastic and deterministic orbit param-
eters, were much improved with the new orbit parameterization. Improvement means that the
size of the stochastic pulses was significantly reduced and that the variation of the YO-term
became much smaller. This is true in particular for the Y-bias (see Figure 6.6) and the radial
pseudo-stochastic pulses (see Figure 6.7). These figures cover the time period from day 217
in 1996 to day 129 in 1999, i.e., almost 3 years. The reduced size of the stochastic orbit
parameters underlines the quality of the new orbit model. Tests without estimating the ra-
dial pseudo-stochastic pulses showed that with the new orbit parameterization these pulses no
longer have to be estimated. Considering the fact that pseudo-stochastic pulses are meant to
absorb orbit model deficiencies it is clear that the modeling deficits are significantly reduced
in the new orbit parameterization. Note, however, that some signature is observed for the es-
timated along-track pulses, Figure A.l in Appendix A. This indicates that even in the new
model there remain some orbit model deficits.

The deterministic test series confirmed that, from the three directions in which periodic
terms can be estimated with the ECOM, the periodic terms in the B-direction most signifi-
cantly improve the orbit model. Evidence was presented that the periodic signals in the Y-
direction reduce the orbit model deficiencies as well. The periodic signals in the B-direction,
however, were shown to be more important than those in the Y-direction.

The deterministic test series further showed that a purely “deterministic” orbit parameter-
ization, consisting of the constant terms in the D- and Y-directions plus the periodic terms in
the D- and B-directions, gives excellent orbit estimates. Due to the degradation of the LOD
estimates this deterministic orbit model is, however, not used for the IGS activities at CODE.

Let us mention that a similar deterministic test series was performed for the satellites of the
GLONASS system based on data from the International GLONASS EXperiment (IGEX). The
results showed a similar behavior of the parameters of the ECOM for the GLONASS satellites,
i.e., estimation of the direct radiation pressure coefficient, the Y-bias, and the periodic terms
in the D- and B-direction (parameters DO, YO, DC, DS, BC, and BS of eqn. (6.7)) gives the
best GLONASS orbit estimates. Again, the periodic terms in the B-direction were found to
give a very significant improvement, too.

The regular pattern of the estimated RPR parameters, see Appendix A, and the fact that
a good non-stochastic orbit parameterization was found, indicate that it may be possible to
derive a more physical RPR model for the GPS satellites. This is the topic of the next section.

6.3.2 Orbit Determination Using GPS Orbits as
Pseudo-Observations

The goal of the orbit determination using pseudo-observﬁtions was to find the optimal orbit

parameterization. For this purpose a “standard test” was developed to compare the results.

The test is based on a 7-day arc using the CODE final products, i.e., precise orbits plus their
respective Earth rotation parameters. The resulting 7-day arc is extrapolated for 48 hours
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Figure 6.6: Estimated Y-bias using the two different CODE orbit parameterizations. Only
PRNs 3, 6, 7, and 31 in orbital plane C are shown.

72



6.3 The Extended CODE Orbit Model

10

Radial (107 m/s)
0
T

10

1 1 1 1 L

! 1996.5 1997 - 1997.5 1998 1998.5

Time (Years)

(a) Standard orbit model

1999

1999.5

10

Radial (10~% m/s)

1 1 L 1 L

-10

1996.5 1997 1997.5 1998 1098.5

Time (Years)

(b) Extended orbit model

1999

1989.5

Figure 6.7: Estimated radial pulses using the two different CODE orbit parameterizations.

Only PRNs 3, 6, 7, and 31 in orbital plane C are shown.
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using orbit integration. The last 24 hours of this orbit prediction are compared to the CODE
final orbit for that same day. The period from March 13 to March 21 in 1997 was selected
as test interval. The following quantities are considered as quality indicators for the orbit
parameterization:

e RMS of the residuals of the 7-day fit.

o RMS of the residuals of the predicted brbit relative to the CODE final orbit of the same
day. '

e Median of the residuals of the predicted orbit relative to the CODE final orbit of the
same day.

First, we studied whether the determined orbit gave similar results as the deterministic
orbit estimation discussed in the previous section. It was verified that the results were indeed
very similar. Only one small anomaly was detected in the estimation of the periodic terms in
the Y- and B-directions. Using pseudo-observations the effect of the periodic terms in these
two directions are almost identical whereas using real observations a significant difference
was observed favoring the periodic terms in the B-direction.

The satellite positions, used as pseudo-observations, are very strong observations for orbit
determination. They allow to estimate a large number of orbit parameters. Therefore, our
orbit determination program was generalized to estimate periodic terms with periods of one to
sex times per orbital revolution. Furthermore, modifications were made to allow for periodic
terms in two other coordinate systems: the satellite-fixed reference frame (X, Y, Z) and the
“classical” orbit system in radial, along-, and cross-track (R, S, W). In addition, the argument
for the periodic terms was slightly changed to account for the position of the Sun with respect
to the ascending node. This change is a consequence of the basic assumption that the solar
radiation pressure is the major “error source” in GPS orbit modeling. It is therefore logical to
relate the time argument of the periodic signals to the position of the Sun in the orbital plane.
Thus, the argument of latitude (u) is corrected for the argument of latitude of the Sun in the
orbital plane (uy), see Figure 6.8.

After extensive tests using many different combinations of the available parameters a small
set of optimal orbit parameterizations was found. It is interesting to note that model M1 is very
similar to the best deterministic orbit parameterization which we found in the previous sec-
tion. Table 6.3 lists these optimal parameterizations. It is interesting to note that there are no
periodic cosine terms listed. This is caused by the fact that the cosine terms are correlated
with the estimated DO terms. All candidate parameterizations were subsequently used in real
orbit estimation using one full week of double-difference carrier phase data. These tests con-
firmed that all 5 parameterizations perform very well apart from some correlation with the
LOD estimates. Because of the slightly better performance and its resemblance to the ROCK
model, model M5 (Table 6.3 ) was selected as the optimal orbit parameterization. This opti-
mal parameterization, consisting of six parameters, three constants and three periodic terms,
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Figure 6.8: Definition of the argument of latitude of the Sun in the orbital plane (ug) and the
elevation of the Sun above the orbital plane (5;).

Model | Constant Terms | Periodic Terms
M1 | DO, YO, BO B1 sin(u — ug), D1 sin(u — uyp)
M2 | DO, YO, BO B1 sin(u — ug), B2 sin2(u — ug)
M3 | DO, YO,BO Z1 sin(u — uyp), X1 sin(u — ug)
M4 | DO, YO, BO Z1 sin(u — ugp), X3 sin3(u — ug)
M5 | DO, Y0, BO Z1 sin(u — up), X1 sin(u — ug), X3 sin3(u — ug)

Table 6.3: Selected “optimal” orbit parameterizations, see eqn. (6.8).

75



6 Solar Radiation Pressure Models

describes the acceleration drpr due to the solar radiation pressure in the following way:

irpr = DO0-ép+YO0- Ey_—l— B0-eg+ 71 sin(u - U()) <€z + (6.8)
{X1sin(u = up) + X3sin3(u — ug)} - €x

where,

€x Satellite-fixed X-axis, positive toward the half plane that contains the Sun.

€y Satellite-fixed Y-axis, pointing along the spacecraft solar-panel axis (€7 x €x).
€z Satellite-fixed Z-axis, the vector satellite—Earth, positive towards the Earth.

ug ... Argument of latitude of the Sun in the orbital plane, see Figure 6.8.

D0, YO, and BO are the three constant terms and Z1, X1, and X3 are the three periodic terms
of the model. Note that DO, Y0, and BO are related to the ECOM, eqn. (6.7), whereas Z1, X1,
and X3 are new parameters. Z1 and X1 have a similar behavior as the periodic terms in B and
D, respectively.

6.4 Deriving the CODE Solar Radiation Pressure
Model

Using the above orbit parameterization (model M5 in Table 6.3) all final CODE orbits with
their respective ERPs, as submitted to the IGS since June 1992, were used in an orbit deter-
mination step as pseudo-observations. For this purpose an arc-length of 5 days was chosen
and no a priori solar radiation pressure model was used. This resulted in a long time series,
covering almost 6 years, of estimates for the selected (optimum) set of RPR parameters. It was
hoped that, after careful analysis, this time series could be used to derive a new (deterministic)
solar radiation pressure model. Figure 6.9 shows the estimated values for the accelerations
caused by the direct solar radiation pressure (D0) and the Y-bias (YO) as function of time over
the full 6 years. It should be noted that these estimates are “scaled” to correct for the distance
of the satellite to the Sun. Otherwise a clear annual signal would have been observed due to
the eccentricity of the Earth orbit.

In Figure 6.9(a) the three Block types can easily be identified. The uppermost curves
(smallest DO values) represent the Block I satellites from which the last one (PRN12) stopped
operations early in 1996. The lowest curves (largest DO values) represent the Block II satel-
lites. The relatively large difference between the DO estimates for the Block II and IIA satel-
lites, which are very similar in shape, is caused by the mass difference. The Block I1A satellites
are 100 kg more massive (10%) (see Table 6.1). The DO acceleration should thus be reduced
by about 10%, which may indeed be observed in Figure 6.9(a). The increased noise of the DO
estimates as a function of time is caused by those satellites experiencing momentum wheel
problems, i.e., PRNs 14, 16, 18, 19, 24, and 29 (see Table 2.1). The DO estimates for PRN 13
(Block IIR), which may be seen in Figure 6.5, are similar in size to those for the Block II
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satellites. Figure A.2 in Appendix A shows the DO estimates for the individual orbital planes.
Note that the satellites with momentum wheel problems and solar panel problems (PRN 23)
(see Table 2.1), were excluded from Figure A.2 in Appendix A. -

Clear jumps may be observed in the Y-bias time series in Figure 6.9(b). Most likely these
jumps are related to the “yaw-bias” changes in the attitude system of the GPS satellites. These
biases have been kept constant since November 1995 [Bar-Sever, 1997]. Prior to November
1995, the GPS operators had routinely changed the sign of the yaw-bias in the satellite attitude
control system when the Gy-angle (Figure 6.8) changed sign. Since November 1995 the yaw-
bias has been fixed to a value resulting in a yaw-angle of 0.5°. Furthermore, the eclipse
phases can clearly be seen in the Y-bias estimates, which are somewhat anomalous during
these phases. Because the eclipse periods of different orbital planes are different, only the
satellites in one single orbital plane are shown in Figure 6.9(b). The Y-bias estimates for
the six individual orbital planes may be inspected in Figure A.3 in Appendix A. Again the
problematic satellites were omitted (PRNs 14, 16, 18, 19, 23, 24, and 29). Figure A4 in
Appendix A also shows the Z1 estimates as function of time for the individual orbital planes.

Figure A.5 in Appendix A shows the effect of the loss of the satellite momentum wheels
on the DO, YO, and Z1 estimates of PRN 14 and PRN 18. Due to this loss the attitude of these
satellites is maintained using thruster firings. Because thrusters are never perfectly aligned,
this results in a small orbit maneuver which is difficult to model. The estimated orbit param-
eters thus have to absorb this mis-modeling. Figure A.5 also illustrates why these satellites
were left out in the other figures.

A careful analysis of the estimated parameters as a function of time showed that the be-
havior of satellites within one orbital plane is very similar. This may be seen clearly in Fig-
ures A.2, A.3, and A4 in Appendix A. Annual and semi-annual signals are dominant. As-
suming that the Sun causes the observed signals, it is logical to study the behavior of the RPR
parameters as a function of the angle S, of the Sun above the orbital plane (Figure 6.8). If
|Bo| < 14°, the orbital plane is partly eclipsed. Due to the obliquity of the ecliptic the vari-
ation of the fy-angle is different for the different orbital planes. The maximum range in the
Bo-angle is observed for planes A and F for which —80° < 3 < 80°. The minimum range is
observed for planes C and D, for which —40° < 3, < 40°. Figure 6.10 shows the variation of
the fyp-angle for the different orbital plans for the year 1997. ‘

Figure 6.11 gives the time series for the direct solar radiation pressure and Y-bias accel-
erations. As opposed to Figure 6.9, where the estimates are given as a function of time, the
estimates are now given as function of the angle of the Sun relative to the orbital plane ().
For the Y-bias a shorter time interval was selected to exclude the observed jumps from the
pre-November 1995 era. All satellites, except the problematic ones, are shown (not only those
in one single orbital plane).

The direct solar radiation pressure acceleration and the Y-bias acceleration, as functions
of [y, are very similar for all (Block II and IIA) satellites. This indicates that a simple model
may be derived for these parameters. It emerges from Figure 6.12 that the same is true for
the constant term in the B-direction and for the once-per-revolution periodic term in the Z-
direction. Both periodic signals in the X-direction (X1 and X3) do not show a very clear
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Figure 6.9: Estimated direct solar radiation pressure acceleration (D0) and Y-bias acceleration
(YO) as function of time over the interval from June 1992 to May 1999.
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Bo—angle (degrees)

1997 1997.2 1997.4 1997.6 1897.8 1998

Time (Years)

Figure 6.10: Variation of the $y-angle during the year 1997 for the six individual orbital planes.
The first line which reaches its maximum represents orbital plane D. The next
maxima represent planes E, F, A, B, and C, respectively.

behavior.

The Block I satellites, represented by the uppermost lines in the D0 estimates shown in
Figures 6.9 and 6.11, behave in a slightly different way. Although their behavior is also
predictable, no attempt was made to create a model for Block I satellites. Due to the “jumps” in
the estimates of the Y-bias, the model for this parameter had to be based on the estimates since
1996 only. It turned out that the performance of the complete model was better if all model
parameters were uniquely based on recent results (since 1996). Apparently the modeling
improvements made in the previous few years are crucial for our purpose. The “bad” satellites
(those experiencing problems with their momentum wheels and PRN 23) were down-weighted
in the model estimation to avoid biasing of the model parameters. In addition the estimates
from the eclipse periods were also down-weighted, except for the DO estimates. As can be
seen in Figures 6.11 and 6.12 the estimates for the Y0-, BO-, and Z1-terms, are quite different
during eclipse seasons. The DO estimates, however, are not affected by eclipse periods.

The time series since 1996 was used to derive a ;-dependent function for each of the six
parameters of eqn. (6.8). The result may be written as:

DO(ﬂO) = DOO + DOCQ COS(2ﬂ0) -+ DOC4 COS(4,80)
Y0(By) = Y0+ Y0c2cos(20,)

BO(ﬂo) = B00+BOCQCOS(2,80) (69)
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Figure 6.11: Estimated direct solar radiation pressure acceleration (DO) and Y-bias accelera-
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Figure 6.12: Estimated B0 and Z1 acceleration as a function of the angle of the Sun above the

orbital plane (). The estimates for PRN 2, 6, 9, 15, and 21, representing orbital

, are shown. Only estimates of the last few years (1996-1999) are

planes A-E
included.

8l
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Z].(,Bo) = Zlg+ Zlco COS(2ﬂ0) + Zlgo sin(Qﬁo) -+
Zlc4 COS(4,80) + Z154 sin(4ﬂ0)

Xl(ﬁo) = XlO + X1C2 COS(Qﬂo) + Y].S2 sin(?ﬂo)
X3(6o) ‘= X3o+X3cz cos(206o) + X352 sin(205,)

Using equations (6.8) and (6 9) the CODE RPR model may now be given in the form

arpr = DO(ﬂo) ED + YO(ﬂo) ey + BO(ﬁo) -€p +
Z1(By) sin(u — ug) - €7 + (6.10)
{X1(Bo) sin(u — ug) + X3(F) sin3(u — up)} - €x

Note that the constant terms (D0, Y0y, B0g) in eqn. (6.9) are satellite-specific and that the
Z1p-term is Block-specific. All parameter values are given in Appendix A. Note that the
model is only valid for Block II and IIA satellites. Furthermore, the values given for PRN8
should be used with care because this satellite was launched late in 1997 and its short time
series is somewhat affected by the “outgassing” effects. The values for satellite PRN23 should
be used with care, as well, due to the problems with the orientation of the solar panels. The
results indicate, however, that it should be possible to derive a “tailored” RPR model for
PRN23. The CODE RPR model has been published in [Springer et al., 19994, 1998]. It was
-announced by IGSMAIL # 1842.

6.5 Evaluation of the »CODE Solar Radiation Pressure
Model

Four different investigations were performed to evaluate the new solar radiation pressure
model:

o The effect of the parameters of our RPR model on the satellite positions was determined
to give an idea of the significance of individual terms.

¢ Based on the residuals of the RPR series an error budget of the model was derived.

e The model was tested as a priori model in a real parameter estimation process, using
one week of GPS observations.

e The model was compared to other RPR models, to check its performance, using our
standard test (next section). '

The effect of different parameters of the new RPR model on the orbit was estimated by inte-
grating a given set of osculating Keplerian elements over a time period of one day (24 hours),
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Effect on 1-day arc
Parameter Radial Along Cross- Total
DO(fo) 29 87 3 92 |m
Y0(6o) 49 350 8§ 354 |cm
BO(Bo) : 2 29 3 29 | cm
Z1(fo) sin(u — uy) 15 32 0 36|cm
X1(Bo) sin(u — ug), X3(8) sin 3(u — uo) 2 11 0 11 | cm

Table 6.4: Effect of the individual parameters of the new RPR model on the GPS satellite
orbits over 24 hours.

once using the estimated model value for the parameter and once with the parameter value set
to zero. The RMS of the difference between the two resulting orbits, over the full 24 hour
period, was then computed to get an idea of the size of the effect. The results are given in
Table 6.4.

As expected, the DO (direct solar radiation term) and YO (Y-bias) give the largest conmbu-
tions. However, the contributions of the BO-term and the periodic term in the Z-direction (Z1)
are not negligible either. The periodic Z-term has a signature similar to the periodic terms in
the B-direction, which are used by CODE to generate the IGS orbit products. The periodic
terms in the X-direction have an effect of only 11 cm. The typical RMS of the 5-day fits, used
for the model development, is of the order of 5 cm. The 11 centimeters are thus close to the
noise level. However, the IGS orbit combinations show an orbit consistency of about 5 cm
between the orbits of different ACs; an effect of 11 cm may turn out to be significant.

The CODE RPR model is based on time series of parameters computed by fitting 5-day
arcs through the final products from CODE. The RMS of the residuals of the model parameter
estimation, after subtracting the estimated RPR model, is used to assess the remaining errors
in the model. For this purpose the RMS value was introduced as a “bias” in the corresponding
RPR parameter and a 24-hour orbit integration was performed with this bias included. The
differences between the biased orbit and the original orbit are a measure of the remaining
orbit model errors. The results are given in Table 6.5. The total error budget was setup by
introducing the RMS values for all parameters as biases of the respective parameters.

The largest error source stems from the two periodic terms in the X-direction. This is
remarkable in view of the small effect these parameters have on the orbit (Table 6.4). The
estimated errors from the other parameters are all below the 20 cm level. The total error budget.
is estimated to be about 80 cm. To verify this, our standard test was used without estimating
any parameters (except the 6 osculating Keplerian elements) but introducing our RPR model.
The RMS of this 7-day fit may then be compared to the estimated model error. The results
are comparable and the error budget seems slightly pessimistic. This may be caused by the
relatively large error of the periodic terms in X. The arc length of our standard test (7 days)
is longer than the arc length used for the RPR parameter estimates (5 days). Therefore, the
remaining orbit model error is estimated to be of the order of only 50 cm for a 7-day arc!
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RMS of Model Fit Effect on I-day arc (cm)
Error Source (10~°m/s?) | Radial Along Cross Total
DO(fo) 0.1124 4 11 0 12
(Bo) 0.0462 2 16 1 16
(Bo) 0.1275 1 8 1 8
Z1(Bo) sin(u — up) 0.1127 2 4 0 4
X1(Bo) sin(u — ug) 0.1653 6 41 1 42
X3(Bp) sin 3(u — ug) 1.3644 7 54 2 55
Total Error budget 9 77 4 78 |
RMS of 7-day fit 52

Table 6.5: Estimated model errors based on the RPR parameter residuals.

DO YO DO YO BO BC BS

+ROCK +CODE | +ROCK +CODE

Orbit Overlap (mm) 106 34 31 32
Orbit Comparison (mm) 66 54 50 51

Table 6.6: Results from real GPS data analysis using both, the ROCK and CODE RPR models,
as a priori models.

Remember that for the ROCK model the orbit model error was estimated to be of the order of
300 cm for a 24 hour arc!

Finally, the new RPR model was used as a priori model in a real GPS data processing
experiment with one full week of double difference carrier phase data (7 days of 3-day so-
lutions). Four different solution types were generated. For the first two solution types our
standard (DO, Y0) and extended (DO, YO, BO, BC, BS) orbit solution types were generated
using the ROCK model as a priori model. For the second two solution types the same two
orbit solutions were generated but now using the new CODE RPR model as a priori model.
The results are summarized in Table 6.6.

A significant improvement may be observed for the standard solution (DO, Y0). In fact,
the standard solution using the CODE model has become almost as good as the two extended
solutions (DO, YO0, BO, BC, BS). This is important because three orbit parameters (the three B-
terms) become obsolete! The slight difference in quality is most likely caused by the eclipsing
satellites, which are not treated in any special way in the CODE processing.

6.6 Comparison of Different RPR Models

The JPL analysis center also developed a new RPR model [Bar-Sever, 1997]. The performance
of different RPR models was tested using our standard test. The CODE products (orbits and
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RPR-MODEL RMS of FIT Prediction

(cm) | Median (cm) RMS (cm)
No Model 75 133 159
T20 76 C 134 161
T20 Scaled 72 119 151
JPL Scaled 10 45 58
CODE ’ 6 17 31
“BEST” (9 RPR par.) 5 17 22

Table 6.7: Orbit Fit (7 days) and orbit extrapolation (2 days) using different RPR models. Only
scale (or DO) and Y-bias estimated.

ERPs) were used as pseudo-observations. Table 6.7 summarizes the results for the different
RPR models available, namely ROCK, JPL, and CODE. The RMS of fit of the orbit determi-
nation, and the RMS and median of the residuals of the prediction comparison are given. In
all cases two solar radiation pressure terms were estimated only; the scale term (or a constant
acceleration in the direction Sun-satellite (D0)) and the Y-bias (Y0). Only for the solution
labeled “BEST” more RPR parameters (all 9 parameters of the ECOM) were estimated. This
latter solution is just given for reference. Furthermore, the ROCK model was used in two
different ways. First, it was used as a priori model and the accelerations DO and YO were
estimated “on top” of the model (solution: T20), which represents the way the ROCK model
is normally used in the Bernese GPS Software. Secondly, it was used by estimating a scale
factor for the complete ROCK model and the acceleration in the Y-direction (solution: T20
scaled), which represents the recommended usage of the ROCK model, eqn. (6.4).

Table 6.7 shows that including the ROCK model as a priori RPR model hardly gives any
improvement in both, the fit and in the prediction, compared to not including any a priori
model at all. Although it was clear for a long time that the ROCK models are not very accurate,
this is a surprise. Both the CODE and JPL RPR models perform much better than the ROCK
model. The results of the CODE model are close to the “best possible” results. The reduction
of the number of estimated RPR parameters (from 9 to 2), does obviously not significantly
degrade the accuracy. This reduction of parameters should make the GPS orbit predictions
more reliable. This is important because integrity of the predicted orbits is the most crucial
factor for real time GPS data analysis [Martin Mur et al., 1998].
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7 Orbit Validation using SLR
Observations

7.1 Motivation

Two of currently 27 GPS satellites are equipped with a laser reflector array: PRN 5, launched
in August 1993, and PRN 6, launched in March 1994. Both satellites are tracked on a routine
basis by the satellite laser ranging (SLR) ground station network of the International Laser
Ranging Service (ILRS). The main motivation to use the SLR observations of the two GPS
" satellites has to be seen in the fact that they provide a unique and independent check of the
quality of the GPS satellite ephemerides as provided by the IGS and its analysis centers.

In addition, the SLR observations may also be used to study the attitude of the GPS satel-
lites as a function of time during their eclipse phases. Furthermore, the combination of the
observations of both techniques, microwave and SLR, will unify the terrestrial reference frame
of both techniques and may lead to improved orbits of the GPS satellites. The unification of
the terrestrial reference frame will be of advantage for all parameters common to both tech-
niques, i.e., Earth rotation, station coordinates, and geocenter. The SLR observations may also
help to determine the actual phase center offset of the GPS satellite antenna which has a large
uncertainty (as was discussed in Chapter 5).

7.2 Basics of SLR

A satellite laser ranging system is, in simple terms, an optical radar. Figure 7.1 gives a simpli-
fied picture of the SLR measurement principle. The state of the art laser (light amplification
by the stimulated emission of radiation) typically operates at a repetition rate between 5 and
10 Hz. It produces ultrashort pulses with a pulse width between 30 and 200 picoseconds and
a single pulse energy between 10 and 100 millijoules. The transmitted laser pulse starts a
time-of-flight counter, the pulse travels through the atmosphere, is reflected by a retroreflector
array on board of the satellite, returns through the atmosphere and is collected on the ground
by the receiver telescope. The telescope focuses the reflected pulse onto a photo-detector (e.g.,
a diode) that stops the time-interval counter. The observation is therefore the time-of-flight of
the laser pulse which, when multiplied by the speed of light, directly gives twice the measured
range. This range measurement must be corrected for atmospheric refraction effects but, as
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Satellite

Retroreflector

Telescope

SLR Station

Figure 7.1: Principle of an SLR observation. By measuring the elapsed time between the start
time of the transmitted pulse and the reception of the reflected pulse the range to
the satellite may be determined.

opposed to to microwave measurements, the optical measurements are insensitive to both, the
wet part of the troposphere and the ionosphere. The hydrostatic (dry) part of the troposphere
may be modeled accurately (mm level) when local pressure, temperature, and humidity at the
observing station are available [Marini and Murray, 1973].

The single-shot data from ranging to passive orbiting satellites typically shows an RMS
scatter of 6—10 mm for state-of-the-art SLR stations. By averaging individual range measure-
ments over a short time interval (e.g., over 2 minutes) the random errors may be reduced.
The RMS scatter of these so-called normal points is at the level of a few mm only. Normal
points are formed at the SLR sites after each satellite pass and are transmitted to the SLR data
centers.

It should be mentioned that the activities of the SLR ground station network are now co-
ordinated by the International Laser Ranging Service, the ILRS. The ILRS, which may be
considered as the SLR equivalent of the IGS, was established in 1997. According to its terms
of reference the primary objective of the ILRS is to provide a service to support, through
satellite and lunar laser ranging data and related products, geodetic and geophysical research
activities and to supply IERS products important for the maintenance of an accurate Inter-
national Terrestrial Reference Frame (ITRF). The service also develops the necessary stan-
dards/specifications and encourages international adherence to its conventions. The ILRS col-
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lects, merges, archives and distributes Satellite Laser Ranging (SLR) and Lunar Laser Rang-
ing (LLR) observation datasets of sufficient quality to satisfy the objectives of a wide range of
scientific, engineering, and operational applications and experimentation. More information
about the ILRS may be found at: http://ilrs.gsfc.nasa.gov/

7.2.1 GPS Retroreflector Array

The retroreflector arrays used on the GPS satellites were built by the Russian Institute for
Space Device Engineering in Moscow [Degnan and Pavlis, 1994]. The GPS retroreflectors
are similar in design to those used successfully on all of the GLONASS satellites. The total
reflecting area of the GPS arrays is, however, much smaller due to limited mounting space on
the nadir-viewing face of the GPS Block IIA satellites. The GPS retroreflector array, which
consists of 32 individual retroreflectors, measures 239 mm by 194 mm, its height is 37 mm and
its weight is 1.27 kg. The location of the array on the GPS satellite is indicated in Figure 6.2.
The actual distances measured from the center of mass of the satellite are 0.8626, -0.5245, and
0.6584 min the X, Y, and Z-directions, respectively, of the satellite-fixed coordinate system.

7.3 Validation of GPS-based Orbit Estimates

The SLR observations of the GPS (and GLONASS) satellites provide a unique opportunity to
validate the quality of the IGS (and IGEX) orbit determination. Because the IGS orbits are
based on the microwave measurements of the GPS, the SLR observations provide a completely
independent validation of the orbit quality. Due to the high altitude of the GPS satellites, the
angle between the vector from the SLR observatory to the GPS satellite and the vector from
the geocenter to the GPS satellite is 14° at maximum. the SLR observations are therefore
nearly in the radial direction, and thus provide mainly information concerning the radial orbit
errors [Watkins et al., 1996]. ‘

The orbit validation is based on the difference between the observed range, the SLR normal
point measurement, and the computed range. The range is computed assuming both, the SLR
station positions and the GPS satellite positions, to be known. The SLR station positions may
be taken from the ITRF realization, whereas the orbit positions may be obtained from the IGS,
in our case the orbits of the CODE analysis center. We also have to use a set of Earth rotation -
parameters in this orbit validation step which are consistent with the CODE orbits, i.e., the
CODE ERP estimates. The tropospheric delays are modeled using the Marini-Murray model
[Marini and Murray, 1973] in which the temperature, pressure, and humidity measurements,
delivered with the SLR normal points, are introduced.

All SLR observations of the two GPS satellites gathered since 1995 are used in our analy-
sis. The network of all 25 SLR sites which have observed the GPS satellites during the time
span from January 1995 to July 1999 is shown in Figure 7.2 where the SLR sites are iden-
tified by their crustal dynamics project numbers. Figure 7.3 shows the differences between
the observed and computed ranges using all SLR observations of the GPS satellites in 1998.
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Figure 7.2: Network of SLR stations observing the GPS satellites during the 1995 to 1999
time span.

To remove outliers the SLR observations were edited using a 50 outlier criterium. Less than
2% of the observations had to be removed using this criterium (which effectively removed all
residuals exceeding 300 mm). Table 7.1 gives statistical information of all the SLR residuals,
over the time span from January 1995 to July 1999, sorted by station and satellite.

Two interesting results emerge from Figure 7.3 and Table 7.1. First, we see an average
bias of -55 mm between the observed and computed ranges. The negative sign indicates that
the observed SLR ranges are shorter than the computed ranges. The occurrence of this bias is
quite unexpected and asks for explanations. Secondly, the RMS of the residuals, around the
mean, is as low as 55 mm. This result is truly remarkable. It implies that the two independent
techniques, microwave and SLR, agree at the level of a few centimeters. Most importantly
it also shows that the (radial) orbit error of the IGS orbits is as small as 55 mm. This corre-
sponds quite well to the RMS statistics of the weekly IGS orbit combinations (see Figure 4.4).
On the other hand, the 55 mm RMS is well above the noise level of the SLR normal point
observations.
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Figure 7.3: Range residuals of the SLR observations in 1998 from GPS satellites PRN 5
(crosses) and PRN 6 (triangles).
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PRN 5 PRN 6

#0Obs Mean RMS | #0Obs Mean RMS
Station (mm) (mm) (mm) (mm)
7210 MAUI 3655 -67.1 549 2588 -572 62.0
7110 MONP 2136 -652 408 | 1757 -76.5 59.7
8834 WETT 2226 -250 458 1389 -37.0 61.0
7090 YARR 1772 455 398 | 1259 -54.7 60.8
7840 HERS 1154 -479 320 807 -67.2 41.1
7839 GRAZ 951 -499 244 986 -446 424
7843 ORRL 925 -14.8 482 732 -334 599
7080 MLRS 658 -91.3 557 614 -89.8 439
7884 SORNRL 414 -103.7 399 349 382 621
1884 RIGA 544 -775 528 186 -423 664
7845 GRASSE 289 -36.0 284 374  -334 363
7835 GRASSE 28 -53.8 313
1864 MAID 214 26.1 79.8 158 120 79.1
7918 GREE 109 -79.6 59.0 157 -108.3 46.5
7105 GREE 98 -60.5 29.6 43 -102.5 68.2
7920 GREE 18 -318.2 109.1
7836 POTS 65 -733 202 5 3.2 1237
7810 ZIMM 58 -60.0 26.5 47 -793 422
7849 MTSTROMLO 20 -109.3 85.2 50 -84.6 110.7
1893 KATZ 44 -1864 544 5 -2232 433
1868 KOMS 2 -2.3 173.2 29 -156.1 130.5
7832 RIYADH 29 -280 315
7594 WETT.TIGO 10 36.7 49.0
7109 QUIN 4 -81.0 3.1
7811 BORO 3 -803 276
Total 15380 -53.3 50.8 11581 -56.5 62.0

Table 7.1: Range residuals of the SLR observations from both GPS satellites sorted by station
and satellite. We give the number of observations, the mean of the residuals, and
the RMS of the residuals around the mean.
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Figure 7.4: SLR range residuals for an eclipse passage of PRN 6 on day 36, 1997. The first two
residual tracks are based on observations from station 7210 MAUI which observed
both PRN 5 (crosses) and PRN 6 (triangles) on this day. The third residual track is
based on observations from station 7110 MONP tracking PRN 6.

7.3.1 SLR Observations of Satellite Eclipses

The larger residuals in Figure 7.3, for instance around the beginning of 1997, are mainly
caused by satellite eclipses. Figure 7.4 shows an example of the residuals from observations
during the satellite eclipse period of PRN 6 on day 36 of 1997, 5 February 1997. On this day
the eclipse period of PRN 6 lasted from 7:08 to 7:55 UTC. After eclipse exit at 7:55 UTC,
the satellite takes up to 30 minutes to return to its nominal attitude. During these periods, the
eclipse phase and 30 minutes afterwards, the satellite is performing an unpredictable rotation
around the satellite-fixed Z-axis. Figure 7.4 demonstrates that the SLR observations may be
very useful to study the rotation of the GPS satellites during their eclipse periods. They are
particularly useful to validate the quality of the satellite rotation rates as estimated by some of
the IGS analysis centers. The rotation effects are very clearly visible in the SLR observations
because of the relatively big distance (1 meter) of the SLR reflector array w.r.t. the rotation
(Z-) axis. For comparison we mention that the GPS antenna phase center is only at a distance
of 0.3 m from the rotation axis.
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7.4 Investigating the Microwave-SLR Bias

The observed bias between the ranges based on the microwave orbits and the observed SLR
ranges might be explained by an error in the offset of the SLR reflector from the center of
mass of the satellite is in error. The orbit estimates based on the microwave observations are
not sensitive to errors in the offset between the center of mass of the satellite and the phase
center of the satellite antenna. In Chapter 5 it was demonstrated that changing this offset by
1 meter did not have any significant effect on the orbit estimates. Therefore, the IGS orbits
may be considered to accurately reflect the position of the center of mass of the GPS satellites.
In the case of SLR observations from the GPS satellites any error in the distance between the
center of mass of the satellite and the effective reflection center of the laser retroreflector array
will show up as an apparent radial bias in the SLR residuals. »

In order to verify whether the offset is the explanation for the observed radial bias we
solved for this offset using the SLR observations. For this purpose the entire (clean) set of
observation over the time span considered was (re-)processed day by day. From each day
the normal equation system of the estimated parameters was saved. After having processed all
days, the resulting set of 1256 normal equation files were stacked and the parameters of interest
were estimated. On the daily level the parameters which were setup in the normal equations
are station coordinates, geocenter, and satellite antenna offset. In the normal equation stacking
either of these parameters may be estimated. (More information about the normal equation
stacking procedures used in the Bernese GPS Software may be found in Brockmann [1997].)

Two series of tests were performed to study the effect of the SLR reflector array offset.
For the first test series the complete data set from 1995 to 1999 was used. For the second
test series only a partial set, starting in 1998, was used. For both series four solutions were
computed. The first solution, in which no parameters were estimated, was generated in order to
obtain the RMS of the solution. In the second solution only the radial SLR reflector offset was
determined, in the third solution all SLR station coordinates were estimated, and in the fourth
solution both, the radial SLR reflector offset and all SLR station coordinates, were derived.
Table 7.2 summarizes the results of the two test series, where the first test series using the full
data set is labeled “F” and the series based on the partial data set is labeled “P”. The table
gives the RMS of the residuals, and the change in the estimated radial SLR reflector offset
(positive toward the Earth). The last two columns give the change in the terrestrial scale based
on performing a 7-parameter Helmert transformation between the ITRF-96 coordinates of
the SLR stations and the estimated coordinates, and the RMS of the Helmert transformation.
Only the scale change is shown here because this was the only significant parameter of the
seven estimated parameters. In the Helmert transformation only those stations with more than -
200 observations and known ITRF-96 coordinates were used. This means that only the first
10 stations in Table 7.1, not counting SORNRL for which no ITRF-96 position is available,
were used. A positive value for the scale means that the estlmated SLR station network has a
larger scale compared to the scale of the ITRF-96.

The results in Table 7.2 show that the estimation of the SLR reflector offset reduces the
RMS of the solution. This was expected because the estimation of this offset is capable of

94



7.4 Investigating the Microwave-SLR Bias

Helmert
RMS | Offset Scale RMS

(mm) | (mm) (ppb)  (mm)

F1 | 90.8 - -
F2| 76.1| 555 - -
F3| 50.7 - 105 34.2
F41 506 | 19.1 6.7 30.9
Pl | 6838 - - -
P2 | 49.1 | 500 - -
P3| 353 - 114 37.1

P4| 343 | 837 -55 25.1

Table 7.2: Selected results from the SLR station coordinates and reflector offset estimation
tests.

removing the mean of the observed bias because both, the bias and the offset, are (mainly)
in the radial direction. The estimation of the SLR station coordinates reduces the RMS in a
much clearer way. This was expected because this estimation allows more degrees of freedom.
Besides being capable of absorbing the radial bias by changing the scale of the terrestrial
reference frame, it is also capable of absorbing some station-dependent biases. The estimation
of the SLR reflector offset “on top” of estimating the SLR station coordinates does not further
reduce the RMS. It only influences the terrestrial scale change. The results using the partial
data set show that the estimation of the terrestrial scale and the SLR reflector offset are highly
correlated. Unfortunately, these results do not allow us to conclude whether or not the SLR
reflector offset is incorrect. The estimation of the SLR reflector offset will always absorb any
radial bias. We therefore conclude that there might be a 50 mm error in the SLR reflector
offset but that the evidence presented here is not very convincing. Although a terrestrial scale
change of approximately 10 ppb would also explain the observed bias we do not consider this
a realistic explanation. The accuracy of the ITRF scale is believed to be at the 1-2 ppb level.

It is interesting that in Table 7.2 the coordinate estimates of the SLR stations agree at the
few centimeter level with the corresponding ITRF-96 coordinates. This means that the refer-
ence frame given by the ITRF-96 SLR station positions and the reference frame determined
by the GPS orbit and ERP estimates, based on microwave measurements, agree at the few
centimeter level.

7.4.1 A Look at the GLONASS SLR Tracking Data

The availability of both, precise GLONASS orbits stemming from the International GLONASS
EXperiment (IGEX) [Willis et al., 1998] and GLONASS SLR tracking allows us to study
whether a similar range bias may be observed for the GLONASS satellites. For this analysis
we used the CODE IGEX orbits for the time period between day 283 in 1998 (start of the
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Figufq 75‘ Range residuals of the SLR observations from the GLONASS satellites.

IGEX campaign) and day 149 in 1999. For a description of the CODE IGEX activities we
refer to Ineichen et al. [1999]. Notice that there is much more SLR tracking data for the
GLONASS satellites. This is due to the fact that all GLONASS satellites are equipped with
SLR retroreflector arrays and that the arrays are much bigger than those on the GPS satel-
lites. The GLONASS array is about 1.2 by 1.2 m compared to the GPS array of only 0.24 by
0.20 m. Therefore, the GLONASS satellites are much easier to track by the SLR stations and
consequently more SLR stations are capable of tracking the GLONASS satellites. Figure 7.5
and Table 7.3 show the results of this GLONASS analysis.

Based on the RMS of the SLR observed minus computed residuals, shown in Figure 7.5,
we conclude that the quality of the IGEX orbits is significantly worse than the quality of the
IGS orbits. The RMS is 128 mm for the GLONASS SLR observations compared to 55 mm for
the GPS SLR observations. This difference is mainly explained by the fact that the GLONASS
microwave tracking network is relatively poor compared to the current status of the IGS net-
work. Considering this important limitation, the GLONASS orbits are of a remarkable quality.

The bias observed in the SLR residuals turns out to be very similar for both, the GLONASS
and GPS SLR observations. The bias is -42 mm for the GLONASS SLR residuals compared
to -54 mm observed for the GPS SLR residuals. The fact that the offsets for both satellite
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_ GPS GLONASS
- #0bs Mean RMS | #0Obs Mean RMS
Year (mm) (mm) ‘ (mm) (mm)

1995 | 6051 -339 54.6
1996 | 6070 -66.2 62.0
1997 | 8071 -65.0 55.6
1998 | 5081 -533 43.0 | 10678 -32.4 156.6
1999 | 1636 -38.4 35.7 24763 -45.7 113.0
Total | 26909 -54.4  55.1 | 35450 -42.0 128.0

Table 7.3: Range residuals of the SLR observations from both, the GPS and GLONASS satel-
lites, sorted by year. .

systems are so similar practically rules out the possibility of an error in the SLR reflector
offset because it is unlikely that a similar error was made in computing the center of mass
correction for the retroreflector arrays on both systems. We should note, however, that the
GLONASS orbits are derived by fixing the GPS orbits. Therefore, the GLONASS orbits are
not independent from the GPS orbits and the same might be true for the GPS and GLONASS
biases. We should point out, however, that the retroreflector arrays on both systems are very
similar, the only difference being the size of the GPS and GLONASS retroreflector arrays.
The observed bias might thus have something to do with the reflectors. However, given the
small size of the reflectors, (height of only 37 mm) a 50 mm error is hard to imagine.

7.4.2 The Residuals

Let us study the residuals in order to further investigate the observed bias between the mi-
crowave orbits and the optical ranges. First, we look at the residual statistics per year for the
almost 5 years of GPS results and the 1 year of GLONASS results. These annual residual
~ statistics are shown in Table 7.3 which shows that the bias for the case of GPS is quite consis-
tent over the 5 years varying from -34 to -66 mm. Table 7.3 further reveals that the bias is also
constant for the 2 partial years of GLONASS data and that the bias observed for GLONASS
is very similar to that observed for GPS. These results indicate that the observed bias is highly
significant. :

Table 7.3 reflects, to a certain extent, the improvement in the CODE final GPS orbit qual-
ity over the years. As described in Chapter 5, significant orbit modeling improvements were
achieved over the time frame from 1995 to 1999. From 1995 to 1996 a small increase of
the RMS of the SLR residuals is observed which is somewhat unexpected considering the
improvements which were achieved in 1995 like, e.g., the introduction of stochastic orbit pa-
rameters. However, from 1996 onwards the RMS of the SLR residuals decreases steadily
from 62 mm in 1996 to only 36 mm in 1999. These results are in agreement with our ex-
pectations considering the consistent improvements in our microwave processing algorithms.
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The GLONASS results in Table 7.3 show that significant improvements were achieved in the
orbit modeling of the GLONASS satellites over the relatively short time period of the IGEX
campaign. The RMS of the SLR residuals decreases from 156 to 113 mm from 1998 to 1999.
Another way to look at the residuals is to plot them as a function of elevation. We should,
however, remind ourselves of the fact that the SLR observations of the GPS satellites are
mainly in the radial direction of the satellite orbit. At 20° elevation the deviation from a per-
fectly radial observation is only approximately 10°. Therefore, no real elevation dependence
of the residuals due to orbit errors are expected. However, station related biases like, e.g.,
troposphere or coordinates, may cause clear elevation dependent effects. Figures B.1 and B.2
in Appendix B show the residuals as a function of elevation for GPS PRN 5 and PRN 6 for the
first 6 stations from Table 7.1 contributing the most SLR observations over the time span con-
sidered. Although significant differences in the residual patterns between the stations exist, no
significant elevation dependences may be observed. It is interesting to note the different eleva-
tion ranges of the observations which depend on the telescope mounting and the geographical
location of the station. Although the residuals of some of the stations show some interesting
signatures, none of the observed residual patterns may explain the observed 50 mm bias.

7.4.3 SLR-based Orbit Estimates of the GPS Satellites

To study whether the bias is caused by an error in the GPS orbit estimates based on the mi-
crowave observations we should compare the “microwave orbits” with orbit estimates based
on SLR observations only. It is a problem that there is very little tracking data of the SLR
stations and the geometry of the SLR network (see Figure 7.2) is very poor. This means that
the “SLR only orbits” have to be computed with relatively long arcs, i.e., several days. Until
quite recently this would have implied that a large number of orbit parameters has to be esti-
mated. When using the new CODE solar radiation pressure model introduced in Chapter 6 the
number of parameters may be reduced significantly. To illustrate this effect an experiment was
performed in which a 7-day arc was “fitted” through the daily CODE final precise orbits using
4 different approaches. In the first three approaches only 8 parameters were solved for: state
vector, direct solar radiation pressure acceleration, and a Y-bias acceleration. The difference
between the three approaches lies in the a priori solar radiation pressure model; either no a
priori model, the ROCK-42 model, or the new CODE RPR model was used. In the fourth
approach no a priori model was used but all 9 parameters of the extended CODE orbit model
[Beutler et al., 1994b] were estimated. This last approach was chosen to have some reference
for the quality achievable for this 7-day orbital arc. After estimating the orbits, using data
of the first quarter of 1997, the middle days of the resulting 7-day arcs are compared to the
original CODE precise orbits for the days in question. The results of this comparison, shown
in Figure 7.6, give an idea about the quality with which the model was capable to represent
the GPS orbits over the relatively long arc.

Figure 7.6 shows the significant improvement when using the CODE RPR model (CODE)
gives compared to using no (NONE), or the ROCK-42 (ROCK) a priori RPR models. Apply-
ing the CODE RPR model the quality of the 7-day arc is comparable to the quality of the 7-day
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Figure 7.6: RMS of orbit comparison after fitting a 7-day arc through the daily CODE precise
orbits. ’ '
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arc where 9 RPR parameters had to be estimated. With the CODE RPR model only 2 RPR
parameters were estimated. This difference in the number of parameters is significant when
processing the SLR observations because of the sparse tracking data and the poor geometry
of the SLR tracking network. These results indicate that, provided enough SLR tracking is
available, it should be possible to get reasonably accurate orbits based on SLR observations of
the GPS satellites only. These SLR orbits might be able to indicate whether the 50 mm bias is
stemming from the microwave data analysis.

SLR-based orbits were derived for the entire year of 1997 using 7-day arcs. The two GPS
satellites were modeled using the CODE RPR model and estimating the satellite state vector,
the direct solar radiation pressure acceleration, and the Y-bias acceleration. The middle days
of the resulting 7-day arcs were compared to the CODE precise orbits for the corresponding
days. Two different orbit estimations were performed. For the first type of orbit estimation,
an orbit was estimated using the seven CODE precise orbits (FIT), as was described earlier.
The second type of orbit estimation was based on the SLR observations (EST). Figure 7.7
shows some of the results of this orbit comparison, for GPS weeks 922 to 930, for both types
of estimates. The time frame from GPS week 922 to 930 was selected because it contains the
largest amount of SLR tracking data. A

Figure 7.7 shows (a) the RMS of the orbit comparison, which is performed using a seven
parameter Helmert transformation, and (b) the Z-translation of this similarity transformation.
It shows the results from both types of orbit estimations. The quality of the SLR-based orbits
is excellent, at the level of 200 to 400 mm. This is remarkable in view of the sparse tracking
(typically only a few hundred observations are available for these 7-day arcs) and the poor
geometry of the SLR tracking network (typically only a few stations, mostly located in the
Northern hemisphere) are providing data. This shows the potential of the SLR technique to
generate reasonable results with very limited data. In Figure 7.7 we observe an interesting
mean bias in the Z-translation of the SLR orbit compared to the microwave orbit. This Z-
translation implies that the geocenter of the SLR-based orbits lies approximately 50 mm below
the geocenter of the GPS-based orbits. The question is whether the Z-translation is the cause of
the observed microwave-SLR bias or if this bias is the cause of the Z-translation. Because the
majority of the SLR tracking stations lies in the Northern hemisphere the radial bias could alias
into a Z-translation. Because the SLR measurements are smaller than the expected ranges this
would mean that the orbits are “pulled” in the negative Z-direction. It is impossible to draw
any sound conclusions at present.

For GLONASS a similar analysis as presented above would be much easier to perform
due to the larger amount of SLR tracking and the better geometry of the SLR stations capable
of tracking the GLONASS satellites. However, the quality of the GLONASS orbits based on
the microwave observations, the IGEX orbits, is currently limited to the 150-300 mm level.
Despite this limited orbital accuracy we were able to observe the 50 mm bias quite well with
the GLONASS IGEX orbits. Therefore, we estimated GLONASS orbits based on SLR obser-
vations only using one week of GLONASS data, namely GPS week 992 starting on 10 January
1999. For this week the Z-translation observed for the GLONASS orbits varies between the 60
and 120 mm, whereas the RMS of the orbit comparison varies between the 200 and 300 mm.
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Figure 7.7: RMS and Z-translation of orbit comparison after estimating a 7-day arc through
the daily CODE precise orbits. The curves labeled “EST” represent orbit estimates
based on SLR observations. The curves labeled “FIT” represent orbit estimates

based on precise orbit ephemerides.
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The results of the Z-translation agree very well with the results from the GPS system. The
RMS of the orbit comparison is quite small. As a matter of fact, the RMS values are similar
to the expected IGEX orbit quality. '

It should be mentioned here that both, a radial bias and a Z-translation, were observed
between the SLR- and DORIS-based orbit estimates compared to the GPS-based orbits for the
TOPEX/POSEIDON satellite altimetry mission. For this mission the radial bias was “solved”
by applying a correction to the height of the GPS antenna on board of TOPEX/POSEIDON,
i.e., a radial correction. The size of this correction (personal communication with Yoaz Bar-
Sever from the JPL) was +50 mm, the sign meaning that the GPS derived TOPEX/POSEIDON
orbits were 50 mm higher than the orbits derived by using the SLR and DORIS measurements.
The observed Z-translation was at the 20-30 mm level with the GPS-derived geocenter lying
“above” the SLR/DORIS geocenter. Both these effects agree very well with the results pre-
sented here. A

7.5 Summary

The combination of the observations from both techniques, microwave and SLR, would allow
to unify the terrestrial reference frame of both techniques, and a successful combination should
result in improved products. In the case of GPS the expected improvements would be small,
however, because of the sparse SLR tracking data. As opposed to GPS, the improvements
for the GLONASS system may be expected to be significant. Currently, the combination
of the two techniques is impossible because of the observed radial bias of 50 mm, which
deteriorates the combined products rather than improving them. Several tests in which we
tried to combine the two techniques on the observation level did not lead to an improvement
of results. In the case of GPS, only very small changes in the results were observed if the
SLR station positions were estimated. If the SLR station positions were fixed to their ITRF
coordinates in the combination, a noticeable degradation of the results was observed. In the
case of GLONASS significant degradations were observed when combining the observations
of the two techniques. A meaningful combination of the techniques is therefore currently
impossible. :

One explanation of the observed bias would be an error in G A, the product of the gravi-
tational constant of the Earth times its mass. Double difference phase observations, the basic
GPS observable, see Chapter 2, contain practically no radial orbit information. they rather
observe range rates. The double difference phase observations rather observe radial orbit
changes, and thus may be considered to accurately measure the orbital revolution period. The
revolution period U of a satellite around the Earth may be computed from [Beutler et al.,
1996a]: '

2 - |
v=":" (71.1)
where the mean motion n is computed from: ‘ , ,
n*.a®=GM (7.2)
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This is in fact the physical explanation of Kepler’s third law. This shows that if U is
observed, e.g., using GPS double difference carrier phase observations, the semi-major axis
of the satellite orbit (or its radius when the eccentricity is close to zero as is the case for the
GPS satellites) is given by the adopted value of GM. The currently adopted value of GM is
398600.4415-10° m3s~2. To explain a 50 mm radial bias in the GPS (and GLONASS) satellite
orbits, GM would have to be changed to 398600.4400 - 10° m3s~2. The estimated accuracy of
GM, however, is 0.0001 - 10° m3s~2 which means that the required change is 15 times larger.
Such a big change of GM is unrealistic.
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8 Processing Undifferenced GPS Data

In Chapter 2 we demonstrated that by forming differences one has the advantage that the
number of unknown parameters is greatly reduced. The consequence is, however, that no
estimates for the eliminated parameters will be available. Over recent years there has been a
growing interest for GPS-based receiver and satellite clock estimates. The interest for GPS
satellite clock estimates is mainly driven by the fact that it allows for precise point positioning,
using data from one single station together with the IGS orbit and satellite clock estimates. The
interest for the receiver clock estimates is driven by the fact that it allows for highly precise
frequency and time transfer between different (atomic) clocks. In fact, GPS is already a widely
accepted technique for time transfer using the so-called “common-view” method. This C/A-
code based method does, however, not exploit the full potential of the GPS.

In order to be able to estimate the satellite and receiver clocks we have to abandon double
difference observations. Because there is interest in both, the receiver and satellite clock
estimates, we will use the undifferenced data processing approach. If only receiver or satellite
clocks are of interest a single difference approach is more appropriate, and more efficient; as
well.

8.1 Cleaning Undifferenced GPS Data

The main problem when processing undifferenced GPS data is to reliably and automatically
detect outliers and cycle slips in the observations. The data cleaning of differenced GPS
data is much easier because many common error sources.may be removed by forming the
differences, in particular station and satellite clocks. However, several programs have been
developed which seem to be reasonably successful in cleaning undifferenced GPS data. For
the development of our automatic editing algorithm for undifferenced GPS data we have taken
a similar approach as that used for the TurboEdit program [Blewitt, 1990].

Our algorithm, like the TurboEdit program, requires the use of dual frequency code and .
phase observations. The major problem with this approach resides in the fact that it depends
heavily on the quality of the code observations. For TurboEdit the noise of the code obser-
vations is assumed to be below 0.5 wide-lane cycles, i.e., 43 cm. This requirement is easily
fulfilled if anti-spoofing (AS) is not active. For most state-of-the-art geodetic receivers the
noise of the code observations under those conditions is at the. 20 cm level. However, with AS
active, the noise is significantly larger because only C/A-code is available on the L; frequency
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and the code on the L, frequency is reconstructed using either so-called cross-correlation or
W-code tracking techniques [Ashjaee and Lorenz, 1992]. \

The input to our program RNXSMT, which stands for RINEX SMooThing, is a single
RINEX file. The output is a RINEX file again, hopefully free from outliers and cycle slips. A
summary of the actions taken by the program are contained in the log-file. Each RINEX file is
processed satellite by satellite. The observations of each satellite are processed in four steps:

1. Screening of the Melbourne-Wiibbena linear combination, eqn. (2.21), for outliers and
cycle slips.

2. In case cycle slips are detected in the first step the geometry-free linear combination,
eqn. (2.17), is checked in order to determine the size of the cycle slip on both frequen-
cies. This information can be used to connect the observation before and after the cycle
slip. Currently only data pieces (arcs) the smoothed code observations may be “con-
nected”. The phase observations are never connected over a cycle slip.

3. Screening of the difference between the code and phase ionosphere-free linear combi-
nations, eqns. (2.12 and 2.13); i.e., L3 — Ps. This screening is performed to remove bad
observations which were accepted in the Melbourne-Wiibbena screening.

4. Smooth the code observations using the code and carrier phase data of the clean obser-
vation arcs.

Below, each of these steps is discussed in detail.

8.1.1 Melbourne-Wiibbena Data Sqreening

The Melbourne-Wiibbena combination eliminates the effects of the ionosphere, geometry,
clocks and the troposphere (see eqn. (2.21)). Apart from the wide-lane ambiguity the remain-
ing signal should be pure noise, with an RMS error of approximately 0.7 times the RMS of the
code observations on the L, frequency. If the noise of the Melbourne-Wiibbena combination
has an RMS error below 0.5 wide-lane cycles (43 cm) it is almost trivial to detect all cycle slips
and outliers. Only very few epochs are needed to estimate the wide-lane ambiguity, jumps and
outliers can easily be detected. Of course, only the difference between the cycle slips on the
two frequencies is detected (ns = n; —ng), see eqn. (2.20). Note that in the very unlikely case
where the integer number of cycle slips on the two frequencies are identical (i.e., n; = ng) no
cycle slip will be detected (ns = 0). :

However, under AS the noise of the Melbourne-Wiibbena combination for most geodetic
receivers exceeds the RMS of 0.5 wide-lane cycles. Figure 8.1 shows the effect of AS on the
Melbourne-Wiibbena combination. It shows a single pass of a single satellite (PRN 18) for the
same station on two different days. On the first day, day 40, 1998, AS was not activated. On
the second day, day 60, 1998, AS was active. The different noise level on the two days is quite
obvious. The beginning and the end of the observation arc illustrate that for low elevations
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Figure 8.1: Noise of the Melbourne-Wiibbena combination under different AS conditions. The
data from the same station (Wettzell, Germany) are show for two days in 1997.

a much more pronounced increase of the noise level is observed for “AS on” as compared to
“AS off”. For low elevations it will thus be more difficult to detect small outliers and cycle
slips. It will be impossible to detect outliers of one or two wide-lane cycles (86—172 cm). It is
also interesting to note the shift in time of the observation arc of this satellite. On day 40 the
satellite was first tracked at approximately 1:30 hours, whereas on day 60 the first data of the
satellite were observed at approximately 0:10 hours. This is caused by the 4 minute shift per
day of the satellite—station geometry.

The only way to improve the reliability of screening data from one station is to generate
as long arcs as possible. So, instead of using a running average, as it is done in the TurboEdit
algorithm, we make the attempt to use all observations within one satellite pass. An arc is
defined by specifying a minimum number of observations and a maximum time for data gaps.
Typical values are a minimum of 10 data points per arc and a maximum of 3 minutes without
observations before starting a new arc.

After defining the arcs, the RMS error of the observations in the arc is computed. If the
RMS exceeds a user-specified maximum the observation arc is screened for cycle slips. In the
cycle slip detection the observation arc is split-up into two equally long parts. It is assumed
that the part with the larger RMS contains the cycle slip(s). Both parts are edited for outliers,
using as outlier level four times the RMS (40) of the observations in the arc with a maximum
RMS value specified by the user. In this step outliers are only temporarily removed. The
difference between the two (clean) parts is estimated and the whole arc is connected using the
estimated cycle slip. All points that were considered outliers during the cycle-slip detection
are included again. The RMS is recomputed to check whether there are more cycle slips in
this observation arc.

After the detection of all cycle slips, the observations are screened for outliers. Outliers are
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removed until the RMS of the observation arc is below the specified maximum. Outliers are
those points which exceed a value of 40. The specified maximum RMS is typically 0.4-0.6
wide-lane cycles (34-52 cm). If an outlier is detected, all four observation types (code and
phase on two frequencies) are rejected.

8.1.2 Geometry-Free Data Screening

Only those observation arcs in which cycle slips have been detected are screened using the
geometry-free combination of the phase observations (see eqn. (2.17)). At this stage the size
of the wide-lane cycle slip (n; — n2) is known. The geometry-free linear combination (L,)
allows us to compute the size of the n; and n;, cycle slips because it gives us: Ly = L; — Lo.
To determine the size of the cycle slip on the L, linear combination two linear polynomials are
fitted through n points, “n” defined by the user, before and after the cycle slip. The difference
between the two polynomials at the time of the cycle slip is computed. If the fractional part of
the difference is smaller than a user specified limit the n4 cycle slip is accepted and the n; and
ng cycle slips are computed. Typically a value of n=10 is used and a difference smaller than
10 mm. This procedure is only executed to be able to connect the code observations during
the code smoothing step. Because cycle slips occur rarely, no attempt is made to connect the
phase observations. For the phase observations a new ambiguity is setup at the epoch of the
detected cycle slip. ' -

8.1.3 lonosphere-Free Data Screening

When developing the program it became evident that sometimes the data was not cleaned
successfully due to systematic errors in the Melbourne-Wiibbena combination. These system-
atic errors are most likely caused by the filtering and smoothing procedures employed in the
receivers. Therefore, an additional data screening step was added to the program.

In this step we build the difference between ionosphere-free linear combinations for the
phase and code observations, eqns. (2.12 and 2.13), ie., L3 — P3. As in the case of the
Melbourne-Wiibbena combination this linear combination should consist of noise only. The
disadvantage is the amplified noise (about 3 times the noise of the P, observations). The
noise is thus about 4 times larger than the noise of the Melbourne-Wiibbena combination.
Nevertheless, the check is useful for removing errors caused by systematic effects. The check
consists of an outlier rejection scheme, which is very similar to the one used for screening
the Melbourne-Wiibbena combination. The starting value for the maximum RMS is larger
(typically 1.6-1.8 meters), to account for the higher noise of these observations.

8.1.4 Code Smoothing

The final step consists of the smoothing of the code observations. The previous program steps
have hopefully cleaned both, code and phase observations. This enables us now to smooth the
code observations, using the carrier phase observations, for the continuous data arcs. For code
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smoothing it was decided to actually replace the code observations in a clean observation arc
by the phase observations shifted by the mean difference code-phase in the arc. We have to
account for the opposite sign of the ionospheric effect for the code and phase observations.
The smoothed code at epoch ¢ is written as:

- - . . L R— - 2 : —_ -
B = 60+ R-Fi+2 Rlm (A0 -00) - Gi-F) 6D
1= J2
. _ 12 -
Bt) = 60 +PR-6+2 5 - 7 ((81(t) = 62(8)) — (¢1 — ¢2))
1—J2
where:
Pp( t) ... Smoothed code measurement at epoch ¢ and frequency F.
or(t) ... Carrier phase measurement at epoch ¢ and frequency F'.
Pp — ¢r ... Mean difference between over all the accepted code and phase measure-

ments in the current observation arc on frequency F'

qSl(t) — ¢o(t) ... Ionospheric delay at the current epoch.

é1 — b2 ... Mean ionospheric delay over all the accepted phase measurements in the
current observation arc. :

Figure 8.2 shows the effect of code smoothing. Shown are the residuals of a point posi-
tioning procedure, estimating only the receiver clock offset for each observation epoch and
using the CODE final orbit and satellite clock estimates. The RMS error of the residuals in
Figure 8.2 are 1.53 and 0.17 meters for the code residuals and the smoothed code residuals,
respectively. The code smoothing has been quite successful. The smoothed code residuals
show systematic errors of up to one meter. The size of these biases is a function of the noise
of the code observations and the number of observations used in the smoothing interval. One
may consider smoothed code observations as ambiguity-fixed phase observatlons where the
ambiguities were ﬁxed only approximately.

8.1.5 Reliability and Possible Enhancements

RNXSMT has been used routinely since January 1997 for the estimation of receiver and satel-
lite clock offsets using a network of 80 stations. In addition, the program was also used for all
the time transfer experiments with our two time transfer terminals. The time transfer observa-
tions are also processed on a routine bases, with a few interrupts, since January 1997. In both
applications the program proved to be very reliable and successful.

There is still room for improvement, however. One possible 1mprovement would be to
use the geometry-free combination of the phase observations for data screening and not only
to correct cycle slips. Currently, data screening is based on code observations; both, the
Melbourne-Wiibbena and the ionosphere-free data screening, use code observations. There-
fore, the data cleaning is heavily depending on the quality of the code observations. Without
AS turned on this is not too much of a problem, but with AS turned on the quality of the code
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Figure 8.2: Code residuals from point positioning. Data from a receiver installed at USNO
were used for day 133 of 1999.

deteriorates significantly in particular for low elevation data. It is therefore possible that a sig-
nificant amount of low elevation observations is removed from the data in the outlier rejection
process. The use of phase observations in the cleaning process may help to reduce the number
of rejected phase observations.

Furthermore, the use of code observations also implies that small outliers in the phase
cannot be detected safely. With a typical RMS of 0.4 cycles for the Melbourne-Wiibbena
combination the 4o outlier detection level is about 140 cm. All (carrier phase) outliers below
this level will not be detected. They will have to be detected by screening the observation
residuals after a parameter estimation step. ’

Another improvement would consist of weighting the observations with cos? z, z being the
elevation angle. The clear elevation angle dependence of the data quality, in particular of code
observations, could then be taken into account. Such a procedure requires additional infor-
mation like, e.g., receiver and satellite positions. The current procedure requires no external
input, except for the RINEX file. An other possibility to weight the observations is by using
the signal to noise ratio of the observations. This information is available in the RINEX files
and therefore does not require any external input. '

8.2 Time Transfer using the GeTT Terminals
8.2.1 Motivation

Until quite recently GPS time transfer was mainly realized using the so-called common-view
(CV) technique. In this method the time of arrival of the same C/A-code signal from one
satellite is registered at two stations with respect to their local reference clock [Ashby and
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Weiss, 1980]. The main limitation of this method is the use of only the C/A-code signal of the
GPS satellites transmitted on L. The achievable accuracy, on short baselines, is limited by the
noise of the C/A-code signal, which is at the meter level or, in units of time about 3 ns. Errors
in the satellite positions (usually only broadcast ephemerides are used) and ionospheric delays
(only one frequency is used) will further decrease the accuracy depending on the distance
between the two stations. The typical accuracy of the CV time transfer is about 5 ns.

The achievements of the IGS (Chapter 5) let us believe that this modest accuracy may
be improved significantly! The combined IGS satellite clock estimates have a precision of
about 0.3 ns. The same kind of precision is expected for the receiver clock estimates. These
considerations indicate that the use of code and phase dual-frequency observations stemming
from state of the art geodetic GPS receivers may improve the GPS time transfer accuracy by
an order of magnitude. The main advantages of the “geodetic time transfer” compared to the
CV method lie in the use of all satellites in view, of code and phase observations on both
frequencies, and of precise orbits. Furthermore, the accuracy is not (very much) depending
on the baseline length and the technique is not limited in the number of stations! In addition,
the relatively high sampling rate (e.g., 30 sec.) of the IGS network also allows for frequency
transfer with a very high precision. The baseline length dependence of the results is mainly
caused by the quality of the GPS satellite orbits. As we have demonstrated in Chapter 4, the
quality of the orbits of the IGS analysis Centers is now at the 30-50 mm level. This means
that the results will deteriorate very slowly with increasing baseline length.

Two Way Satellite Time and Frequency Transfer (TWSTFT) is another method allowing
time transfer. TWSTFT performs better than the CV method but at the price of complex
sending and receiving equipment. TWSTFT is typically performed only once every two to
three days because of its high cost [Kirchner, 1991; Hackman et al., 1995].

In 1991 a common project of the Swiss Federal Office of Metrology (OFMET) and the
Astronomical Institute of the University of Berne (AIUB) was started in order to develop time
transfer terminals based on geodetic GPS receivers. The goal is to perform time transfer with
sub-nanosecond accuracy and frequency transfer on the level of 10~1° over one day. Optimum
use should be made of the GPS code and phase measurements using only geodetic-type GPS
equipment [Schildknecht et al., 1990]. The emphasis in this project is put on the comparison of
external (as opposed to receiver internal) clocks. Calibration of delays in cables, temperature
dependent delays, etc., are of major interest in the context of this joint OFMET/AIUB project.
We emphasize that the control of these delays is crucial and absolutely mandatory for time
transfer. The requirements are much less stringent for frequency transfer.

Two prototype geodetic time transfer terminals (GeTT terminals) were built and are avail-
able today. An additional terminal is under construction. The terminals are based on modified
Ashtech Z-12 receivers. These receivers have a 20 MHz and a 1 PPS input allowing to com-
pletely replace the internal clock by an external (laboratory) clock [Overney et al., 1997].
These modified receivers were marketed as Ashtech Z12-T and an upgraded version is avail-
able under the name Ashtech Z12-Metronome. More information about the time transfer
project and the GeTT terminals may be found in [Schildknecht and Springer, 1998; Overney
et al., 1998; Dudle et al., 1998, 1999].
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8.2.2 Clock Estimation

In principle, clock estimates may be extracted directly from processing a global network in-
cluding orbit estimation in solutions similar to our routine IGS process. Clock estimates may
also be derived from a dedicated campaign using only a subset of the global network. Be-
cause our global IGS solutions are based on double differences this second approach is more
efficient in our case. We make optimal use of the results from our global IGS solutions by
introducing our orbit, station position, and tropospheric zenith delay estimates as known for
the time transfer processing. '

GPS is a differential technique. This implies that we cannot solve for the offsets of all
clocks in the network. We either have to fix (assume as known) one single reference clock
(either a receiver or a satellite clock) or we have to fix the mean of an ensemble of clocks. For
other than clock parameters the specific choice of the reference clock is of no importance as
long as this reference clock is synchronized to GPS time below the millisecond level. Because
all geodetic receivers are synchronized to GPS time at the millisecond level this condition is
always met. For time transfer it is preferable to use a stable oscillator as a reference clock, or
an ensemble of stable oscillators, because the behavior of the reference clock will be visible
in all other clock estimates. We also need information about the positions of the receivers and
the satellites. For longer baselines we have to account for the effects caused by tropospheric
refraction. '

The receiver positions may be obtained from different sources, e.g., from the ITRF or the
IGS if the station is part of the IGS network. If the position of the receiver is not available its
position must also be estimated in addition to the receiver clock. Day to day changes in the
position estimates may influence the clock estimates. This effect is probably not significant
in view of the typical day to day repeatabilities of the station position estimates of better than
10 mm (33 ps). Nevertheless, it is more meaningful to estimate the position of the station prior
to performing the time transfer. Therefore, the station positions may be assumed known for

_time transfer purposes.

The satellite positions may be derived either from the broadcast ephemerides or from the
IGS precise orbits. Due to the substantial quality difference the broadcast orbits are only suited
for short baselines, i.e., baselines of the order of a few km. For longer baselines the IGS orbits
should be used to obtain high accuracy. _

When processing long baselines we have to solve for parameters to account for tropo-
spheric refraction. We may, however, also use the tropospheric zenith delay estimates from
our routine IGS solutions for those stations which are used in both, our global and our time
transfer network solutions. Apart from reducing the number of unknown parameters this pro-
cedure improves the results as we have demonstrated for our European solutions in Chapter 5.

For time transfer we solve for the receiver and satellite clocks (except one reference clock) .
and the tropospheric zenith delay parameters (typically 4-12 per day) for those stations which
were not included in our global IGS processing. Tropospheric zenith delays are only estimated
for baselines longer than a few kilometers. If phase observations are used, a (large) number of
ambiguity parameters has to be estimated (about 60 ambiguities per receiver per 24 hours of
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observations). In order to achieve highest quality the phase observations should be used. If the
absolute value of the clock estimates is of importance, i.e., for time transfer, the (smoothed)
code observations should also be used but with a much lower weight than that of the phase
observations.

8.2.3 Zero and Short Baseline Testé

Initially the two GeTT terminals were operated on short (or even “zero”) baselines. We speak.
of a zero baseline if the two receivers are connected to the same antenna. The usage of zero
or short baselines has as advantage that many common error sources are significantly reduced
like, e.g., orbit, ionosphere, troposphere errors. A zero baseline eliminates these errors com-
pletely and, in addition, it eliminates multipath effects. Furthermore, both receivers may be
run on the same clock which means that the clock difference between the two receivers is zero
apart from the receiver delays. The resulting clock differences have to be attributed to delays
in antennas, cables, and receivers.

For calibration purposes the zero and short baseline tests provide an excellent environ-
ment. Therefore, the first tests with the GeTT terminals were performed using short baseline
setups either at the observatory in Zimmerwald or in Wabern, the location of the OFMET near
Berne. Using the observations of these short baselines we were able to develop and test the
GeTT terminals and study the delays coming from the antennas, cables, and the receivers. In
addition, we were able to study the temperature dependence of these delays [Overney et al.,
1997].

The short baseline tests also allowed us to develop the capability to process undiffer-
enced data with the Bernese GPS Software package. The first step was made in September
1995 enabling zero-difference processing using code observations. In January 1997, with the
RNXSMT program, the capability to process undifferenced phase observations was added to
- the Bernese GPS Software package.

Three observation types may be used today for time transfer, code, smoothed code, and
phase observations. The quality of the clock estimates based on these observation types is
illustrated in Figure 8.3. The clock estimates from a short (180 m) baseline are shown using
data from two receivers at USNO for day 318 of 1998. One receiver is a GeTT terminal, the
other the official IGS receiver at USNO. These two receivers were running on two different
hydrogen masers. The estimates, shown in Figure 8.3, are based on code observations (P3),
smoothed code observations (S3), and carrier phase observations (L3), respectively. In all
cases the ionosphere-free linear combination was used. When processing the carrier phase
observations the smoothed code observations are also used. Because the phase observations
do not contain any absolute information the clock estimates will have an arbitrary (but con-
stant) offset. This is why the code observations must be included in the processing (with a low
weight). In this way the absolute value of the clock estimates is based on all code observations
over the full observation interval. The variation of the clock estimates over the observation
interval is, however, based on the phase observations. The length of the observation interval is
limited by complete losses of lock to all satellites. Because usually there are no tracking inter-
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Figure 8.3: Clock estimates on a short baseline based on different observation types.

rupts the observation interval is limited to 24 hours due to the current practice of processing
GPS observations in 24-hour “batches”. This leads to small jumps in the clock estimates at
day boundaries.

The RMS of the clock estimates in Figure 8.3 is 1.82, 0.77, and 0.05 ns for the P3, S3,
and L3 observations, respectively. These results demonstrate that the phase observations give
the best results. It is interesting to see that the smoothed code solution tracks the code so-
lution very well and that its behavior is indeed “smoothed”. The variations observed in the
code and, in particularly, smoothed code estimates are most likely caused by multipath effects
which are much more pronounced for code observations than for phase observations. An-
other explanation for the observed variations may be the temperature dependence of the GeTT
terminal (antenna, cables, receiver) delays. These effects are more pronounced for the code
observations [Overney et al., 1997].

Figure 8.4(a) magnifies the time interval between 10" and 11* UT of Figure 8.3. In addi-
tion, the so-called Allan deviations [Allan and Weiss, 1980] are shown in Figure 8.4(b) for the
three observation types (P3, S3, L3) in Figure 8.3. It is interesting to point out that the perfor-
mance of the CV time transfer method is, at best, comparable to that of the code estimates (P3):
in Figure 8.3 and Figure 8.4. We say “at best” because we used all satellites in view simul-
taneously whereas the CV method (in most cases) uses only one single satellite. On average
we have six satellites in view which means that the RMS of our estimates is roughly a factor
of v/6 lower compared to the RMS of the CV estimates. Our approach provides estimates
every 30 seconds for the full 24 hours per day whereas CV gives estimates only within limited
time intervals. Figure 8.4(b) nicely shows the different quality of the three observation types.
The first point of the Allan deviations, at 7 = 30 sec, shows the noise of the clock estimates
which should be comparable to the noise of the observations. The noise may be computed by

114



8.2 Time Transfer using the GeTT Terminals

lo-‘ﬂ
E83
v

10

1012

Clock (ns)
>4
S———
—
g
P
—
el
;>~
Y
—n
="
_——

=<7
]
A ]
=_
4—4
R
~
—_
A=
==
—]
3
-2
Allan Deviation (0.}

-670
T

10-%

s . L N H
10 102 10.4 108 108 1 100 1000 10°
Time (Hours) 7 {sec)

(a) Estimates based on code (P3) and phase (L3) (b) Allan deviation of the three observation types

Figure 8.4: Clock estimates using different observation types and their respective Allan devi-
ation.

multiplying the value of 7 with the value of the Allan deviation, e.g., for the code observation
we find an Allan deviation of 7 - 10~!! at 30 sec. This gives 307107 s = 2.1 ns for
the noise of the clock estimates which corresponds to 630 mm. This reflects the noise of the
code observations under AS conditions and also agrees with the observed RMS of the clock
estimates over the full day (1.8 ns). Similarly we find a noise level of 27 and 2.7 mm (90 and
9 ps) for smoothed code and phase observations, respectively. Notice that for the smoothed
code and the phase observations the Allan deviation at 30 seconds gives a much lower noise
estimate than was determined for the clock estimates over the full day, i.e., 770 and 50 ns
compared to 90 and 9 ns. This is caused by the fact that systematic effects, which are clearly
visible in the S3 estimates, influence the RMS but not the Allan deviation at 7 = 30 sec. This
is an important characteristic of the Allan deviation.

If the residuals of the clock estimates would be “white phase noise”, the Allan deviation
given in double logarithmic scale, as in Figure 8.4, should show a slope of —1 (for 7 <
1000 sec). This slope decreases to —0.5 if the estimates are “white flicker noise”. The Allan
deviations of GPS based clock estimates are expected to show white phase noise (i.e., show
a slope of —1), if they are connected to a stable oscillator. In Figure 8.4 we observe that the
slopes of the three curves are indeed close to —1 for low values of 7. For larger values of 7
the effect of multipath, in the S3-curve, and also the characteristics of the two masers, in the
L3-curve, show up around 7 = 3000 sec. Notice that Allan deviations may only be (reliably)
computed for a time interval of approximately 1/3 of the actual observation interval, i.e., for
a full day of observations (86400 sec) the maximum 7 for which the Allan deviation may
reliable be computed is approximately 30000 sec.

Although much more pronounced in the code observations the phase observations also
suffer from multipath. This may be observed in the clock estimates shown in Figure 8.5 where
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Figure 8.5: Clock estimates on three consecutive days. A mean value was removed from the
daily estimates and the three curves are offset by approximately 30 ps.

the observations from our two GeTT terminals deployed on a short baseline in Wabern are
used. Both receivers were driven by the same external clock. The results stem from processing
the phase (L3) observations, including the (smoothed) code observations. Figure 8.5 shows the
clock estimates for three consecutive days, days 121-123 of 1998. A mean has been removed
from the estimates, and the days have been offset for display purposes. The mean for all three
days was approximately 25 ns. Because both receivers were running on the same external
clock, this 25 ns may be attributed to the delays in the GeTT systems (antenna, cables, and
receiver). : :
Except for an offset (caused by different delays) and the measurement noise, the three
clock estimates should lie on horizontal lines because both receivers are running on the same
clock. This is not the case! Deviations of up to 20 ps RMS are observed. The similarity
of the clock variations on the three days is striking. Both, the general behavior and some of
the short term variations, are similar. Whereas the general behavior may also be caused by
the temperature dependence of some of the delays, especially from the cables, the similarity
in details cannot be explained by delay changes. The only plausible explanation for these
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variations is multipath of phase measurements. A Fourier analysis of the clock estimates on
this short baseline indicates that these (multipath) effects give rise to clock estimate variations
on the level of 10-20 ps with periods around 8, 12, and 24 hours. The 24 hour period might
perhaps be caused by small jumps at the day boundaries. The multipath effect on the code
observations is much larger as we have seen in Figure 8.3. This code multipath may result
in small jumps at the observation interval boundaries, usually the day boundaries, which in
turn may show an annual variation due to the annual period of the satellite-station geometry.
These effects may be as large as 1-2 ns.

Figure 8.6 shows the Allan deviation over 1 and 14 days, respectively. The observations
from days 121-158 of 1998 on the short baseline in Wabern were used. During this time period
(38 days) the receivers were running on the same clock. Due to different tests performed
during the time period only 14 days could be used for the establishment of the Allan deviation.
The Allan deviation based on one day of estimates shows the difference between using the
observations on different frequencies, i.e., L, Lo, and L3. As mentioned in Chapter 2, the
L, and L3 phase observations have a higher noise than the L; phase observations. This is
clearly reflected by the starting point of the Allan deviations at 7 = 30 sec. The noise of the
clock estimates based on the three observations types is roughly at the 6-9 ps (2-3 mm) level.
After one day the results from the three observation types are almost identical. Figure 8.6
demonstrates that, on short baselines, the GeTT method allows frequency transfer at the 10~1°
level within one day of observation. The 10~'* level is reached after about 2000 sec. With
14 days of observations the 107!¢ level may be reached for frequency transfer. The strange
behavior of the Allan deviation in Figure 8.6(b) around 7 = 90000 sec, approximately one
day, may be explained by the unequal spacing of the clock estimates (only not consecutive
14 days of a 38 day interval were used). The small excursion observed between 1000 < 7 <
80000 may be caused by multipath effects. The slope of the Allan deviation is close to the
expected value of —1.

8.2.4 Long Baseline tests
European Baselines

After the successful performance of the GeTT terminals on short baselines it was decided to
test the two terminals on longer baselines. The first GeTT terminal was transferred to the
National Physical Laboratory (NPL) in the United Kingdom while the other GeTT terminal
remained at OFMET in Switzerland. Later on, after about 50 days, the second GeTT terminal
was moved from Wabern to the ‘Physikalisch-Technische Bundesanstalt” (PTB) in Germany.
The length of both baselines, NPL-OFMET and NPL-PTB, is approximately 750 km.

- The baseline NPL-OFMET was basically used to verify . that the receiver at NPL was
working properly. At the same time it was used to test our processing strategy for the longer
baselines using IGS orbits, station positions, and previously estimated tropospheric zenith
delays. . Apart from studying-the Allan deviation, the results of the GeTT terminals were
compared to results stemming from the CV method. Notice, that on this baseline the external
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Figure 8.6: Allan deviations of clock estimates from a short baseline with two receivers run-
ning on the same clock.

clocks were a hydrogen maser at NPL and a cesium at OFMET, which means that the Allan
deviations reflect the short term stability of the cesium standard.

On the second baseline, NPL-PTB, the external clocks on both ends were hydrogen masers.
-On this baseline a strange effect was observed in the Allan deviations. After some investiga-
tions a sinusoidal signal with a period of 724 seconds and an amplitude of 50 ps was observed
in the estimates. Test showed that neither the GeTT terminals nor the maser at PTB were caus-
ing the problem. One year later the cause of the problem was verified to lie at NPL [Clarke
et al., 1999]. This effect never could have been detected with the CV or the TWSTFT method.
The CV method would not have been accurate enough (the signals amplitude is only 50 ps)
whereas the TWSTFT would not have had the required time resolution (the period being only
724 sec). This demonstrates the high quality of the GeTT method for time and frequency
transfer. For more information concerning these European baselme tests we refer to [Overney
et al., 1998].

Transatlantlc Network

In a next step the receiver from NPL was moved to the United States Naval Observatory
(USNO) in Washington, DC. The baseline length between USNO and PTB is approximately
6275 km. Because of this long distance the two stations cannot observe many satellites simul-
taneously. Therefore, auxiliary stations were included in the process to fill the gap between
the two GeTT terminals. It was decided to process a small transatlantic network of 14 stations,
but a larger number of stations were selected to make sure that always 14 stations would be
available. The stations were selected based on a predefined order with our two GeTT terminals
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Figure 8.7: Network of time stations used for the transatlantic baseline tests. Only 14 of the
available sites are used on any particular day.

having the highest priority. The complete set of stations used in this transatlantic network is
shown in Figure 8.7. Notice that there are two receivers located at USNO. The receiver labeled
USNO is the official IGS receiver whereas the receiver labeled USNB is our GeTT terminal.
Our other GeTT terminal located at the PTB is labeled as PTBA. The receiver at the NPLB
site is an Ashtech-Z12T receiver owned by the NPL.

The transatlantic baseline test started on day 200, 1998 and is still in progress.- Today,
we have almost 300 days of transatlantic time and frequency transfers using the GeTT (and
other) terminals. The first topic addressed was associated with the baseline length. With the
European baseline tests we found that the slope of the Allan deviations was closer to the value
of —0.5 than to the expected value of —1. However, due to the problems with the maser at
NPL these results were not fully reliable. In order to study the impact of the baseline length
the same set of data was processed using once the GeTT terminal at PTB and once the GeTT
terminal at USNB as reference clock. From the results of both solutions the Allan deviations
were computed for all (stable) oscillators in the network. Figure 8.8 shows the Allan deviations
of the two solutions. The clock estimates are produced with a sampling of 5 minutes (300 sec).
Consequently the Allan deviation plots start at 7 = 300 sec. Figure 8.8 shows that the noise
of the clock estimates for 7 = 300 sec lays between the 12 and 30 ps (2-9 mm) which is
excellent. -

The Allan deviation for USNO, in the solution where the maser at USNB was selected as
reference clock, is better (slope close to —1 for 7 < 2000 sec) than all others. This is explained
by the length of 180 m of the USNO-USNB baseline. This result is comparable to the results
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for the same baseline in Figure 8.4(b). For the other baselines, with quite big differences in
length, no significant baseline length dependence was observed, but the slopes of all curves is
close to the value of —0.5. It is unclear why the slopes of the Allan deviations are not closer to
a value of —1 for the longer baselines. Possible explanations are remaining systematic effects
due to troposphere, ionosphere, station model, and orbit model inaccuracies.

Figure 8.8(a) shows a very similar behavior for all Allan deviations when using the PTB
maser as reference. This indicates that the Allan deviations in Figure 8.8(a) are dominated
by the behavior of the PTB maser. This finding is confirmed by the results where the USNB
clock was used as reference. For frequency transfer, the effect of the reference clock may
be eliminated a posteriori by forming differences between the clock estimates. We may, e.g.,
take the results stemming from the solution where the PTB maser was used as reference and
compute the differences between the clock estimates for USNB and all other stations. The
Allan deviations obtained from these clock (double-) differences are practically identical with
those of the solution where the USNB maser was used as reference. For time transfer this
procedure will be more elaborate due to different delays at different sites.

In order to study the effect of the orbit error we processed 21 days of the transatlantic data
using both, our CODE rapid and final orbit products. Figure 8.9 shows the Allan deviations of
the two sets of 21 days (notice the increased range for 7). No significant difference between
~ the results is observed. Obviously, the quality of the rapid and final orbits is not a limiting
factor. The results also demonstrate the high quality of the CODE rapid orbits. In both cases
the slope of the Allan deviation is again nearer to a value of —0.5 rather than to —1.

Figure 8.10 shows the clock estimates over the time period from day 200, 1998 to day
129, 1999, a total of 294 days, for four selected stations with very stable oscillators. Notice
that the station of AMCT shows up twice in the figure because the receiver and antenna setup
was changed. The clock estimates relative to the PTB maser all show a similar pattern. This
indicates that the variations are due to the PTB maser. As opposed to the clocks at the other
four sites the maser at PTB is not steered. There are only manual interactions in the case of
the PTB maser but there is no continuous steering. Some of the manual mteractxons may be
observed at the end of 1998 and the beginning of 1999.

The other four masers are not only steered, they are also synchronized. The masers at
USNO are compared locally, the masers at USNO and at AMCT by using the TWSTFT.
TWSTFT is usually performed once per day, but on the USNO-AMCT baseline it is performed
on an hourly basis. AMCT is the “USNO Alternate Master Clock”, the backup realization of
UTC(USNO). The maser at NPL is also synchronized to USNO using TWSTFT but with at a
much lower rate. The results using the USNB as reference, obtained by differencing the clock
estimates rather than by reprocessing the 294 days, shows the quality of the synchronization
of the clocks over the 294 day period. The RMS of the resulting time series are 1.0 and 3.9 ns
for the two time series of AMCT, 16.2 ns for NPL, and 1.3 ns for USNO. Note that these
values include some undetected jumps, especially for the second part of the AMCT series. In
the NPL results we seem to observe an annual variation with an amplitude of about 30 ns. It
must be mentioned, however, that many problems were encountered with the NPL data due to

the problems with the setup at the NPL. The annual period may not necessarily be attributed
~N
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Figure 8.8: Effect of baseline length on the clock estimates, based on data from'day 1.29, 1999.
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Figure 8.9: Effect of orbit quality on the clock estimates, using transatlantic baselines. Based
on data from days 40-60, 1999. The maser at PTB was chosen as reference.

to the maser at NPL and its synchronization to UTC.

Figure 8.11 shows the Allan deviation over the 294 days using USNB as reference. Based
on the Allan deviation the noise of the clock estimates is at a level of 12-60 ps (7 = 300 sec).
Only the slope for the short baseline, USNO-USNB, seems to be close to a value of —~1 for
7 < 1000 sec. For the other baselines it is again close to a value of —0.5. We believe that this
behavior might be explained by our handling of the tropospheric effects. We estimated one
constant tropospheric zenith delay for each 6 hours time interval. During these time intervals
the troposphere conditions may vary considerable. This might have an impact on the clock
estimates. The signal in the Allan deviation for USNO for 10* < 7 < 10° may be caused
by multipath effects or it may reflect the stability of the two masers used to steer the two
receivers. Notice that the flattening of the Allan deviation for USNO around 7 = 10* sec was
also observed in Figures 8.4 and 8.8. For larger 7 the Allan deviation shows the steering of
the masers.

A major challenge of using GPS for time transfer consists of the elimination (or at least re-
duction) of the jumps at the day boundaries (caused by processing the data in 24 hour batches).
These jumps are clearly visible in Figure 8.12 where the estimates from four consecutive days
of our transatlantic network are shown. An offset and a drift have been removed for all stations
and the results have been offset for better visibility. We observe jumps of up to 1 ns (300 mm)
caused to a large extent by systematic effects in the code observations (compare Figure 8.3).

One way to reduce this “jump” problem is by using overlapping data spans. These overlaps
may be as short as 1 hour or as long as a few days. A more difficult, but also more correct
solution would be to make the observations continuous over the day boundaries. This may
be done by transferring the ambiguities from the previous solution to the latter solution. The
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Figure 8.10: Clock estimates over the time period from day 200, 1998 to day 129, 1999. Large

jumps and an offset were removed for each station.
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Figure 8.11: Allan deviation of the clock estimates over 294 days using the time period from
day 200, 1998 to day 129, 1999. Large jumps and an offset were removed for
each station. USNB was used as reference.
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Figure 8.12: Jumps at the day boundaries shown for four consecutive days in 1999. Offset and
drift were removed for all stations and PTB was used as reference. The curves
were offset for display purposes.
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continuity at the day boundary would be guaranteed by such a procedure. We expect the
differences between the two approaches to be small.

8.3 IGS Satellite Clock Estimates

At CODE the satellite and station clock estimation is done after having estimated all global
parameters using double difference observations. In the clock estimation step optimum use is
made of all previously determined parameters. Orbits, Earth rotation parameters, coordinates,
and tropospheric zenith delays are taken over from the global solution for the clock estima-
tion. Clock estimation is based on undifferenced data. First, a receiver connected to a stable
external oscillator is selected as reference. The clock of this station is then synchronized to
GPS time by estimating an offset and a drift for the local oscillator. In this procedure the
GPS broadcast ephemerides are used to obtain the clock offsets of the GPS satellites for the
synchronization. After the alignment of the clock of the reference receiver the clocks of all
stations and satellites, except the reference clock, are estimated. In the clock estimation step
we use 80 stations.

CODE started estimating GPS satellite clocks in September 1995. At that time the proce-
dure was based on code observations only. The quality of the clock estimates was at the 1.4 ns
level as was shown in Chapter 5. Since January 1997 the satellite clock estimates are based on
smoothed code observations and the quality improved to the 0.5 ns level. The achieved quality
was close to that of the other IGS Analysis Centers (based on the weekly IGS combination,
see Figure 8.13(a)) at that time. After an improvement of the IGS clock combination early in
1998 it became clear that there is a significant quality difference between our clock estimates,
based on smoothed code, and the clock estimates of the other ACs which are based on phase
and code observations. Smoothed code observations are noisier than phase observations, but
this should be partly compensated by the fact that we use almost twice as many stations in our
procedure as the other ACs providing clock estimates. The reason for the higher RMS of our
clock estimates is caused by systematic effects in the (smoothed) code observations. This is
nicely demonstrated in Figure 8.13(b) where the difference between satellite clock estimates
based on (smoothed) code and phase observations is displayed. The same data set was used to
estimate the satellite clocks using two methods, once using smoothed code observations only,
and once using both, the smoothed code and phase observations. Clearly, the clock differences
are dominated by systematic effects rather than by noise. The RMS of these clock differences
over the full 24 hours is 0.7 ns which corresponds quite well with the RMS for our clock
estimates in the IGS clock combination.

As mentioned in the previous sections we may also use phase observations to estimate
clocks. However, due to hardware and software limitations we are limited to processing a
network of 30 stations when processing undifferenced phase measurements. This is due to
the big number of ambiguity parameters which have to be estimated in this case, about 60
per station per 24 hours, i.e., 1800 ambiguity parameters in the case of 30 stations. Due to
this large number of ambiguity parameters the processing of the phase measurements requires
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Figure 8.13: Quality of AC satellite clock estimates compared to IGS final combined clocks
(left). Difference between satellite clock estimates based on smoothed code and
phase observations (right). Different symbols represent different GPS satellites.

more CPU time. We have therefore not switched to using the undifferenced phase observations
except for 4 days in GPS week 960. The RMS of the clock estimates for these days in the IGS
clock combination were 0.1-0.2 ns, which is comparable to the clock estimates of the other
ACs. Due to the limited use of the satellite clocks, especially for double difference processing
schemes, we have refrained from switching to phase based satellite clock estimates.

8.3.1 Precise Point Positioning

One of the most important applications of the IGS satellite clock estimates is precise point
positioning [Zumberge et al., 1997b]. In this approach the satellite positions and clocks are
used together with the code and phase data of one single receiver. The position of this station
may then be determined with a precision comparable to that of the global solution: Precise
point positioning thus provides a very efficient tool to access the terrestrial reference frame. In
Figure 8.14 the daily position estimates for the station PTB in Germany (our GeTT terminal)
are shown over a time period of 100 days. Once the station positions were estimated using
the “classical” double difference approach and once the station positions were estimated using
precise point positioning. In the double difference approach the station of Wettzell (400 km
distance to PTB) was used to form differences and Wettzell was fixed to its ITRF coordinates.
In the case of precise point positioning the satellite clock estimates from our transatlantic time-
transfer project were used. Our clock estimates based on smoothed code are less precise than
the phase-based satellite clock estimates from the transatlantic campaign. In both solutions the
same parameters were estimated, i.e., the position of PTB, ambiguities, and 12 tropospheric
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Figure 8.14: Daily position determinations over 100 days using different processing strategies.

zenith delay parameters per 24 hours. In addition 12 tropospheric zenith delays for Wettzell
had to be estimated in the double difference approach, whereas for the point positioning ap-
proach the clock offsets of the station PTB had to be estimated (288 parameters at a 5 min
sampling). The RMS of the variations in the daily station coordinate estimates for both ap-
proaches is 2, 3, and 6 mm for the north, east, and up directions, respectively. This shows the
high precision which may be obtained with the point positioning technique. It is interesting to
point out that both approaches have reached the same repeatability as the European solution
without fixed ambiguities, see Table 5.3.

The main disadvantage of the point positioning strategy is the impossibility to fix ambigu-
ities (ambiguities may only be fixed on the double difference level). Whereas the results from
the double difference approach may be improved by fixing the ambiguities, as we have shown
for our European solutions in Table 5.3, this will not be possible in the case of precise point
positioning. There are two additional disadvantages of precise point positioning. First, it has
to rely on undifferenced data cleaning which is more difficult than cleaning double difference
data. Secondly, it is of the utmost importance that the models used in generating the GPS orbit
and clock estimates are consistent with the models applied when using these estimates in point
positioning. Nevertheless, point positioning provides a very efficient tool for determining sta-
tion positions with a precision which will be sufficient for the vast majority of the GPS users.
Only users who want to get the best possible results from the GPS system will not be satisfied
with the results from point positioning. »
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We have shown the significant improvements, in only a few years time, for many of the IGS
products and have presented the “state of the art” of the IGS products. We have seen that the
internal product consistency between IGS Analysis Centers has reached the 30-50 mm level
for orbits, 3-8 mm for station positions and 0.1 mas for polar motion. Significant biases exist
between individual analysis center solutions. Differences of 0.5 ppb (10-15 mm) in the scale
of the orbits, 3 ppb (15-20 mm) in the terrestrial scale, and 100 mm in geocenter estimates are
observed in internal comparisons. Biases also became apparent when comparing results from
different techniques, e.g., GPS, SLR and VLBI. In these comparisons a bias of 0.3 mas for
the X-component of the pole was observed. Furthermore, a persisting bias of approximately
50 mm is observed between SLR range observations and the ranges to the GPS satellites
derived from the IGS orbits and the SLR station positions. A bias of approximately the same
size was observed for the GLONASS satellites. :

- We could demonstrate that the new CODE solar radiation pressure model is superior to
the ROCK RPR models. The remaining model error was estimated to be about 50 cm for the
CODE RPR model for a 7-day arc. For the ROCK model the remaining error was shown to
be approximately 300 cm for a 24 hour arc. The implementation of the CODE RPR model
improves the quality of orbit estimates. The number of orbit parameters that have to be esti-
mated is considerably reduced when using the new CODE RPR model as a priori model. This
fact strengthens the GPS solutions significantly. The generation of so-called *“rapid” products
may profit from this development. The quality, and in particular the reliability, of predicted
orbits may also be improved. Although significant improvements were achieved with the new
CODE solar radiation pressure model, it should be considered as a “first attempt” only. In the
near future more time and effort will have to be spent on the solar radiation pressure model for
the GPS satellites. Different models are required for the different satellite Block types (I, and
IIR). The current model is only valid for the Block II and IIA satellites. The behavior of some
of the parameters of the CODE RPR model is significantly different, but not erratic, during
the eclipse phases. This indicates that special eclipse models should be derived.

The comparison of the observed ranges, based on the SLR tracking data, and the computed
ranges, based on the GPS satellite orbits as provided by the IGS and the SLR station positions,
revealed an average bias of approximately 50 mm, the observed SLR ranges-being shorter
than the computed ranges. The reason for this bias must be studied and, hopefully, resolved
in the near future. The RMS agreement between the SLR ranges and the GPS orbits, after
subtracting the mean bias, was found to be as low as 50 mm. This is a very encouraging
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result. It shows that the two independent techniques, GPS and SLR, agree at the few cm level.
Also, the SLR station coordinates, estimated using only the SLR observations of the GPS
satellites, agree at the few cm level with their ITRF values. The usage of the SLR data of the
GLONASS satellites offered another possibility to study the observed microwave-SLR bias.
For the GLONASS satellites there is significantly more SLR tracking data available because
of the much larger retroreflector array compared to the GPS satellites. The IGEX orbits for the
GLONASS satellites are of inferior quality compared to the IGS orbits for the GPS satellites.
This is caused by the poor geometry of the IGEX receiver network. Nevertheless, the IGEX
- orbits and the large amount of SLR tracking data revealed a bias of the same size and sign as
that observed for the GPS satellites.

The new CODE solar radiation pressure model allows to generate GPS orbits based on
only SLR observations. Previously, the limited number of SLR observations and the large
number of orbit parameters required to accurately model the GPS satellites made it almost
impossible to generate precise GPS orbits based on SLR data alone. With the CODE RPR
model we are in a much better position because it allows a 7-day orbit fit through the IGS
precise ephemerides at the 6 cm level solving for only two RPR parameters. Using the CODE
RPR model we were able to generate relatively precise “SLR-only orbits” which were help-
ful in studying the bias observed between the SLR observations and the IGS precise orbits.
The SLR-only orbits showed a geocenter shift in the Z-direction compared to the microwave
orbits of approximately 50 mm. The geocenter of the SLR orbit lying below the geocenter
resulting from the microwave orbits. Most likely this Z-translation is caused by the observed
bias together with the geometry of the SLR tracking network with most of the stations in the
Northern hemisphere.

We furthermore discussed the potential of GPS and IGS for time transfer. The results
showed that the IGS is capable of providing clock information on a routine basis to the timing
community allowing time transfer on a level of a few 100 ps. It was also demonstrated that the
availability of precise IGS orbit and clock estimates for the GPS satellites allows for a very
efficient and accurate determination of the station position using data from one single receiver.
The accuracy of this so-called precise point positioning technique is sufficient for most GPS
USErs. -

The realization of the terrestrial reference frame, ambiguity fixing, orbit modeling, eleva-
tion cut-off angle, and troposphere modeling play an important role in the quality of the IGS
products. We are convinced that we have not yet exploited the full potential of the GPS and
that we can still significantly improve the precision of some of our products. Improvements
at CODE may be expected in the near future from improvements in the tropospheric zenith
delay estimates by making the estimates continuous in time. The estimation of tropospheric
gradients will further improve our global solutions. Ambiguity fixing on longer baselines and
the connection of the ambiguities over the day boundaries promise additional benefits. We
also expect improvements from the inclusion of GLONASS microwave observations thanks
to the increased number of satellites. At the same time this will unify the IGS and IGEX
products. We consider this to be an important aspect. Furthermore, the combination of SLR
and microwave observations, from both the GPS and GLONASS satellites, may have a signif-
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icant impact on results. In the combination of microwave and SLR observations we should,
however, not limit ourselves to using only the microwave satellites. The typical SLR targets,
cannonball satellites like, e.g., ETALON (in orbital planes similar to those of the GLONASS
satellites), and LAGEOS (at 6000 km altitude) should also be included when combining the
observations of the two techniques.

The developments within the IGS have been relatively difficult to predict because of the
amazing speed with which the IGS has developed in its first years. Although there are some
indications that the pace of new developments and of precision improvements is slowing down
there are still many new projects on the horizon. First of all, in October 1999, the IGS has
announced to start a series of so-called “ultra-rapid” products. These products will be made
available twice per day at 3:00 and 15:00 UTC. At both epochs a 48 hour orbit is made avail-
able containing a 24 hour “real” orbit and a 24 hour predicted orbit. The predicted orbit
starts 3 hours before the time of availability of the product, i.e., at 0:00 for the submission of
3:00 UTC, and at 12:00 for the submission of 15:00 UTC. This implies that the average age
of the predicted orbits will be 9 hours only. This is a significant reduction compared to the
current average age of 36 hours. For orbit predictions the errors grow approximately quadrati-
cally as a function of extrapolation time. Therefore, the reduction of the age of the predictions
will give a very significant improvement of the orbit prediction quality. This new product adds
to the burden of the IGS analysis centers forcing them to compute rapid orbits within 3 hours
twice per day. In addition this ultra-rapid scheme is only considered to be a “first step”. The
aim is to generate hourly products in the near future. This may be of considerable interest
for meteorology. The water vapor content in the atmosphere is one of the most important
unknown parameters in numerical weather prediction models. The GPS-based tropospheric
zenith delay estimates contain information about the amount of water vapor in the atmosphere
in the vicinity of the GPS receivers and are therefore interesting for the numerical weather
predictions. However, the meteorologists are only interested in the zenith delays if they have
access to them in near real-time, typically within a couple of hours.

Another very important future IGS activity is in the field of the Low Earth Orbiting (LEO)
satellites. Again, there is a close link to meteorology because several of the planned LEO
missions will be used for atmospheric “sounding”. A LEO satellite can observe the GPS
signals of a “rising” or “setting” GPS satellite, which travel through the Earth’s atmosphere.
These signals allow, under certain assumptions, to derive atmosphere profiles of temperature
and humidity. These profiles are very useful as well in the numerical weather predictions
and therefore will have to be available in a timely manner. Other planned LEO missions will
focus on, e.g., the Earth’s gravity field. These mission are much more interesting from a
geodynamical point of view.

Apart from these two new projects there are several active pilot projects currently under-
way within the IGS like, e.g., the reference frame project, the IGS/BIPM time and frequency
project, and the ionosphere and troposphere projects. We conclude that the IGS is still very
active and that the CODE analysis center may look forward to many years of interesting and
rewarding scientific results based on the activities within the framework of the IGS.
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A The CODE RPR-Model

A.1 Time Series of the Parameters of the Extended
Orblt Model

It should be noted that all RPR estimates are “scaled” to correct for the distance of the satellite
to the Sun. Otherwise a clear annual signal would have been present due to the eccentricity of
the Earth orbit.

Figure A.1 shows the estimates of the parameters of the extended orbit model, i.e., DO,
Y0, BO, BC, and BS from eqn. (6.7), based on the IGS orbit computations as performed by
CODE. In addition, the estimated velocity changes in the along-track direction are shown.
Only estimates for the satellites in orbital plane A are shown (PRNs 9, 25 27). Qulte similar
estimates are observed for all satellites.

A.2 Direct Solar Radiation Pressure Accelerations

Figure A.2 shows the estimates of the direct solar radiation pressure (D0-term) of the optimal
orbit parameterization, see eqn. (6.8). The satellites are grouped according to orbital planes.
The problematic satellites were omitted from the figures (PRNs 14, 16, 18, 19, 23, 24, and
29). The estimates are stemming from using satellite positions as pseudo-observations. Very
similar estimates are observed for all satellites.

A.3 Y-bias Accelerations

Figure A.3 shows the estimates of the Y-bias (YO-term) of the orbit parameterization given in
eqn. (6.8). The satellites are grouped according to orbital planes. The problematic satellites
were omitted from the figures (PRNs 14, 16, 18, 19, 23, 24, and 29). The estimates are
stemming from using satellite positions as pseudo-observations. Very similar estimates are
observed for all satellites.
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A.4 Z1 Accelerations

Figure A.4 shows the estimates of the periodic Z1-term of the orbit parameterization given in
eqn. (6.8). The satellites are grouped according to orbital planes. The problematic satellites
were omitted from the figures (PRNs 14, 16, 18, 19, 23, 24, and 29). The estimates are
stemming from using satellite positions as pseudo-observations. Very similar estimates are
observed for all satellites.

A.5 Momentum Wheel Problems

Figure A.S shows the effect of the loss of momentum wheels on the estimated radiation pres--
sure parameters. Due to this defect the attitude control of the satellite has to be performed with
occasional thruster firings. Because the thrusters are never perfectly aligned this will always
result in a small orbit maneuver. The estimates are stemming from using satellite positions as
pseudo-observations.

A.6 The CODE RPR Model

Tables A.1 and A.2 give the actual parameter values of the CODE RPR model. In addition
Table A.3 includes some statistical information.
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A.6 The CODE RPR Model

(a) Direct solar radiation pressure acceler-

3
138
[l
<8
3
]
T
2
g3
8
3
s ?
:
T et 1997 9978 Jo08 9985 099 YY) 19986 1997 19975 (17 19985 18 1990.6
Time (Years)

(b) Y-bias acceleration

~ «
o 3
kY \ 8
B )
. 20
° g
~ -
2 §
<
- !
'
T 1
L o
' 19965 1997 1997.8 1998 1998.6 1999 19986 ! 1906.5 1997 1997.5 1998 19985 1909 19908

Time (Yesrs)

(c) BO acceleration

Time (Years)

(d) Along-track velocity changes

19078 1998 pUTLE )
Time (Years)

(e) BC acceleration

. "
' Tiases 1007 1007.8 1998 1998.5 1999 19008

Time {Years)

(f) BS acceleration
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in 1999.
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Figure A.2: Estimated direct solar radiation pressure acceleration (D0), for different orbital
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D0y Y0, B0,
PRN | Block | (107%m/s?) (10~°m/s?) | (107°m/s?)

2110 -99.423 0.003 | -0.628 0.001 | -0.044 0.004
14 | 11 -99.225 0.385 [ -0.907 0.196 | 0.246 0.576
1511 -99.036 0.003 | -0.701 0.001 | 0.498 0.004
16 [ II -99.165 0.353 | -0.635 0.174 | 0.115 0.516
17 {11 -99.054 0.321 | -0.659 0.155| 0.072 0427
18 | II -99.412 0.346 | -0.865 0.157 | 0438 0.463
19 | 11 -99.886 0.339 | -0.697 0.163 | 0.114 0.487
20| 10 -100.391 0971 | -0.663 0.429 | 0.519 1.173
21 [ 11 -99.538 0.003 | -0.254 0.001 | -0.111 0.004

1|IA | -91.146 0.003 |-0.747 0.001 | 0.512 0.004
3|HA | -90.398 0.003 |-0.531 0.001 [ 0.393 0.004
4 |IA | 90573 0.003 | -0.781 0.001| 0.239 0.004
5[IIA | -90477 0.003|-0.742 0.001 | 0.241 0.004

6 |IIA | -90.407 0.003 |-0.730 0.001 | 0.337 0.004
7(HTA | 90305 0.003 |-1.054 0.001 | 0231 0.004
8 |IIA | -90479 0.005|-0.861 0.002 | 0.284 0.006
9|IIA | -90.372 0.003 |-0.788 0.001 | 0.365 0.004
10| IA | -89.517 0.004 |-0.739 0.001| 0.153 0.004
22 [TIA | -91.017 0.003 |-0.725 0.0l | 0.045 0.004
23 |[IIA | -80.403 1.005|-0.753 0.245 | 0.967 0910
24 |IIA | 91490 0332 |-1.050 0.164 | 0.205 0.458
25 |IA | -90.848 0.003 | -0.872 0.001 | 0396 0.004
26 |IIA | -90.448 0.003 | -0.998 0.001 | 0424 0.004

-~ 27 |IIA | -90.350 0.003 | -0.956 0.001 | 0.429 0.004

28 |IIA | -90.954 0.628 |-0.819 0.320| 0.136 0.883

29 |IDA | -91.081 0.332]-0919 0.150 | 0.524 0.418
30 [IIA | -90.397 0.004 | -0.783 0.001 | 0.526 0.004
31 [IIA | -90.426 0.003 | -0.621 0.001 | 0.641 0.004
13 |TIR | -100.148 0.741 | 0.305 0.206 | 1.839 0.705

Table A.1: Satellite-specific parameter values and formal errors of the CODE solar radiation
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pressure model. The values for PRN 13 should be used with care. PRN 13 is a
completely new type of satellite (Block IIR) which most likely will show a differ-

‘ent solar radiation pressure pattern. The large differences in the formal errors are

caused by the weighting of the problematic satellites.



A.6 The CODE RPR Model

Parameters Estimate Formal Error

(107%m/s?) (10~1m/s?)
DO0co -0.812 0.194
DO0¢y 0.523 : 0.147
YO0co 0.066 0.086
BO0cs -0.394 0.232
Z1g Block II 1.018 0.253
Z1y Block ITA 0.982 0.138
YAV 0.517 0.180
Zlgo 0.120 0.110
Zley 0.047 0.193
Zlgq -0.047 0.122
X1 -0.010 0.138
Xlego -0.014 0.263
Xlgo -0.000 0.156
X3 -0.020 1.150
X3co . -0.058 2.172
X350 -0.576 1.287

Table A.2: General parameters of the CODE solar radiation pressure model

#Est. RMS
Parameters (10°m/s?)
DO(3) 28391 0.1124
Y0(B) 26815 0.0462
BO(B) 26569 0.1275
Z1(Bp) sin(u — ug) | 25807 0.1127
X1(Bo) sin(u — ug) | 24625 0.1653
X3(8o) sin 3(u — ug) | 26193 1.3644

Table A.3: Statistics from the CODE solar radiation pressure model estimation
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B SLR residuals

B.1 SLR Residuals as a Function of Elevation

Figures B.1 and B.2 show the residuals as a function of elevation for the six SLR stations with
the most observations over the time span from 1995 to day 200 (July) in 1999.
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Figure B.1: SLR residuals as a function of elevation for individual station and satellite combi-
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