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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Preface 
 
 
Welcome to our 11th LANE, the first virtual LANE conference.  

 
In recent years LANE has developed into the event it is today thanks to your 
excellent contributions. Intensifying the exchange between photonic research and 
its application is our ongoing task. We do this via organizing a platform for a fruitful 
exchange of relevant content and via encouraging you building contacts in the 
community. 
 
This year the situation around Covid-19 challenged us to create a virtual 
conference that still is a LANE conference, means transferring its main assets into 
the virtual world. Thus, LANE 2020 is more than just attending a video call and 
viewing a live stream. You can expect high-class keynote speakers, plenary 
discussions on hot topics, a socializing event, a virtual bar, discussion and 
breakout rooms, attendees’ profiles, a sponsors’ platform and some more.  
 
We encourage you to see LANE 2020 as a chance to meet, to talk, to discuss, and 
to create new ideas to bring Photonic Technologies forward also in these 
challenging times. 
 
Our proceedings shall again provide important information and be inspiration for 
future topics. 
 
Now let us look forward to interesting scientific and industrial presentations on 
developments in the traditional topics of laser material processing, but also on 
upcoming technologies such as E-Mobility or Additive Manufacturing – not 
forgetting the social aspects that make our community strong. 

  
 
Erlangen, September 2020 
The Editors 
 

               
 
M. Schmidt F. Vollertsen E. Govekar  
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analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

Recent studies have confirmed the widening of the weld pool interface, known as a bulge effect, during deep penetration high power laser beam 
welding. The link between such geometric particularities of the weld pool shape and the hot cracking phenomena is significant. The present work 
seeks to extend the level of understanding by investigating their relationship. A coupled multiphysics, multiscale numerical framework is 
developed, comprising a series of subsequent analyses. The study examines the influences of the bulge on the three most dominant effects causing 
hot cracking, namely the thermal cycles, the mechanical loading, and the local microstructure. The bulge in the weld pool shape forms 
approximately in the middle of the plate, thus correlating with the location of hot cracking. It increases the hot cracking susceptibility by enhancing 
the three dominant effects. The numerical results are backed up by experimental data. 
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1. Introduction 

Nowadays, the laser beam welding process is an established 
high-performance joining technology. It brings several 
technical advantages compared to conventional arc welding 
methods, such as locally highly concentrated and precise heat 
input, allowing welding with minimal distortion of large-area 
components [1]. Thus, laser beam welding is a reliable state of 
the art joining process, especially for the production of long 
joints on relatively thin sheets, e.g., rail vehicles, containers, 
and cars. 

With the rapidly increasing availability of higher laser power 
of up to 100 kW [2], applications in the sheet thickness range 

of more than 20 mm are reachable [3, 4].  However, as earlier 
and latest research results show, with increasing welding speed 
and sheet thickness, defects occur that are untypical for  
unalloyed and low-alloy steels under conventional welding 
conditions.  These include, above all, hot cracking in the inner 
part of the weld metal, especially in the area where the 
crystallization fronts collide [5-8]. The nature of such 
solidification cracks is highly complex, and only a few material 
phenomena from the welding field were so thoroughly 
investigated in the last five decades [9, 10]. The cracks initiate 
in the fusion zone, at temperatures above the solidus 
temperature. Solidification shrinkage and thermal contraction 
lead to a localized stress/strain across the grain boundary liquid 
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1. Introduction 

Nowadays, the laser beam welding process is an established 
high-performance joining technology. It brings several 
technical advantages compared to conventional arc welding 
methods, such as locally highly concentrated and precise heat 
input, allowing welding with minimal distortion of large-area 
components [1]. Thus, laser beam welding is a reliable state of 
the art joining process, especially for the production of long 
joints on relatively thin sheets, e.g., rail vehicles, containers, 
and cars. 

With the rapidly increasing availability of higher laser power 
of up to 100 kW [2], applications in the sheet thickness range 

of more than 20 mm are reachable [3, 4].  However, as earlier 
and latest research results show, with increasing welding speed 
and sheet thickness, defects occur that are untypical for  
unalloyed and low-alloy steels under conventional welding 
conditions.  These include, above all, hot cracking in the inner 
part of the weld metal, especially in the area where the 
crystallization fronts collide [5-8]. The nature of such 
solidification cracks is highly complex, and only a few material 
phenomena from the welding field were so thoroughly 
investigated in the last five decades [9, 10]. The cracks initiate 
in the fusion zone, at temperatures above the solidus 
temperature. Solidification shrinkage and thermal contraction 
lead to a localized stress/strain across the grain boundary liquid 
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film, which in turn causes their formation [11, 12]. The 
presence of elements constituting low melting eutectics, such 
as sulfur and phosphorus and their segregation, can further 
increase the hot cracking susceptibility by extending the 
solidification temperature range [13, 14].  

A detailed literature review shows that the complex 
interactions between the thermal, mechanical, and metallurgical 
factors determine the cracking behavior of the welded part [15]. 

All these factors are strongly coupled and depend on the 
weld pool shape and vice versa. The underlying physical 
phenomena in the weld pool are long known to be crucial for 
the formation of defects during the solidification stage of the 
process, e.g., hot cracking [16]. Studies on deep penetration 
electron beam welding from the early 1980s demonstrate the 
importance of the weld pool shape on the formation of 
solidification cracking. The authors examined a widening of the 
weld pool interface, nowadays referred to as a bulge region, 
with a delay in the solidification behavior, which in turn led to 
the formation of cracks within this region [17]. The results show 
a link between the bulge and the defect occurrence [18, 19]. The 
influence of the bulge on the thermal cycles and thus on the 
stress/strain distribution in the cracking region was investigated 
in [20, 21]. The strong correlation between the bulge region in 
the weld pool and the formation of hot cracking was confirmed 
in [22, 23]. 

The observation and investigation of the bulge effect during 
the welding process is a highly challenging task due to the 
optical inaccessibility. Despite this fact, a bulge region can be 
found in several numerical works, even though not being the 
object of analysis [24-30]. The latest research experimentally 
proves the existence of a bulge during laser beam welding of 
thick sheets by using a specially designed set-up with a 
transparent quartz glass [31, 32]. To the best of the authors’ 
knowledge, there are only a few research results published on 
the occurrence of bulging during welding with high power 
lasers. The correlation between the cracks and the bulge seems 
to be significant and yet poorly understood. Most attempts to 
connect the bulging phenomena to hot cracking concentrate on 
one or two of the dominant factors for crack formation, e.g., the 
solidification range, the critical stress/strain, and do not 
examine their complex interactions. Considering the current 
state of knowledge, the need arises to expand the understanding 
of these phenomena and their interactions. 

The present work seeks to deepen the level of understanding 
by investigating their relationship. A coupled multiphysics, 
multiscale numerical framework is developed, comprising a 
series of subsequent analyses. The study examines the 

influences of the bulge on the three most dominant effects 
causing hot cracking, namely the thermal cycles, the 
mechanical loading, and the local microstructure.  

 
2. Numerical framework 

Altogether, six numerical models are linked by one-
dimensional coupling in the proposed numerical framework, 
see Fig. 1.  

In step (1), the bulge effect is reproduced in a steady-state 
thermo-fluid dynamics problem considering the coupling 
between the melt flow and the heat transfer on a local level. 
The steady-state weld pool shape is a result of step (1), which 
according to [33, 34] can be used as an equivalent heat source 
(EHS) to obtain the global temperature cycles. Step (2) presents 
a novel approach allowing a 3D reconstruction of the weld pool 
interface to an EHS. The 3D and 2D temperature fields 
calculated with the EHS are subsequently used in steps (3) and 
(4), respectively. The former is used to analyze the steady-state 
solidification behavior of the melt and the latter as a thermal 
load for the 2D mechanical model described in step (4). In (5), 
a technique for calculating the main crystallization parameters, 
e.g., the geometry of the crystal axis, the growth rate of the 
crystal, and its cross-sectional area, based on the outcomes 
from (1) and (2) is derived. The results from (5) are finally 
utilized in a combined diffusion and macro segregation model 
in step (6). The model estimates the extended solidification 
temperature range due to a solute enrichment in the liquid, 
ahead of the solid-liquid interface. Further details on the single 
steps of the numerical framework are described in the 
following subsections.  

2.1. Thermo-fluid dynamics model 

The thermo-fluid dynamics problem aims to obtain a steady-
state solution for a weld pool interface including a bulge region, 
as experimentally observed in [32]. It includes the coupled 
solution of the mass and energy conservation equations, the 
Navier-Stokes equations, and the transport equations for the 
turbulent kinetic energy and the turbulent dissipation rate. The 
model is based on several previous works with some further 
improvements and modifications [35-37]. 

 Here some of the main assumptions will be discussed, 
whereby further details can be obtained from [38]. In the 
proposed set-up, the workpiece moves relative to the origin of 
the Cartesian coordinate system which coincides with the origin 
of the laser source. A fixed keyhole geometry is utilized in the 

Fig. 1. Scheme of the numerical framework using the concept of an equivalent heat source (EHS) to couple the 
models 
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model based on the assumption that the recoil pressure in the 
keyhole is perfectly balanced by the surface tension force. The 
surface temperature of the keyhole is replaced by the 
evaporation temperature of the material. This assumes that the 
temperature inside the keyhole should be at least equal or higher 
than the evaporation temperature of the material. The approach 
does not allow to directly consider the effects of the focal 
position and multiple reflections on the energy absorption. 
Thus, it is advisable to increase the horizontal cross-sectional 
area of the conical keyhole in the middle of the plate. This 
enhances the formation of a bulge in the weld pool shape, 
especially in the narrow regions around the keyhole. The model 
considers the most relevant physical effects, such as Marangoni 
and natural convection, latent heat of fusion, and temperature-
dependent material properties up to evaporation temperature.  

2.2. Reconstruction of the weld pool interface by Lamé curves 

The reconstruction of the numerically obtained weld pool 
geometry is realized with Lamé curves (superellipses). For this 
the solid-liquid interface from 2.1 is discretized by a set of data 
points. The procedure starts by dividing the data into a certain 
number of levels along the thickness direction of the weld pool. 
The vertical distance between the planes is variable along the 
thickness direction improving the approximation of the 
interface even in the more complex-shaped areas influenced by 
the thermo-capillary driven flow. The data points in each level 
are approximated by two Lamé curves, one for the front and one 
for the rear part of the weld pool.  

Every 2D contour in each plane is sufficiently defined by 
eight parameters. To obtain these at least eight data points are 
required. However, the accuracy of the approximation is 
improved by taking more data points. The fitting procedure of 
the curves makes use of the least square method to optimally 
reproduce the 2D contour for each level. The algorithm 
provides the parameters for a single plane and is repeated for 
each plane. The data in the gaps between two planes are 
obtained by interpolation between the known values or 
polynomial fitting.  Further details can be found in [39]. 

2.3. Heat conduction model with an equivalent heat source 

The calculated shape parameters of the weld pool interface 
define the equivalent heat source. This is subsequently applied 
in a global heat conduction simulation to compute the 
temperature fields. The algorithm detects the nodes within the 
EHS and replaces their temperature values by the solidus 
temperature, thus, assuring an equivalent energy input. The 
EHS moves with the processing speed in the welding direction. 
In the 2D case the EHS is moved perpendicular through the 
two-dimensional plane of interest. This technique allows the 
coupling of the local thermo-fluid dynamics simulation and the 
global temperature field. Hence, the influence of the bulge in 
the weld pool on the thermal history of the part can be 
investigated.  

In addition, it offers high accuracy and efficiency by solving 
the heat transfer problem during welding compared to common 
volumetric heat sources, such as the cylindrical heat source 
model or the conical Gaussian heat source model [21]. More 

information on the concept of an equivalent heat source can be 
found in [38-40]. 

2.4. Mechanical model 

A 2D plane strain model is used to examine the mechanical 
loading on the part. The 2D temperature field from 2.3 is 
applied as a thermal loading. Hence, the effect of the weld pool 
shape, and particularly of the bulge region, on the temporal and 
spatial distribution of the stress/strain can be studied in-depth. 
The model considers solid-solid phase transformations from 
ferrite (base material) to austenite during heating and austenite 
to martensite during cooling. The boundary conditions were 
obtained experimentally by using the concept of restraint 
intensity [41]. Therefore, the model considers the influence of 
the stiffness of the solid material around the weld pool on the 
stress/strain development during solidification. A full 
description of the model can be found in [21]. 

2.5. Crystallization model 

The crystallization model in the presented numerical 
framework is based on previous research from [42]. It 
considers the movement of the solidification front (tail part of 
the weld pool), reconstructed numerically by Lamé curves, see 
2.2, using the set of data points computed in 2.1. The movement 
and the shape of the solidification front determine the rate and 
direction of crystallization, which are crucial factors for the 
final microstructure of the weld and the solute enrichment 
ahead of the solid-liquid interface. The model is extended 
numerically to three dimensions based on the following 
assumptions: 

 
• The crystallization process reaches a steady state, where the 

solidification front does not change with time. 
• The solidification front is defined by the liquidus isotherm. 
• The local decrease of the liquidus temperature due to the 

rising impurity concentration is neglected. 
• The direction of crystallization coincides with the direction 

of the temperature gradient. 

2.6. Diffusion & Macro segregation model 

Generally, the concentration of impurities, such as sulfur, 
rises ahead of the solidification front. Thus, the liquidus 
temperature of the material decreases locally having a great 
influence on the hot cracking resistance. To determine the local 
microstructure the mass transfer problem for the sulfur element 
needs to be solved. The challenge of obtaining a solution to this 
problem is the concentration discontinuity at the solid-liquid 
interface, defined by the distribution coefficient. This challenge 
is overcome by making use of the concept of mass transfer 
potential and solubility of the impurity element [43]. The 
mathematical formulation presented in [43] is further extended 
to consider temperature-dependent solubility and diffusion 
coefficients of the sulfur element in both solid and liquid state. 
The basic assumptions remain hereby unchanged. The model 
uses the outcomes from 2.1-2.3 and 2.5, the reconstructed 
shape of the solidification front, the crystal axis and cross-
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film, which in turn causes their formation [11, 12]. The 
presence of elements constituting low melting eutectics, such 
as sulfur and phosphorus and their segregation, can further 
increase the hot cracking susceptibility by extending the 
solidification temperature range [13, 14].  

A detailed literature review shows that the complex 
interactions between the thermal, mechanical, and metallurgical 
factors determine the cracking behavior of the welded part [15]. 

All these factors are strongly coupled and depend on the 
weld pool shape and vice versa. The underlying physical 
phenomena in the weld pool are long known to be crucial for 
the formation of defects during the solidification stage of the 
process, e.g., hot cracking [16]. Studies on deep penetration 
electron beam welding from the early 1980s demonstrate the 
importance of the weld pool shape on the formation of 
solidification cracking. The authors examined a widening of the 
weld pool interface, nowadays referred to as a bulge region, 
with a delay in the solidification behavior, which in turn led to 
the formation of cracks within this region [17]. The results show 
a link between the bulge and the defect occurrence [18, 19]. The 
influence of the bulge on the thermal cycles and thus on the 
stress/strain distribution in the cracking region was investigated 
in [20, 21]. The strong correlation between the bulge region in 
the weld pool and the formation of hot cracking was confirmed 
in [22, 23]. 

The observation and investigation of the bulge effect during 
the welding process is a highly challenging task due to the 
optical inaccessibility. Despite this fact, a bulge region can be 
found in several numerical works, even though not being the 
object of analysis [24-30]. The latest research experimentally 
proves the existence of a bulge during laser beam welding of 
thick sheets by using a specially designed set-up with a 
transparent quartz glass [31, 32]. To the best of the authors’ 
knowledge, there are only a few research results published on 
the occurrence of bulging during welding with high power 
lasers. The correlation between the cracks and the bulge seems 
to be significant and yet poorly understood. Most attempts to 
connect the bulging phenomena to hot cracking concentrate on 
one or two of the dominant factors for crack formation, e.g., the 
solidification range, the critical stress/strain, and do not 
examine their complex interactions. Considering the current 
state of knowledge, the need arises to expand the understanding 
of these phenomena and their interactions. 

The present work seeks to deepen the level of understanding 
by investigating their relationship. A coupled multiphysics, 
multiscale numerical framework is developed, comprising a 
series of subsequent analyses. The study examines the 

influences of the bulge on the three most dominant effects 
causing hot cracking, namely the thermal cycles, the 
mechanical loading, and the local microstructure.  

 
2. Numerical framework 

Altogether, six numerical models are linked by one-
dimensional coupling in the proposed numerical framework, 
see Fig. 1.  

In step (1), the bulge effect is reproduced in a steady-state 
thermo-fluid dynamics problem considering the coupling 
between the melt flow and the heat transfer on a local level. 
The steady-state weld pool shape is a result of step (1), which 
according to [33, 34] can be used as an equivalent heat source 
(EHS) to obtain the global temperature cycles. Step (2) presents 
a novel approach allowing a 3D reconstruction of the weld pool 
interface to an EHS. The 3D and 2D temperature fields 
calculated with the EHS are subsequently used in steps (3) and 
(4), respectively. The former is used to analyze the steady-state 
solidification behavior of the melt and the latter as a thermal 
load for the 2D mechanical model described in step (4). In (5), 
a technique for calculating the main crystallization parameters, 
e.g., the geometry of the crystal axis, the growth rate of the 
crystal, and its cross-sectional area, based on the outcomes 
from (1) and (2) is derived. The results from (5) are finally 
utilized in a combined diffusion and macro segregation model 
in step (6). The model estimates the extended solidification 
temperature range due to a solute enrichment in the liquid, 
ahead of the solid-liquid interface. Further details on the single 
steps of the numerical framework are described in the 
following subsections.  

2.1. Thermo-fluid dynamics model 

The thermo-fluid dynamics problem aims to obtain a steady-
state solution for a weld pool interface including a bulge region, 
as experimentally observed in [32]. It includes the coupled 
solution of the mass and energy conservation equations, the 
Navier-Stokes equations, and the transport equations for the 
turbulent kinetic energy and the turbulent dissipation rate. The 
model is based on several previous works with some further 
improvements and modifications [35-37]. 

 Here some of the main assumptions will be discussed, 
whereby further details can be obtained from [38]. In the 
proposed set-up, the workpiece moves relative to the origin of 
the Cartesian coordinate system which coincides with the origin 
of the laser source. A fixed keyhole geometry is utilized in the 

Fig. 1. Scheme of the numerical framework using the concept of an equivalent heat source (EHS) to couple the 
models 
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model based on the assumption that the recoil pressure in the 
keyhole is perfectly balanced by the surface tension force. The 
surface temperature of the keyhole is replaced by the 
evaporation temperature of the material. This assumes that the 
temperature inside the keyhole should be at least equal or higher 
than the evaporation temperature of the material. The approach 
does not allow to directly consider the effects of the focal 
position and multiple reflections on the energy absorption. 
Thus, it is advisable to increase the horizontal cross-sectional 
area of the conical keyhole in the middle of the plate. This 
enhances the formation of a bulge in the weld pool shape, 
especially in the narrow regions around the keyhole. The model 
considers the most relevant physical effects, such as Marangoni 
and natural convection, latent heat of fusion, and temperature-
dependent material properties up to evaporation temperature.  

2.2. Reconstruction of the weld pool interface by Lamé curves 

The reconstruction of the numerically obtained weld pool 
geometry is realized with Lamé curves (superellipses). For this 
the solid-liquid interface from 2.1 is discretized by a set of data 
points. The procedure starts by dividing the data into a certain 
number of levels along the thickness direction of the weld pool. 
The vertical distance between the planes is variable along the 
thickness direction improving the approximation of the 
interface even in the more complex-shaped areas influenced by 
the thermo-capillary driven flow. The data points in each level 
are approximated by two Lamé curves, one for the front and one 
for the rear part of the weld pool.  

Every 2D contour in each plane is sufficiently defined by 
eight parameters. To obtain these at least eight data points are 
required. However, the accuracy of the approximation is 
improved by taking more data points. The fitting procedure of 
the curves makes use of the least square method to optimally 
reproduce the 2D contour for each level. The algorithm 
provides the parameters for a single plane and is repeated for 
each plane. The data in the gaps between two planes are 
obtained by interpolation between the known values or 
polynomial fitting.  Further details can be found in [39]. 

2.3. Heat conduction model with an equivalent heat source 

The calculated shape parameters of the weld pool interface 
define the equivalent heat source. This is subsequently applied 
in a global heat conduction simulation to compute the 
temperature fields. The algorithm detects the nodes within the 
EHS and replaces their temperature values by the solidus 
temperature, thus, assuring an equivalent energy input. The 
EHS moves with the processing speed in the welding direction. 
In the 2D case the EHS is moved perpendicular through the 
two-dimensional plane of interest. This technique allows the 
coupling of the local thermo-fluid dynamics simulation and the 
global temperature field. Hence, the influence of the bulge in 
the weld pool on the thermal history of the part can be 
investigated.  

In addition, it offers high accuracy and efficiency by solving 
the heat transfer problem during welding compared to common 
volumetric heat sources, such as the cylindrical heat source 
model or the conical Gaussian heat source model [21]. More 

information on the concept of an equivalent heat source can be 
found in [38-40]. 

2.4. Mechanical model 

A 2D plane strain model is used to examine the mechanical 
loading on the part. The 2D temperature field from 2.3 is 
applied as a thermal loading. Hence, the effect of the weld pool 
shape, and particularly of the bulge region, on the temporal and 
spatial distribution of the stress/strain can be studied in-depth. 
The model considers solid-solid phase transformations from 
ferrite (base material) to austenite during heating and austenite 
to martensite during cooling. The boundary conditions were 
obtained experimentally by using the concept of restraint 
intensity [41]. Therefore, the model considers the influence of 
the stiffness of the solid material around the weld pool on the 
stress/strain development during solidification. A full 
description of the model can be found in [21]. 

2.5. Crystallization model 

The crystallization model in the presented numerical 
framework is based on previous research from [42]. It 
considers the movement of the solidification front (tail part of 
the weld pool), reconstructed numerically by Lamé curves, see 
2.2, using the set of data points computed in 2.1. The movement 
and the shape of the solidification front determine the rate and 
direction of crystallization, which are crucial factors for the 
final microstructure of the weld and the solute enrichment 
ahead of the solid-liquid interface. The model is extended 
numerically to three dimensions based on the following 
assumptions: 

 
• The crystallization process reaches a steady state, where the 

solidification front does not change with time. 
• The solidification front is defined by the liquidus isotherm. 
• The local decrease of the liquidus temperature due to the 

rising impurity concentration is neglected. 
• The direction of crystallization coincides with the direction 

of the temperature gradient. 

2.6. Diffusion & Macro segregation model 

Generally, the concentration of impurities, such as sulfur, 
rises ahead of the solidification front. Thus, the liquidus 
temperature of the material decreases locally having a great 
influence on the hot cracking resistance. To determine the local 
microstructure the mass transfer problem for the sulfur element 
needs to be solved. The challenge of obtaining a solution to this 
problem is the concentration discontinuity at the solid-liquid 
interface, defined by the distribution coefficient. This challenge 
is overcome by making use of the concept of mass transfer 
potential and solubility of the impurity element [43]. The 
mathematical formulation presented in [43] is further extended 
to consider temperature-dependent solubility and diffusion 
coefficients of the sulfur element in both solid and liquid state. 
The basic assumptions remain hereby unchanged. The model 
uses the outcomes from 2.1-2.3 and 2.5, the reconstructed 
shape of the solidification front, the crystal axis and cross-



8 Antoni Artinov  et al. / Procedia CIRP 94 (2020) 5–10
4 Antoni Artinov / Procedia CIRP 00 (2020) 000–000 

sectional profile, the solidification rate, the space and time-
dependent temperature distribution along the crystal axis, etc. 
as input data. 

3. Experimental procedures 

The numerically obtained results were validated by 
experimental data from several experiments. These included 
temperature measurements with thermocouples, thermal 
imaging cameras, and a high-speed camera. The geometrical 
dimensions of the computed weld pool were compared to 
metallographic cross-sections along the weld and numerically 
estimated weld end crater shape [44]. The restraint intensity 
was obtained by a Controlled Tensile Weldability test (CTW). 
Additional horizontal sections on the top surface were used to 
validate the crystallization model. Further details about the 
single experiments is given in the references cited in 2.1-2.6.  

4. Results & Discussion 

Three factors, namely the thermal cycles, the mechanical 
loading, and the local microstructure are identified as decisive 
for the determination of the cracking behavior of the welded 
part. The results in the following subsections are structured in 
such a way that the influence of the bulge effect on every single 
factor is estimated and analyzed. Furthermore, their correlation 
to the decrease in hot cracking resistivity is studied. 

4.1. Influence of the bulge on the thermal factor 

The bulge effect was numerically obtained in the thermo-
fluid dynamics model presented in 2.1. It is part of the three-
dimensional weld pool interface computed by the model, see 
Fig. 2a. The results show a bulge effect in both the cross and 
longitudinal sections, see Fig. 2b and 2c. The shape and size of 
the bulge are mainly defined by the thermo-capillary effect in 
the upper and lower part of the weld pool, highlighted in  
Fig. 2b. These flows ensure mass conservation by bringing part 
of the cooled material back to the vicinity of the keyhole, 
causing two necking areas. The combination of these flows, 
also known as Marangoni flows, and the relative movement of 
the laser source to the workpiece results in the formation of this 
geometrical particularity.  

For the analysis of the bulge on the thermal factor the results 
from both the local temperature field calculated in 2.1 and the 
global temperature field calculated in 2.3 can be used. Here the 
results from 2.1 are preferred since they provide additional data 

from inside the weld pool. Therefore, an exemplary 
reconstruction of the top and bottom surfaces of the weld pool 
interface by Lamé curves, described in 2.2 and subsequently 
applied in 2.3 as an EHS, is shown in Fig. 3.   

The steady-state temperature field provides information 
about the regions of the weld pool which solidify at last. Such 
regions are of main interest since the formation of hot cracking 
requires the presence of a liquid film between the grain 
boundaries. Thus, any geometrical characteristic of the weld 
pool interface can play a crucial role in the hot cracking 
formation.  

A detailed analysis of the steady-state temperature field and 
the liquid-fraction shows how critical the bulge region can be. 
A longitudinal view of the weld pool geometry is shown in  
Fig. 2b. The solidification behavior of the liquid metal is 
studied in the cross-section S-S, see Fig. 2d. Three regions, 
highlighted by the points P1, P2, and P3 show a delay in 
solidification. The delay in the middle of the cross-section is 
due to the bulge observed in the longitudinal section. 

 The presence of a liquid film between the grain boundaries 
leads to a decrease in the cracking resistivity in these regions. 
Thus, the bulge region can be identified as particularly 
susceptible to hot cracking, as it will be shown in the following 
subsections. 

4.2. Influence of the bulge on the mechanical factor 

The study of the influence of the bulge on the mechanical 
factor is based on the localized stress/strain across the grain 
boundary liquid film, which in turn causes the formation of 
cracks. In general, both localized stress and strain can be used 
to estimate the hot cracking susceptibility. Nevertheless, 
considering the high sheet thickness of the sample, the stress is 
used to evaluate the influence of the bulge on the hot cracking 
susceptibility in the presented model.  

 

Fig. 3. Reconstructed  weld pool shape on the top and bottom surfaces by 
Lamé curves according to [39] 

Fig. 2. Results from the thermo-fluid dynamics model: a) three-dimensional 
weld pool interface, b) longitudinal section of the weld pool in the symmetry 

plane, c) cross-section of the weld pool and d) liquid metal in the cross-
section S-S according to [21, 32] 

Fig. 4. a) An exemplary metallographic cross-section for 12 mm thick weld with 
a longitudinal crack and b) temporal distribution of the transversal horizontal 

stress at the locations P1, P2, and P3 according to [21] 
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In 4.1 three regions are identified as critical since the melt 
solidifies there at last. Thus, the temporal transversal horizontal  
and vertical stress evolution during the cooling stage of the 
process in the three points P1, P2, and P3 is studied. These points 
are marked on a metallographic cross-section with a 
longitudinal hot crack appearing in the bulge region, see  
Fig. 4a. The results of the temporal transversal horizontal stress 
evolution are presented in Fig. 4b. Note, that the stress-time 
curve at each of the three locations is highlighted by the same 
color as the corresponding point in Fig. 4a. 

As can be seen from Fig. 4b the mechanical behavior at the 
locations P1 and P3 is almost identical. As the material starts 
solidifying a small increase of a tensile stress appears, which 
after a short period becomes compressive with a maximum 
value of approx. -30 MPa. In contrast to that, the transversal 
horizontal stress in the bulge region remains tensile during the 
solidification process. It shows a nearly linear increase of up to 
approx. 80 MPa at the corresponding Fe-S eutectic temperature 
of around 988 °C. Since the growth direction of the dendrites 
is opposite to the calculated transversal stresses, a rupture of 
the liquid film between the grain boundaries in the bulge region 
is very likely to occur.  

4.3. Influence of the bulge on the metallurgical factor 

The third dominant effect on hot cracking formation is the 
metallurgical factor. In general, the accumulation of sulfur 
ahead of the solid-liquid interface due to segregation and 
diffusion defines the local microstructure. In regions with 
locally increased sulfur content the hot cracking resistivity of 
the material decreases due to the extended solidification 
temperature range or with other words due to the extended 
dwell time of the liquid film between the grain boundaries. 

In fact, two factors contribute to the local microstructure and 
material properties. The first factor is the concentration of 
impurities ahead of the solidification front and the second the 
direction of crystallization. Crystals converging to a small area 
contribute to the total local accumulation of sulfur, and thus 
further decrease the cracking resistivity. 

The bulge on the weld pool interface influences both factors. 
It leads to more complex crystal geometries, irregular 
solidification rates and crystal cross-sectional profiles. Thus, 
the state of heterogeneity of the material can exceed the 
theoretical limit determined by the distribution factor and the 
initial concentration of the impurity. As an example, the case 
of sulfur with initial concentration C0 and distribution factor 
0.05 is considered. Assuming a constant solidification rate and 
cross-sectional profile the theoretical limit of the relative 
concentration is twenty times C0. If the bulge effect on the 
solidification rate and the cross-sectional profile is included the 
limit can exceed this factor up to several times. 

The impact of the bulge on the second factor is 
schematically explained in Fig. 5a and 5b. Based on the 
assumptions made in 2.6 the direction of crystallization 
coincides with the direction of the temperature gradient. Due to 
the bulge on the solid-liquid interface the crystals C1, and C3 
(from above and below the bulge plane, respectively) will 
converge in the bulge plane. Thus, the accumulated sulfur 
ahead of the solid-liquid interface is pushed to the same area, 
leading to a further rise of the local sulfur concentration. This 
solidification behaviour is observed in the longitudinal section, 
see Fig. 5a, as well as in the cross-section, see Fig. 5b.  

The more sulfur accumulates the longer the dwell time of 
the liquid film between the grain boundaries will be. The 
extended dwell time increases the probability for the liquid film 
to be ruptured by the rising with time tensile stress in the bulge 
region, calculated in 4.2, see Fig. 5c.  

The bulge in the cross-section, see Fig. 5b, has an additional 
impact on the hot cracking formation. The larger distance 
between the seam flanks hinders the coalescence of the dendrite 
tips. The combination of this effect with the local tensile stress 
is a further indicator of increased hot cracking susceptibility in 
the bulge region, as shown schematically in Fig. 5c.  

Considering all three effects of the bulge region on the local 
microstructure, its impact is identified to be critical for the 
cracking susceptibility of the material. 

5. Conclusions 

A coupled multiphysics, multiscale numerical framework is 
developed, comprising a series of subsequent analyses. The 
study examines the influences of the bulge on the three most 
dominant effects causing hot cracking, namely the thermal 
cycles, the mechanical loading, and the local microstructure.  

The following conclusions are drawn from the obtained 
numerical and experimental results: 

 
• Fluid flow effects lead to a bulge formation in the weld pool 

shape approximately in the middle of the plate. 
• The bulge on the solid-liquid interface leads to a delay in the 

solidification behavior in the cracking region (steady-state 
solidification). 

• The temperature loading due to the equivalent heat source 
results in maximum tensile stress around the melt in the 
bulge region. This can lead to a possible rupture of the liquid 
film between the grain boundaries. 

• The solidification conditions become even more critical due 
to the accumulation of sulfur in the bulge region, caused by 
segregation, diffusion, and predominant crystals growth into 
the hot-cracking region. 

• The bulge in the weld pool shape increases the hot cracking 
susceptibility by enhancing the three dominant effects. 
 

Fig. 5. Schematical projection of the crystal axis on a) the longitudinal section 
in the symmetry plane, b) the cross-section and c) increased hot cracking 

susceptibility due to the bulge effect according to [21] 
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sectional profile, the solidification rate, the space and time-
dependent temperature distribution along the crystal axis, etc. 
as input data. 

3. Experimental procedures 

The numerically obtained results were validated by 
experimental data from several experiments. These included 
temperature measurements with thermocouples, thermal 
imaging cameras, and a high-speed camera. The geometrical 
dimensions of the computed weld pool were compared to 
metallographic cross-sections along the weld and numerically 
estimated weld end crater shape [44]. The restraint intensity 
was obtained by a Controlled Tensile Weldability test (CTW). 
Additional horizontal sections on the top surface were used to 
validate the crystallization model. Further details about the 
single experiments is given in the references cited in 2.1-2.6.  

4. Results & Discussion 

Three factors, namely the thermal cycles, the mechanical 
loading, and the local microstructure are identified as decisive 
for the determination of the cracking behavior of the welded 
part. The results in the following subsections are structured in 
such a way that the influence of the bulge effect on every single 
factor is estimated and analyzed. Furthermore, their correlation 
to the decrease in hot cracking resistivity is studied. 

4.1. Influence of the bulge on the thermal factor 

The bulge effect was numerically obtained in the thermo-
fluid dynamics model presented in 2.1. It is part of the three-
dimensional weld pool interface computed by the model, see 
Fig. 2a. The results show a bulge effect in both the cross and 
longitudinal sections, see Fig. 2b and 2c. The shape and size of 
the bulge are mainly defined by the thermo-capillary effect in 
the upper and lower part of the weld pool, highlighted in  
Fig. 2b. These flows ensure mass conservation by bringing part 
of the cooled material back to the vicinity of the keyhole, 
causing two necking areas. The combination of these flows, 
also known as Marangoni flows, and the relative movement of 
the laser source to the workpiece results in the formation of this 
geometrical particularity.  

For the analysis of the bulge on the thermal factor the results 
from both the local temperature field calculated in 2.1 and the 
global temperature field calculated in 2.3 can be used. Here the 
results from 2.1 are preferred since they provide additional data 

from inside the weld pool. Therefore, an exemplary 
reconstruction of the top and bottom surfaces of the weld pool 
interface by Lamé curves, described in 2.2 and subsequently 
applied in 2.3 as an EHS, is shown in Fig. 3.   

The steady-state temperature field provides information 
about the regions of the weld pool which solidify at last. Such 
regions are of main interest since the formation of hot cracking 
requires the presence of a liquid film between the grain 
boundaries. Thus, any geometrical characteristic of the weld 
pool interface can play a crucial role in the hot cracking 
formation.  

A detailed analysis of the steady-state temperature field and 
the liquid-fraction shows how critical the bulge region can be. 
A longitudinal view of the weld pool geometry is shown in  
Fig. 2b. The solidification behavior of the liquid metal is 
studied in the cross-section S-S, see Fig. 2d. Three regions, 
highlighted by the points P1, P2, and P3 show a delay in 
solidification. The delay in the middle of the cross-section is 
due to the bulge observed in the longitudinal section. 

 The presence of a liquid film between the grain boundaries 
leads to a decrease in the cracking resistivity in these regions. 
Thus, the bulge region can be identified as particularly 
susceptible to hot cracking, as it will be shown in the following 
subsections. 

4.2. Influence of the bulge on the mechanical factor 

The study of the influence of the bulge on the mechanical 
factor is based on the localized stress/strain across the grain 
boundary liquid film, which in turn causes the formation of 
cracks. In general, both localized stress and strain can be used 
to estimate the hot cracking susceptibility. Nevertheless, 
considering the high sheet thickness of the sample, the stress is 
used to evaluate the influence of the bulge on the hot cracking 
susceptibility in the presented model.  

 

Fig. 3. Reconstructed  weld pool shape on the top and bottom surfaces by 
Lamé curves according to [39] 

Fig. 2. Results from the thermo-fluid dynamics model: a) three-dimensional 
weld pool interface, b) longitudinal section of the weld pool in the symmetry 

plane, c) cross-section of the weld pool and d) liquid metal in the cross-
section S-S according to [21, 32] 

Fig. 4. a) An exemplary metallographic cross-section for 12 mm thick weld with 
a longitudinal crack and b) temporal distribution of the transversal horizontal 

stress at the locations P1, P2, and P3 according to [21] 
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In 4.1 three regions are identified as critical since the melt 
solidifies there at last. Thus, the temporal transversal horizontal  
and vertical stress evolution during the cooling stage of the 
process in the three points P1, P2, and P3 is studied. These points 
are marked on a metallographic cross-section with a 
longitudinal hot crack appearing in the bulge region, see  
Fig. 4a. The results of the temporal transversal horizontal stress 
evolution are presented in Fig. 4b. Note, that the stress-time 
curve at each of the three locations is highlighted by the same 
color as the corresponding point in Fig. 4a. 

As can be seen from Fig. 4b the mechanical behavior at the 
locations P1 and P3 is almost identical. As the material starts 
solidifying a small increase of a tensile stress appears, which 
after a short period becomes compressive with a maximum 
value of approx. -30 MPa. In contrast to that, the transversal 
horizontal stress in the bulge region remains tensile during the 
solidification process. It shows a nearly linear increase of up to 
approx. 80 MPa at the corresponding Fe-S eutectic temperature 
of around 988 °C. Since the growth direction of the dendrites 
is opposite to the calculated transversal stresses, a rupture of 
the liquid film between the grain boundaries in the bulge region 
is very likely to occur.  

4.3. Influence of the bulge on the metallurgical factor 

The third dominant effect on hot cracking formation is the 
metallurgical factor. In general, the accumulation of sulfur 
ahead of the solid-liquid interface due to segregation and 
diffusion defines the local microstructure. In regions with 
locally increased sulfur content the hot cracking resistivity of 
the material decreases due to the extended solidification 
temperature range or with other words due to the extended 
dwell time of the liquid film between the grain boundaries. 

In fact, two factors contribute to the local microstructure and 
material properties. The first factor is the concentration of 
impurities ahead of the solidification front and the second the 
direction of crystallization. Crystals converging to a small area 
contribute to the total local accumulation of sulfur, and thus 
further decrease the cracking resistivity. 

The bulge on the weld pool interface influences both factors. 
It leads to more complex crystal geometries, irregular 
solidification rates and crystal cross-sectional profiles. Thus, 
the state of heterogeneity of the material can exceed the 
theoretical limit determined by the distribution factor and the 
initial concentration of the impurity. As an example, the case 
of sulfur with initial concentration C0 and distribution factor 
0.05 is considered. Assuming a constant solidification rate and 
cross-sectional profile the theoretical limit of the relative 
concentration is twenty times C0. If the bulge effect on the 
solidification rate and the cross-sectional profile is included the 
limit can exceed this factor up to several times. 

The impact of the bulge on the second factor is 
schematically explained in Fig. 5a and 5b. Based on the 
assumptions made in 2.6 the direction of crystallization 
coincides with the direction of the temperature gradient. Due to 
the bulge on the solid-liquid interface the crystals C1, and C3 
(from above and below the bulge plane, respectively) will 
converge in the bulge plane. Thus, the accumulated sulfur 
ahead of the solid-liquid interface is pushed to the same area, 
leading to a further rise of the local sulfur concentration. This 
solidification behaviour is observed in the longitudinal section, 
see Fig. 5a, as well as in the cross-section, see Fig. 5b.  

The more sulfur accumulates the longer the dwell time of 
the liquid film between the grain boundaries will be. The 
extended dwell time increases the probability for the liquid film 
to be ruptured by the rising with time tensile stress in the bulge 
region, calculated in 4.2, see Fig. 5c.  

The bulge in the cross-section, see Fig. 5b, has an additional 
impact on the hot cracking formation. The larger distance 
between the seam flanks hinders the coalescence of the dendrite 
tips. The combination of this effect with the local tensile stress 
is a further indicator of increased hot cracking susceptibility in 
the bulge region, as shown schematically in Fig. 5c.  

Considering all three effects of the bulge region on the local 
microstructure, its impact is identified to be critical for the 
cracking susceptibility of the material. 

5. Conclusions 

A coupled multiphysics, multiscale numerical framework is 
developed, comprising a series of subsequent analyses. The 
study examines the influences of the bulge on the three most 
dominant effects causing hot cracking, namely the thermal 
cycles, the mechanical loading, and the local microstructure.  

The following conclusions are drawn from the obtained 
numerical and experimental results: 

 
• Fluid flow effects lead to a bulge formation in the weld pool 

shape approximately in the middle of the plate. 
• The bulge on the solid-liquid interface leads to a delay in the 

solidification behavior in the cracking region (steady-state 
solidification). 

• The temperature loading due to the equivalent heat source 
results in maximum tensile stress around the melt in the 
bulge region. This can lead to a possible rupture of the liquid 
film between the grain boundaries. 

• The solidification conditions become even more critical due 
to the accumulation of sulfur in the bulge region, caused by 
segregation, diffusion, and predominant crystals growth into 
the hot-cracking region. 

• The bulge in the weld pool shape increases the hot cracking 
susceptibility by enhancing the three dominant effects. 
 

Fig. 5. Schematical projection of the crystal axis on a) the longitudinal section 
in the symmetry plane, b) the cross-section and c) increased hot cracking 

susceptibility due to the bulge effect according to [21] 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 

Keywords: Assembly; Design method; Family identification

1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

An exponential increase for the number of Scientific Citation Index (SCI) expanded articles in the field of Laser Powder Bed Fusion (L-PBF) of 
metal powder feedstocks are generated within the last decade. Al powder feedstocks have become one of the most cited metal alloys in this field. 
By in-depth analyzing the experimental research data provided within SCI-expanded articles, it is obvious that material properties and laser 
process properties have a high impact to produce as-built parts with crack free microstructure, high density, high mechanical properties and high 
repetition rates of as-built parts. As a future research trend of using additive powders in Al powder feedstocks are found to be promising candidates 
to develop L-PBF of as-built Al parts.  This study quantitatively evaluates the effect of compositions and mass fractions on several Al alloy 
powder feedstocks by extracting research data given in the SCI-expanded articles. The latest research directions showed that several additives 
are useful to refine microstructure and to enhance the mechanical properties of as-built Al parts. The effect of additives on processability, as-built 
density, tensile properties, and flexural properties of several Al alloy parts are discussed.  
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1. Introduction 

A decision on research trends in L-PBF of metals can be 
done by using commercial reports provided by individuals or 
commercial organizations [1, 2]. On the contrary, bibliometric 
studies as SCI-expanded articles are peer-reviewed by journals 
and provides academia or industry high-quality researches on 
new material formulations, processes, and technologies. The 
scientific literature pool on L-PBF has been growing rapidly 
and approximately 5000  research articles related to this topic 
were recorded by Web of Science (WoS) as of November 2019 
with in the last decade. L-PBF of metal powder feedstock uses 
a digital model to build 3D parts by scanning metal powders 
with a laser beam. It is a high-potential process able to 
manufacture complex parts for the metal industry where other 
conventional processes cannot be used [3, 4, 47]. High 
solidification rates during processing cause some metallurgic 
defects, such as anisotropic grain growth with a columnar grain 

structure [5, 9, 35, 36, 38], phase segregations in the build 
volume [8, 39, 50], and the formation of cracks [11, 13, 35] that 
adversely affect the properties of the as-built parts. The 
literature on L-PBF of metal parts has been increasing rapidly 
during the last decade to overcome material-based and process-
based failures in L-PBF of metals [48, 49]. Additives in Al 
powder feedstocks are useful to overcome those failures in L-
PBF and improve the as-built part properties. This study is 
focused on additives in L-PBF of Al powders, their effects on 
processability, and as-built part properties. 

2. Bibliometric overview and extraction of material 
properties referred to in the literature 

The WoS search engine was used for several metals 
produced by L-PBF to determine the impact of SCI-expanded 
articles within the last decade. Keywords as “powder bed 
fusion” and “selective laser melting” are combined with 
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new material formulations, processes, and technologies. The 
scientific literature pool on L-PBF has been growing rapidly 
and approximately 5000  research articles related to this topic 
were recorded by Web of Science (WoS) as of November 2019 
with in the last decade. L-PBF of metal powder feedstock uses 
a digital model to build 3D parts by scanning metal powders 
with a laser beam. It is a high-potential process able to 
manufacture complex parts for the metal industry where other 
conventional processes cannot be used [3, 4, 47]. High 
solidification rates during processing cause some metallurgic 
defects, such as anisotropic grain growth with a columnar grain 

structure [5, 9, 35, 36, 38], phase segregations in the build 
volume [8, 39, 50], and the formation of cracks [11, 13, 35] that 
adversely affect the properties of the as-built parts. The 
literature on L-PBF of metal parts has been increasing rapidly 
during the last decade to overcome material-based and process-
based failures in L-PBF of metals [48, 49]. Additives in Al 
powder feedstocks are useful to overcome those failures in L-
PBF and improve the as-built part properties. This study is 
focused on additives in L-PBF of Al powders, their effects on 
processability, and as-built part properties. 

2. Bibliometric overview and extraction of material 
properties referred to in the literature 

The WoS search engine was used for several metals 
produced by L-PBF to determine the impact of SCI-expanded 
articles within the last decade. Keywords as “powder bed 
fusion” and “selective laser melting” are combined with 
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aluminum (Al), titanium (Ti), stainless steel and steel, copper 
(Cu), magnesium (Mg), nickel (Ni), and Cobalt-Chromium 
(Co-Cr) respectively and searched in the WoS engine. As 
shown in Fig. 1, the sum of publications/year for named metals 
have been rapidly increasing during the last decade.  The annual 
growth rate has positive values except the year 2010 but a 
decrease in the growth rate is obtained in the last two years for 
the named metals with in the last decade. Al is the third most 
published metal for L-PBF and has a total publication number 
of 534 with an average growth rate of 40% in the last decade.   

 

 

Fig. 1. Sum of annual publications and annual growth rates for L-PBF of 
several metals between 2009-2019.  

Typical material properties [5-35] that were specifically 
given in the studied publications are plotted in Fig. 2. Metal 
powder feedstock chemistry is an important property that 
affects melting-resolidification kinetics and phase 
transformation during solidification for both heat-treatable and 
non-heat-treatable metal parts. After the chemistry of the 
powder, the size ranges of the powder and the D50 values of the 
particle size distribution are the most referred properties of the 
powder. Narrow size distribution is beneficial for flowability 
and to avoid segregations during processing while a wide size 
distribution develops a higher powder bed density after 
deposition onto the next powder layer [40]. Surprisingly, no 
accurate analytical information was provided concerning the 
flowability of the metal powders. Flowability can be affected 
by powder size distribution, powder chemistry, powder shape, 
and satellites in gas atomized metal powders.  Hall and carney 
apparatus are common techniques to measure the flowability of 
metal powders but the latest investigations show that more 
process-relevant details on the flowability of metal powders can 
be determined by using an avalanche angle test [41]. The 
flowability will influence the density of powder after deposition 
onto the building platform, the pore formations during 
processing, and the density of as-built parts [42]. Determining 
the properties of the material is important for reproducibility 
and the standardization of L-PBF by using the seed data given 
in the SCI-expanded publications.  

 

Fig. 2. Histogram showing the material properties for L-PBF of additivated 
Al powder feedstocks given in the studies between 2009-2019. 

Several Al powder feedstock compositions have been 
reported in the literature [5-35]. A subset total of 51 
compositions with several additives are evaluated in this paper. 
As seen in Fig. 3, the most-studied Al alloys are Al-Si-Mg, Al-
Si, and Al-Cu-Mg with a share of 44%, 22%, and 13% 
respectively [5-35]. AlSi10Mg is found to be the most studied 
Al alloy powder material which is a eutectic Al-Si alloy. 
Eutectic alloys are desirable to avoid crack formations [45]. 
AlSi10Mg is also a heat-treatable alloy where the 
microstructure of as-built parts can be re-arranged for desirable 
mechanical properties [46]. AlSi10Mg is a good candidate for 
future trends in L-PBF of Al matrix composites to understand 
the effect of additives on structural properties. The most used 
powder size distribution values are mean and D50. The 
averages of both values are found to be around 30 µm. The 
average powder layer thickness is found to be 33% higher of 
mean or D50 value (see Fig. 6b) [5-35]. Intended build layer 
thickness is a limiting factor for max powder size fraction in 
powders to obtain higher powder layer density. Correlation 
between powder layer thickness and powder size distribution as 
mean and D50 might be helpful for the standardization of L-
PBF of metal powder feedstocks. 

 

Fig. 3. The distribution of Al and its alloys within the studies. The inset 
shows the most given powder size distribution property as Mean and D50 of 

the powders studied. 

     The additives used in the analyzed literature are plotted in 
Fig. 4. Metal additives (Zr, Mg, Cu, Si, Sc, and Ni) are mostly 
used in the studies. Given metallic additives are highly soluble 
in the Al melt phase and form intermetallic precipitates during 
solidification of the melt pool. Those precipitates also act as 
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nucleation sites and refine the microstructure of Al parts [5, 11, 
53]. The grain refinement in Al alloys highly depends on the 
solute content and the number density of nucleant particles 
[54]. Zr, which is the most used metallic additive, is found to 
avoid crack formation for higher process scan speeds, develop 
heterogeneous nucleation for finer microstructure and have 
better mechanical properties in as-built Al-Cu-Mg alloy [11, 
12] and Al-Zn-Mg alloy [5]. The second most used additives 
are non-oxides as TiC, SiC,  TiB2, and AlN. Those non-oxide 
additives have high melting points, stay in solid form in the 
melt pool, and do not react with Al melt. Their high hardness 
is useful to enhance the mechanical properties of Al parts. The 
specific material properties of those additives also can be 
transferred to Al alloy parts [51]. Carbide additives are found 
to increase the hardness of the as-built parts as well as the wear 
resistance of Al parts [22, 29, 30, 31]. It is found that TiB2 

additives in eutectic Al alloys end with a similar yield and 
ultimate tensile strength of Al-Cu-Mg alloys which is over 400 
MPa [23] (see Fig. 7a-b). Carbon-based additives as CNT, 
synthetic diamond, and graphene are used in the studies. 
Carbon-based additives have a low friction coefficient that 
develops wear properties in Al parts. Those additives are good 
electrical and thermal conductors with their high laser 
absorption properties [15, 19, 21]. Oxides as Fe2O3 and 
MgAl2O4 are also, hard materials and have higher melting 
points compared to Al [10, 28]. As seen in the inset of Fig. 4, 
the mass fraction of employed additives varies between 0.3 wt. 
% and 35 wt.%. There is no correlation obtained between the 
additive type and additive ratio (loading) for the optimization 
of the process. But often, higher yield strength and ultimate 
tensile strength are gained with the additives having a mass 
fraction below 2 wt. % [5-35].  

 

Fig. 4. Classification and distribution of additive materials according to their 
material properties. The inset shows the distribution for mass fraction (wt.%) 

of additives in Al powder feedstocks. 

3. Extraction of laser process parameters and as-built Al 
part properties referred to in the literature 

 
The laser process properties specifically mentioned in the 

studied literature [5-35] are plotted in Fig. 5. The most often 
mentioned laser process parameters are (obviously) laser 
power, hatch spacing, and scanning speed. Those process 
parameters (Fig. 5) were used to optimize the L-PBF process 
by gaining the highest relative densities and to obtain the best 
mechanical properties with the desired microstructures of the 
as-built parts. L-PBF of Al powder feedstocks depends strongly 

on the volumetric energy densities applied during processing. 
The volumetric energy density (VED) is calculated by Eq. (1):  
 
𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉 = 𝑃𝑃𝑃𝑃/(𝑣𝑣𝑣𝑣 ∙ ℎ ∙ 𝑡𝑡𝑡𝑡)     (1) 

 
where P is the laser power applied (W), v is the scanning 

speed (mm/s), h is the hatch spacing (mm), and t is the 
thickness of the powder layer (mm). The calculated VED 
(J/mm3) values are plotted in Fig 6c.  

 
𝐴𝐴𝐴𝐴𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉 = 𝑃𝑃𝑃𝑃/(𝑣𝑣𝑣𝑣 ∙ ℎ)                   (2) 

 
The areal energy density (AED) (J/mm2), which is 

independent of the powder layer thickness [Eq. (2)], also were 
calculated, and the distribution of the values is given in Fig. 6d. 

 

Fig. 5. Histogram showing the laser process properties given in studies on L-
PBF of additivated Al powder feedstocks between 2009-2019. 

The values of the laser power and the powder layer thickness 
given in the mentioned studies are plotted in Fig 6a-b. The used 
laser power in the studied literature has an average value of 240 
W while the highest power of 400 W was used for an Al-Zn-
Mg alloy with 1 vol. % of Zr additives [5] and for an AlSi10Mg 
alloy with 1 wt. % of CNT additives [15]. The average powder 
layer thickness in all these studies has an average value of 
38 µm which is 33% higher than the average mean or D50 
value of powders (see Fig. 3). The highest thickness of 80 µm 
was given in the work on Al-Cu-Mg alloys with 1 vol. % of Zr 
additives [5]. Wide distribution is obtained both for VED and 
AED values given in the literature. The average VED was 
245 J/mm³ with the highest value of 669 J/mm³ for L-PBF of 
Al-Cu-Mg alloy with 0.6 wt. % Zr [12] and with the lowest 
value of 25 J/mm³ for L-PBF of Al with 30 wt. % 
Al65Cu20Fe10Cr5 [32].  
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have been rapidly increasing during the last decade.  The annual 
growth rate has positive values except the year 2010 but a 
decrease in the growth rate is obtained in the last two years for 
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of 534 with an average growth rate of 40% in the last decade.   
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by powder size distribution, powder chemistry, powder shape, 
and satellites in gas atomized metal powders.  Hall and carney 
apparatus are common techniques to measure the flowability of 
metal powders but the latest investigations show that more 
process-relevant details on the flowability of metal powders can 
be determined by using an avalanche angle test [41]. The 
flowability will influence the density of powder after deposition 
onto the building platform, the pore formations during 
processing, and the density of as-built parts [42]. Determining 
the properties of the material is important for reproducibility 
and the standardization of L-PBF by using the seed data given 
in the SCI-expanded publications.  

 

Fig. 2. Histogram showing the material properties for L-PBF of additivated 
Al powder feedstocks given in the studies between 2009-2019. 

Several Al powder feedstock compositions have been 
reported in the literature [5-35]. A subset total of 51 
compositions with several additives are evaluated in this paper. 
As seen in Fig. 3, the most-studied Al alloys are Al-Si-Mg, Al-
Si, and Al-Cu-Mg with a share of 44%, 22%, and 13% 
respectively [5-35]. AlSi10Mg is found to be the most studied 
Al alloy powder material which is a eutectic Al-Si alloy. 
Eutectic alloys are desirable to avoid crack formations [45]. 
AlSi10Mg is also a heat-treatable alloy where the 
microstructure of as-built parts can be re-arranged for desirable 
mechanical properties [46]. AlSi10Mg is a good candidate for 
future trends in L-PBF of Al matrix composites to understand 
the effect of additives on structural properties. The most used 
powder size distribution values are mean and D50. The 
averages of both values are found to be around 30 µm. The 
average powder layer thickness is found to be 33% higher of 
mean or D50 value (see Fig. 6b) [5-35]. Intended build layer 
thickness is a limiting factor for max powder size fraction in 
powders to obtain higher powder layer density. Correlation 
between powder layer thickness and powder size distribution as 
mean and D50 might be helpful for the standardization of L-
PBF of metal powder feedstocks. 

 

Fig. 3. The distribution of Al and its alloys within the studies. The inset 
shows the most given powder size distribution property as Mean and D50 of 

the powders studied. 

     The additives used in the analyzed literature are plotted in 
Fig. 4. Metal additives (Zr, Mg, Cu, Si, Sc, and Ni) are mostly 
used in the studies. Given metallic additives are highly soluble 
in the Al melt phase and form intermetallic precipitates during 
solidification of the melt pool. Those precipitates also act as 
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nucleation sites and refine the microstructure of Al parts [5, 11, 
53]. The grain refinement in Al alloys highly depends on the 
solute content and the number density of nucleant particles 
[54]. Zr, which is the most used metallic additive, is found to 
avoid crack formation for higher process scan speeds, develop 
heterogeneous nucleation for finer microstructure and have 
better mechanical properties in as-built Al-Cu-Mg alloy [11, 
12] and Al-Zn-Mg alloy [5]. The second most used additives 
are non-oxides as TiC, SiC,  TiB2, and AlN. Those non-oxide 
additives have high melting points, stay in solid form in the 
melt pool, and do not react with Al melt. Their high hardness 
is useful to enhance the mechanical properties of Al parts. The 
specific material properties of those additives also can be 
transferred to Al alloy parts [51]. Carbide additives are found 
to increase the hardness of the as-built parts as well as the wear 
resistance of Al parts [22, 29, 30, 31]. It is found that TiB2 

additives in eutectic Al alloys end with a similar yield and 
ultimate tensile strength of Al-Cu-Mg alloys which is over 400 
MPa [23] (see Fig. 7a-b). Carbon-based additives as CNT, 
synthetic diamond, and graphene are used in the studies. 
Carbon-based additives have a low friction coefficient that 
develops wear properties in Al parts. Those additives are good 
electrical and thermal conductors with their high laser 
absorption properties [15, 19, 21]. Oxides as Fe2O3 and 
MgAl2O4 are also, hard materials and have higher melting 
points compared to Al [10, 28]. As seen in the inset of Fig. 4, 
the mass fraction of employed additives varies between 0.3 wt. 
% and 35 wt.%. There is no correlation obtained between the 
additive type and additive ratio (loading) for the optimization 
of the process. But often, higher yield strength and ultimate 
tensile strength are gained with the additives having a mass 
fraction below 2 wt. % [5-35].  
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material properties. The inset shows the distribution for mass fraction (wt.%) 

of additives in Al powder feedstocks. 
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mentioned laser process parameters are (obviously) laser 
power, hatch spacing, and scanning speed. Those process 
parameters (Fig. 5) were used to optimize the L-PBF process 
by gaining the highest relative densities and to obtain the best 
mechanical properties with the desired microstructures of the 
as-built parts. L-PBF of Al powder feedstocks depends strongly 

on the volumetric energy densities applied during processing. 
The volumetric energy density (VED) is calculated by Eq. (1):  
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where P is the laser power applied (W), v is the scanning 

speed (mm/s), h is the hatch spacing (mm), and t is the 
thickness of the powder layer (mm). The calculated VED 
(J/mm3) values are plotted in Fig 6c.  
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Fig. 5. Histogram showing the laser process properties given in studies on L-
PBF of additivated Al powder feedstocks between 2009-2019. 

The values of the laser power and the powder layer thickness 
given in the mentioned studies are plotted in Fig 6a-b. The used 
laser power in the studied literature has an average value of 240 
W while the highest power of 400 W was used for an Al-Zn-
Mg alloy with 1 vol. % of Zr additives [5] and for an AlSi10Mg 
alloy with 1 wt. % of CNT additives [15]. The average powder 
layer thickness in all these studies has an average value of 
38 µm which is 33% higher than the average mean or D50 
value of powders (see Fig. 3). The highest thickness of 80 µm 
was given in the work on Al-Cu-Mg alloys with 1 vol. % of Zr 
additives [5]. Wide distribution is obtained both for VED and 
AED values given in the literature. The average VED was 
245 J/mm³ with the highest value of 669 J/mm³ for L-PBF of 
Al-Cu-Mg alloy with 0.6 wt. % Zr [12] and with the lowest 
value of 25 J/mm³ for L-PBF of Al with 30 wt. % 
Al65Cu20Fe10Cr5 [32].  
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Fig. 6. The distribution of (a) laser power, (b) powder layer thickness, (c) 
volumetric energy density, and (d) areal energy density for L-PBF of 

additivated Al powder feedstocks. Outlier points are not shown. 

Higher volumetric energy densities are studied for L-PBF of 
Al-Cu-Mg alloys [11, 12]. The average AED was 9 J/mm² with 
the highest value of 27 J/mm² for L-PBF of an Al-Cu-Mg alloy 
with 0.6 wt. % of Zr addition [12] and the lowest value of 
1 J/mm² was calculated for L-PBF of AlSi10Mg powder with 
an addition of 0.5 wt. % MgAl2O4 [28] and for L-PBF of 
AlSi10Mg powder with 5 wt. % Ni [33]. Fixing VED and AED 
in scientific studies are found to be helpful to understand the 
effect of several additive mass fractions and additive particle 
sizes on the processability and as-built part properties [16, 22]. 
Increasing the amount of Zr additive up to 2 wt. % in Al-Cu-
Mg alloy powder resulted in a faster process by decreasing 
VED and AED [12].    

 
Regarding as-built part properties, the statistics on the 

relative density of built parts show an average value of 96%, 
with the highest relative density of 99.8% obtained for an Al-
Cu-Mg alloy with 2 wt.% of Zr additive, while the lowest 
relative density of 72% was reported for Al with 15 wt. % of 
Fe2O3 additive [10] (Fig. 7a). The yield strength of as-built Al 
parts has an average value of 290MPa, with the highest yield 
strength of 490 MPa for Al-Cu-Mg alloy with 0.6 wt. % Zr [12] 
and the lowest yield strength of 155 MPa for Al-4Si with 0.3 
wt. % Mg [16] (Fig. 7b). Ultimate tensile strength of as-built 
Al parts has an average value of 407 MPa, with the highest UTS 
of 530 MPa for AlSi10Mg with 12 wt. % TiB2 [23] and the 
lowest was 290 MPa for Al with 30 wt. % Al65Cu20Fe10Cr5 [32] 
(Fig. 7c). Elongation of as-built Al parts has an average value 
of 9%, with the highest elongation of 20% for Al-4Si with 0.3 
wt. % and 0.6 wt. % Mg [16] and the lowest elongation of 2.7% 
for Al-Cu-Mg alloy with 2 wt. % Zr additives [11] (Fig. 7d). 

 

Fig. 7. The distribution of (a) relative density, (b) yield strength, (c) ultimate 
tensile strength, and (d) elongation for L-PBF of additivated Al powder 

feedstocks. Outlier points are not shown.   

    Even though additives at high mass loadings enhance the 
mechanical properties, they also adversely affect the as-built 
part density. A negligible decrease in as-built density is 
obtained for lower (2 wt. %) additive amounts, especially, for 
the metallic ones [11, 16, 35]. The chemical interaction of Al 
and additive at high temperatures in the melt pool play an 
important role in the final part properties. A good wettability 
and strong bonding between Al and additive, increase both the 
as-built density and mechanical properties of as-built parts [7, 
23]. A poor wettability as of carbon-based or carbide additives 
can also improve the mechanical properties of as-built parts but 
will decrease the as-built part density [15, 19, 20]. The particle 
size of additives affects the final part properties [52]. 
Decreasing the D50 of SiC powders from 50 µm to 5µm with 
the same mass fractions in AlSi10Mg powder resulted in higher 
as-built densities and almost double the hardness of as-built 
parts [22]. Overall, by optimization of the additive size and the 
mass fractions in Al powder, improved properties can be 
obtained in as-built Al parts and those properties can be 
rearranged in heat-treatable Al alloys.  
 
     Please note that statistically determined average values of 
the material, process, and as-built part properties are not 
necessarily optimal or recommended values to process an 
(additivated) Al alloy powder feedstock. There are some 
limitations to obtain the optimal value of a property. Properties 
of the commercially available powders, non-standardized 
powder characterization techniques, limitations of commercial 
L-PBF machines for a specific process property, and non-
standardized mechanical testing conditions can change the 
extracted property values. However, extraction of these 
reported properties as performed in our study might guide the 
way for future studies that explore a link between the material, 
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process, and as-built part properties by using a Principal 
Component Analysis (PCA). Such a PCA could find a 
correlation between two properties given in multiple datasets 
and estimate the trends between highly correlated two 
variables.      
  
4. Conclusion 
 

Useful data is extracted from bibliometric studies for the 
effect of additives in L-PBF of Al powders. We found that Al-
Si-Mg and AlSi10Mg alloys are the most studied Al alloy 
powders in the context of L-PBF. Eutectic compositions of Al-
Si alloys are helpful to avoid crack formations during 
processing so it is found to be a good candidate for Al matrix 
composites. Not only the chemistry of the powder but also 
powder size distribution has to be optimized for higher powder 
bed densities and higher final part densities. Mean and D50 
values have statistically the narrowest scattering in 
experimental publications and have nearly the same average 
value of 33 µm where the average of powder layer thickness 
during processing is 33% higher. Metallic additives are mostly 
used in the L-PBF of Al alloy powders. Zr is found to be the 
most studied additive material to avoid crack formations during 
processing Al-(Cu,Zn)-Mg alloy powders. The maximum laser 
power of 400 W can be used to process several Al alloy 
powders. It is found that higher VED and AED are necessary 
for processing Al-Cu-Mg alloy powder feedstocks and 
additives as Zr can decrease the VED and AED with faster 
scanning speeds. TiB2, as an additive, is found to have 
beneficial effects on the properties of Al-Si-Mg and Al-Cu-Mg. 
Higher densities are obtained for the built parts in case of  the 
mass fraction of the employed additives is low, i.e. < 2 wt.% 
indicating that the degree of dispersion is important rather than 
the amount of additives. Carbon based additives can be used in 
low weight loads (<1 wt. %) to enhance mechanical properties. 
Higher mechanical properties are obtained for Al-Cu-Mg 
alloys. Optimization of the powder size distribution and the 
mass (volume) fraction of (nano-) additives in the Al powder 
are evidently emerging research trends in L-PBF. Also,  further 
investigations will be required to increase the density of the 
powder bed in the build volume of L-PBF by optimization of 
powder size distribution. Additives in L-PBF of metal powder 
feedstocks are found to be a future research trend for designing 
as-built part properties. The effect of additives on laser 
interaction of powder feedstock, flowability, spreadability and 
processability will be future research trends.  
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Fig. 6. The distribution of (a) laser power, (b) powder layer thickness, (c) 
volumetric energy density, and (d) areal energy density for L-PBF of 

additivated Al powder feedstocks. Outlier points are not shown. 

Higher volumetric energy densities are studied for L-PBF of 
Al-Cu-Mg alloys [11, 12]. The average AED was 9 J/mm² with 
the highest value of 27 J/mm² for L-PBF of an Al-Cu-Mg alloy 
with 0.6 wt. % of Zr addition [12] and the lowest value of 
1 J/mm² was calculated for L-PBF of AlSi10Mg powder with 
an addition of 0.5 wt. % MgAl2O4 [28] and for L-PBF of 
AlSi10Mg powder with 5 wt. % Ni [33]. Fixing VED and AED 
in scientific studies are found to be helpful to understand the 
effect of several additive mass fractions and additive particle 
sizes on the processability and as-built part properties [16, 22]. 
Increasing the amount of Zr additive up to 2 wt. % in Al-Cu-
Mg alloy powder resulted in a faster process by decreasing 
VED and AED [12].    

 
Regarding as-built part properties, the statistics on the 

relative density of built parts show an average value of 96%, 
with the highest relative density of 99.8% obtained for an Al-
Cu-Mg alloy with 2 wt.% of Zr additive, while the lowest 
relative density of 72% was reported for Al with 15 wt. % of 
Fe2O3 additive [10] (Fig. 7a). The yield strength of as-built Al 
parts has an average value of 290MPa, with the highest yield 
strength of 490 MPa for Al-Cu-Mg alloy with 0.6 wt. % Zr [12] 
and the lowest yield strength of 155 MPa for Al-4Si with 0.3 
wt. % Mg [16] (Fig. 7b). Ultimate tensile strength of as-built 
Al parts has an average value of 407 MPa, with the highest UTS 
of 530 MPa for AlSi10Mg with 12 wt. % TiB2 [23] and the 
lowest was 290 MPa for Al with 30 wt. % Al65Cu20Fe10Cr5 [32] 
(Fig. 7c). Elongation of as-built Al parts has an average value 
of 9%, with the highest elongation of 20% for Al-4Si with 0.3 
wt. % and 0.6 wt. % Mg [16] and the lowest elongation of 2.7% 
for Al-Cu-Mg alloy with 2 wt. % Zr additives [11] (Fig. 7d). 

 

Fig. 7. The distribution of (a) relative density, (b) yield strength, (c) ultimate 
tensile strength, and (d) elongation for L-PBF of additivated Al powder 

feedstocks. Outlier points are not shown.   

    Even though additives at high mass loadings enhance the 
mechanical properties, they also adversely affect the as-built 
part density. A negligible decrease in as-built density is 
obtained for lower (2 wt. %) additive amounts, especially, for 
the metallic ones [11, 16, 35]. The chemical interaction of Al 
and additive at high temperatures in the melt pool play an 
important role in the final part properties. A good wettability 
and strong bonding between Al and additive, increase both the 
as-built density and mechanical properties of as-built parts [7, 
23]. A poor wettability as of carbon-based or carbide additives 
can also improve the mechanical properties of as-built parts but 
will decrease the as-built part density [15, 19, 20]. The particle 
size of additives affects the final part properties [52]. 
Decreasing the D50 of SiC powders from 50 µm to 5µm with 
the same mass fractions in AlSi10Mg powder resulted in higher 
as-built densities and almost double the hardness of as-built 
parts [22]. Overall, by optimization of the additive size and the 
mass fractions in Al powder, improved properties can be 
obtained in as-built Al parts and those properties can be 
rearranged in heat-treatable Al alloys.  
 
     Please note that statistically determined average values of 
the material, process, and as-built part properties are not 
necessarily optimal or recommended values to process an 
(additivated) Al alloy powder feedstock. There are some 
limitations to obtain the optimal value of a property. Properties 
of the commercially available powders, non-standardized 
powder characterization techniques, limitations of commercial 
L-PBF machines for a specific process property, and non-
standardized mechanical testing conditions can change the 
extracted property values. However, extraction of these 
reported properties as performed in our study might guide the 
way for future studies that explore a link between the material, 
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process, and as-built part properties by using a Principal 
Component Analysis (PCA). Such a PCA could find a 
correlation between two properties given in multiple datasets 
and estimate the trends between highly correlated two 
variables.      
  
4. Conclusion 
 

Useful data is extracted from bibliometric studies for the 
effect of additives in L-PBF of Al powders. We found that Al-
Si-Mg and AlSi10Mg alloys are the most studied Al alloy 
powders in the context of L-PBF. Eutectic compositions of Al-
Si alloys are helpful to avoid crack formations during 
processing so it is found to be a good candidate for Al matrix 
composites. Not only the chemistry of the powder but also 
powder size distribution has to be optimized for higher powder 
bed densities and higher final part densities. Mean and D50 
values have statistically the narrowest scattering in 
experimental publications and have nearly the same average 
value of 33 µm where the average of powder layer thickness 
during processing is 33% higher. Metallic additives are mostly 
used in the L-PBF of Al alloy powders. Zr is found to be the 
most studied additive material to avoid crack formations during 
processing Al-(Cu,Zn)-Mg alloy powders. The maximum laser 
power of 400 W can be used to process several Al alloy 
powders. It is found that higher VED and AED are necessary 
for processing Al-Cu-Mg alloy powder feedstocks and 
additives as Zr can decrease the VED and AED with faster 
scanning speeds. TiB2, as an additive, is found to have 
beneficial effects on the properties of Al-Si-Mg and Al-Cu-Mg. 
Higher densities are obtained for the built parts in case of  the 
mass fraction of the employed additives is low, i.e. < 2 wt.% 
indicating that the degree of dispersion is important rather than 
the amount of additives. Carbon based additives can be used in 
low weight loads (<1 wt. %) to enhance mechanical properties. 
Higher mechanical properties are obtained for Al-Cu-Mg 
alloys. Optimization of the powder size distribution and the 
mass (volume) fraction of (nano-) additives in the Al powder 
are evidently emerging research trends in L-PBF. Also,  further 
investigations will be required to increase the density of the 
powder bed in the build volume of L-PBF by optimization of 
powder size distribution. Additives in L-PBF of metal powder 
feedstocks are found to be a future research trend for designing 
as-built part properties. The effect of additives on laser 
interaction of powder feedstock, flowability, spreadability and 
processability will be future research trends.  
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 

Keywords: Assembly; Design method; Family identification

1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

For laser powder bed fusion (LPBF), particularly during solidification after the laser melting process the generation of high-strength aluminium 
materials (such as Al-7075) possesses a particular challenge, since the high energy input often causes defects like pores and cracks in the material. 
To overcome this issue, nanoparticles were adsorbed on the surface of the powder used for the L-PBF process. This addition aims at the grain 
refinement and thereby at the reduction of of hot crack formation during the manufacturing process. This contribution presents the process of 
surface inoculation of aluminium particles with TiC nanoparticles, as well as the measurement of the melting and solidification temperature by 
means oof differential fast scanning calorimetry (DFSC). With the help of DFSC, a modified solidification process could be observed. 
Accordingly, the nanoparticles act as nuclei with improved nucleation barrier during the rapid solidification of the aluminium powder.  
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1. Introduction 

Additive manufacturing (AM) is gaining increasing 
attention due to its high potential to completely redesign 
complex components.[1] Due to the potentially high geometric 
complexity this technique finds application in aerospace or 
automotive parts, mainly using established aluminum cast 
alloys. The laser powder bed fusion (L-PBF) process is 
difficult for some basically attractive high strength aluminum 
wrought alloys, because those materials tend to hot cracking 
.[2] The vast majority of aluminum wrought alloys cannot be 
additively manufactured due to  the melting and solidification 
dynamics during the manufacturing process.[3,4] The addition 
of nanoparticles is one option to produce uniform, fine and 
equiaxed microstructure of additively manufactured aluminum 
components due to a grain refinement introduced by a change 

in the nucleation mechanism during solidification. The effect 
of grain refinement was shown for TiB2 nanoparticles.[5] In 
addition, nanoparticles concentrate at the solid/liquid interface 
during solidification process and as a result decrease heat 
transport.[6][7]  The nucleation of Al on TiC nanoparticles is 
crystallographic favorable because of similar crystal structure 
of the cubic NaCl  structure and the fcc structure of the α-Al.[8] 
The aim of this report, therefore, is to investigate the effects of 
the surface inoculation of Al 7075 with TiC nanoparticles to 
produce a grain-refined microstructure. Herein, a suitable wet 
inoculation process was established, and the characteristic 
melting/ solidification temperatures were studied utilizing 
differential fast scanning calorimetry (DFSC). [9] 
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of nanoparticles is one option to produce uniform, fine and 
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components due to a grain refinement introduced by a change 

in the nucleation mechanism during solidification. The effect 
of grain refinement was shown for TiB2 nanoparticles.[5] In 
addition, nanoparticles concentrate at the solid/liquid interface 
during solidification process and as a result decrease heat 
transport.[6][7]  The nucleation of Al on TiC nanoparticles is 
crystallographic favorable because of similar crystal structure 
of the cubic NaCl  structure and the fcc structure of the α-Al.[8] 
The aim of this report, therefore, is to investigate the effects of 
the surface inoculation of Al 7075 with TiC nanoparticles to 
produce a grain-refined microstructure. Herein, a suitable wet 
inoculation process was established, and the characteristic 
melting/ solidification temperatures were studied utilizing 
differential fast scanning calorimetry (DFSC). [9] 
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2. Materials and Method 

Commercial TiC powder (Iolitec Nanomaterials) was used in 
this study. The average particle size was 40 nm and the specific 
surface area was determined with >50 m²/g. Polyethyleneimine 
with an average molecular weight of 25000 (PEI) (Sigma-
Aldrich) was used as a dispersant. The Al 7075 spherical 
particles were purchased from ENGINEERING FOR YOU 
GmbH (Villingen, Germany) with a particle size from 10 to 
45 µm. The chemical composition, which was analyzed with 
XRF, is given in the following table 1. 

Table 1. Chemical Composition of Al 7075 powder 

Element Al Zn Mg Cu Cr Fe Mn 
Wt % Basis 5,5 1,85 2,0 0,25 0,5 0,39 

 
2.2. The procedure of surface inoculation 
 
The inoculation was done by a wet deposition process. TiC 
nanoparticles were dispersed in water mixed with an 
inoculation agent. Subsequently the 7075-aluminum alloy 
powder were wetted by this dispersion. 
 

 
 

 
Finally, the wet parts were dried again leaving 7075 powder 
with TiC surface inoculation. Ultrapure Milli-Q water was 
employed to perform all experiments. Within the process of 
preparing the inoculation dispersion the nanoparticles tend to 
agglomerate due to their increased surface area and surface 
energy.[10] The main method for dispersing nanoparticles is, 
therefore, adding a dispersant (inoculation agent) to prevent the 
nanoparticles from agglomeration. Stable aqueous nanoparticle 
dispersions were prepared with polyethyleneimine (PEI).[11] 
PEI is known as polyelectrolyte dispersant in neutral or acidic 
electrolytes. [12] The dispersion consisted of 500 ml deionized 
water as a solvent, 1,5 g PEI as a stabilizer and 10 g TiC 
nanoparticles. The dispersion was processed via high-energy 
ultra-sonication for 45 min at a power of 155 W. The solution 
was cooled with ice during the sonication process. The formed 
dispersion was sprayed on aluminum 7075 powder and the 
resulting slurry was subsequently dried under vacuum at 308 K 
for 16 hours. The inoculated aluminum powder was then 
processed by L-PBF. The schematic illustration of the surface 
inoculation process is given in Figure 1.  
 
2.3. Surface Characterization 
 
Scanning electron microscopy (SEM) and energy dispersive X-
Ray spectroscopy (EDS) were performed using a ZEISS Neon 
40 with an accelerating voltage between 0,1-30 kV. EDS 
mappings were measured using an ultra-dry detector from 
Thermo-Fisher Scientific.  
X-ray photoelectron spectroscopy (XPS) analysis was 
performed using an Omicron ESCA+ system at a pressure of 
5∙10-10 mbar. The energy of the monochromatic Al Kα X-ray 
was 1486.7 eV, the spot diameter was 600 µm and the take-off 
angle was 30°. The C 1s peak was located at 285 eV to calibrate 
the spectra. The deconvolution of the spectra was done using 
CASA XPS software, using a Shirley background and a 
deconvolution with Gauss (30%) and Lorentzian (70%) 
functions.  
 
2.4. Differential fast scanning calorimetry (DFSC) 
 
The measurement of the solidification temperature of the 
nanoparticle-modified powder was performed using a self-
designed DFSC device. The temperature scanning rates range 
from 10 K/s to 106 K/s. The heaters and thermopiles of the used 
Mettler Toledo UFH 1 high temperature sensors XI469, made 
by Xensor Integration B.V., are made of doped polysilicon 
deposited on the 500 nm thin silicon-nitride membrane. The 

Fig. 1. Schematic illustration of surface inoculation procedure with H2O, 
PEI and Titaniumcarbide nanoparticles via high energy ultrasonic and 

vacuum drying 

 
Fig. 2. a) schematic cross-section of differential fast scanning 
calorimeter measuring cell b) Sensor with spherical particle 
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schematic cross-section (a) and an image of the sensor (b) are 
given in Figure 2.  

3. Results 

3.1. Surface characterization 
 
The SE-SEM image of the surface inoculated aluminum 7075 
particles is depicted in Figure 3. The inoculated TiC 
nanoparticles on the surface of the aluminum alloy powder 
particle can be clearly observed. The nanoparticles are not 
homogeneously distributed due to the vacuum drying process 
and the surface roughness of the aluminum particle. The 
surface inoculation was further analyzed using EDS (see Figure 
3). 
 

 

Fig. 3.  SE-SEM image of 7075 alloy powder after surface inoculation 
procedure with inhomogeneous distribution of nanoparticles 

The elemental maps of Ti and C and Ti+C are shown in Figure 
4 a), b) and c) respectively. TiC nanoparticles could 
successfully inoculated on the aluminium particle surface. 
However, the distribution of Ti and C was not uniform in 
agreement with results shown by Martin et al..[3] 
The modified surface was further characterised by means of 
XPS. The resulting XPS data in Figure 6 approved the 
successful inoculation and a modified surface chemistry. Prior 
to the inoculation process, aluminium and adventitious carbon 
could be detected. [13]  
After the wet-chemical surface inoculation process, the native 
oxide layer of aluminum was found to be thickened. The 
metallic peak of the Al 2p  and the Mg 2p peak were completely 

diminished and the peak intensity for aluminum oxide was 
increased. The presence of the Ti 2p/2 core level peak 
confirmed the adsorption of TiC nanoparticles. The peak 
intensities of the XPS element spectra are shown in Table 2. :  

 

Fig. 5. XPS of Al7075 a) before and b) after surface inoculation procedure, 
proofed inoculation of titanium carbide and thickening of oxide layer 

Table 2. XPS peak positions and atomic concentrations derived from element 
spectra 

 O 1s 
at- % 

C 1s 
at-% 

AlIII 2p 
at-% 

Al0 2p 
at-% 

Ti 2p 
at-% 

Mg 2p 
at-% 

Al 7075 41.9 29.0 13.5 2.0 - 9.7 
Al 

7075+TiC 
43 35.2 21.4 - 0.4 - 

 
As it is indicated by Figure 3 due to the alkaline pH of the 
dispersion the process of particle adsorption leads to etching of 
the Al particle. The formed Al hydroxides are then redeposited 
as oxyhydroxide films with adhering TiC nanoparticles during 
the drying process. [3] 
However, concerning the L-PBF process thicker oxide layers 
might cause a radial inward flow of the melt pool during L-PBF 
process from lower temperature to increasing temperature. This 
would lead to a higher critical temperature of the Marangoni 
coefficient.[14]  Therefore, such an increase in the oxide 
thickness is critical for a subsequent L-PBF process. 
 

 
3.2 DFSC results 

Fig. 4. EDS-mapping of 7075 alloy powder after surface inoculation procedure for a) Ti, b) C and c) Ti+C 
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schematic cross-section (a) and an image of the sensor (b) are 
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DFSC was applied to study the solidification behavior of the 
surface inoculated aluminum powder. Figure 6 shows the 
DFSC heat flow curves of a heating and cooling scan at a rate 
of 500 K/s as function of the temperature. The raw heat flow 
signals of three samples are given: the Al 7075 powder 
reference, of a Al 7075 sample that was treated solely with the 
basic inoculation agent liquid H2O + PEI (without TiC 
nanoparticles) as well as a sample that was surface inoculated 
with TiC nanoparticles.  

 
The curves show a modified solidification behavior of the 
inoculated sample, in particular the TiC nanoparticles reduce 
the undercooling prior solidification nucleation of Al7075 
significantly. As a result, TiC nanoparticles can be considered 
to act as very effective nuclei during rapid solidification of Al 
7075. For substantially slower cooling rates Sokoluk et al. 
showed an opposite effect of increased undercooling for 
nanoparticle modified Al7075 solidification behavior.[15]  
 

 

4. Conclusion 

In this paper, a wet-chemical surface inoculation process of Al 
7075 powder was studied.  The SEM-EDS and XPS results 
confirmed the successful surface inoculation of Al7075 with 
TiC nanoparticles from PEI containing aqueous solutions. 
However, the oxide surface film thickness increased during this 
process due to an etching and redeposition process. The 
solidification behavior of inoculated aluminum alloy powder 
was studied by means of DFSC. 
These studies showed that TiC nanoparticles on the surface of 
7075 powder particles could substantially reduce the 
undercooling prior solidification of Al 7075. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 

Keywords: Assembly; Design method; Family identification

1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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of the novel inert gas to determine the influence of gas atmosphere on hollow cuboids and solid cubes. While processing a 20.3 % decrease in 
structure width and 20.6 % reduction in standard deviation of the cuboids was determined. There was no significate influence on relative density 
of solid cubes although eight of the ten highest density specimen were fabricated with the hydrogen addition. 
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1. Introduction 

The increasing demand for efficient transportation drives 
the research for lightweight materials especially in additive 
manufacturing. Furthermore, due to high human life 
expectancy, innovative solutions for individual and complex 
biomedical implants are under special focus of research. 
Magnesium as a material for laser powder bed fusion (also 
known as Powder Bed Fusion by Laser Beam, PBF-LB/M) 
suits both applications having a low density while being highly 
biocompatible [1]. First studies to fabricate single tracks out of 
magnesium were carried out by Ng et al. in 2009 [2]. They 
proved that the fabrication of sintered tracks is possible, despite 
the tendency of balling and spattering. Since then 
developments in magnesium alloy composition and processing 
parameters improved the processability [3,4]. The first dense 
specimen were created in 2012 using magnesium alloy AZ91 
with a density of 99.5 %. However, the use of aluminum for 

alloying impairs the biocompatibility [4,5,6,7]. A promising 
magnesium alloy was created in 2016. With an yttrium (W) 
content of 4 % and rare earth elements (E) of 3 % this material 
(WE43) can be used as a biodegradable material. In PBF-LB a 
laser melts a multitude of particles in a powder bed, in which 
these particles are combined into geometric shapes. Due to the 
fabrication and handling of the magnesium powder, oxygen 
superficially oxidizes the particle’s surface [8]. The obstacle in 
PBF-LB of magnesium is this formation of oxide layers. The 
challenge is the high melting point (2852 °C) of the enveloping 
oxide layer with respect to the pure magnesium’s low 
vaporizing temperature (1110 °C). Due to this gap in 
processable temperature, the melt pools tend to overheat during 
the laser exposure. This leads to partial evaporations of the 
magnesium, which causes porosity [5]. This paper describes 
the use of a novel inert gas mixture and the effects on the 
processability of the magnesium alloy WE43 based on a series 
of investigations on hollow cuboids and solid cubes. 
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1. Introduction 

The increasing demand for efficient transportation drives 
the research for lightweight materials especially in additive 
manufacturing. Furthermore, due to high human life 
expectancy, innovative solutions for individual and complex 
biomedical implants are under special focus of research. 
Magnesium as a material for laser powder bed fusion (also 
known as Powder Bed Fusion by Laser Beam, PBF-LB/M) 
suits both applications having a low density while being highly 
biocompatible [1]. First studies to fabricate single tracks out of 
magnesium were carried out by Ng et al. in 2009 [2]. They 
proved that the fabrication of sintered tracks is possible, despite 
the tendency of balling and spattering. Since then 
developments in magnesium alloy composition and processing 
parameters improved the processability [3,4]. The first dense 
specimen were created in 2012 using magnesium alloy AZ91 
with a density of 99.5 %. However, the use of aluminum for 

alloying impairs the biocompatibility [4,5,6,7]. A promising 
magnesium alloy was created in 2016. With an yttrium (W) 
content of 4 % and rare earth elements (E) of 3 % this material 
(WE43) can be used as a biodegradable material. In PBF-LB a 
laser melts a multitude of particles in a powder bed, in which 
these particles are combined into geometric shapes. Due to the 
fabrication and handling of the magnesium powder, oxygen 
superficially oxidizes the particle’s surface [8]. The obstacle in 
PBF-LB of magnesium is this formation of oxide layers. The 
challenge is the high melting point (2852 °C) of the enveloping 
oxide layer with respect to the pure magnesium’s low 
vaporizing temperature (1110 °C). Due to this gap in 
processable temperature, the melt pools tend to overheat during 
the laser exposure. This leads to partial evaporations of the 
magnesium, which causes porosity [5]. This paper describes 
the use of a novel inert gas mixture and the effects on the 
processability of the magnesium alloy WE43 based on a series 
of investigations on hollow cuboids and solid cubes. 
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2. Materials and methods 

2.1. Machine set up and materials 

The machine setup is a SLM125HL PBF-LB system by 
SLM Solutions GmbH (Luebeck, Germany) with a 100 W 
continuous wave ytterbium fiber laser. The laser has a focus 
diameter of 70 µm and a wavelength of 1070 nm. Carpenter 
Additive (Cheshire, Great Britain) supplied the WE43 alloy.  

 

 

Fig. 1. WE43 powder 

After the building process, the specimen are embedded in a 
two-component epoxy resin. Cross sections of the specimen 
will be made with a Tegramin-30 by Stuers (Ballerup, 
Denmark). The evaluation is based on microscopic images of 
these sections made with a Stemi 2000-C by Zeiss 
(Oberkochen, Germany) and a VK-X1000 by Keyence (Neu-
Isenburg, Germany). The determination of width and density 
of these images is done with python scripts. To prevent 
negative consequences of hydrogen use, silica bags are applied 
in the process chamber, to absorb the resulting moisture of the 
reaction of hydrogen and the remaining oxygen, which impairs 
the flowability of the powder and thus the powder application. 

2.2. Experimental set up and methods 

In this paper, the influence of an admixture of hydrogen in 
the existing argon inert gas is investigated. This addition is set 
at 2 % to reduce the risk of oxyhydrogen detonating reactions, 
but to allow the remaining oxygen to be reduced to moisture, 
thus reducing oxidation of the molten magnesium. At first, 
investigations are carried out to determine the influence of the 
atmosphere on the structure width of single tracks in hollow 
cuboids. In a second step, the influence on solid cubes and their 
relative density is examined. The specimen are even cuboids 
with the dimension of 5 x 5 x 5 mm. The single track cuboids 
are directly connected to the build plate and the solid cubes are 
connected with a 1 mm line support structure.  

The first series of investigations regarding the single tracks 
is divided into four blocks, depending on the atmospheric 
conditions as shown in table 1. 

Table 1. Atmospheric conditions of the single track experiment. 

Block Inert gas Build plate temperature in °C 

I 100 % Argon 40 

II 100 % Argon 200 

III 

IV 

98 % Argon; 2 % Hydrogen 

98 % Argon; 2 % Hydrogen 

40 

200 

Each block is divided into four different laser exposure 
strategies, resulting in 16 groups:  

• outer contour line 
• an inner contour line 
• a double outer laser line exposure  
• outer and inner contour line 

Within these groups, hollow cuboids with six different 
parameter sets are produced (Table 2). This results in a total 
number of 96 samples in the first study. The parameters are 
given by the statistic software JMP and originate from a 
preliminary test, with the aim to have a lower (20 W) und upper 
(100W) energy density boundary.  

The expected result of these parameters is a non-melting of 
the powder at low power and a much wider melting than the 
laser spot diameter at high power. To get more statistical 
significance, the parameter with a medium energy density is 
fabricated twice. The ideal result of the melting process is a 
dense rectangular wall with the width of the laser spot. The 
adhesion of one particle layer is expected and so results up to 
150 µm are targeted. Results above a wall thickness of 196 µm 
(i.e. adhesion of the largest particle diameter of 63 µm on both 
sides of the 70 µm spot) are not desired in this experiment, as 
an ideal thin structure is to be produced first.  

Table 2. Laser parameters of the cuboids.  

Number Laser power in W Scanning speed in 𝑚𝑚𝑚𝑚𝑠𝑠  

I 20 100 

II 20 900 

III 

IV 

V 

VI 

60 

60 

100 

100 

500 

500 

100 

900 

The second series of investigations regards the relative 
density of solid cubes with identical atmospheres according to 
the blocks in table 1. It considers two hatching strategies:  

• chess pattern 
• line pattern 

Table 3 shows the investigated laser parameters. There is a 
full factorial experiment within a narrow interval. The hatch 
distance is set to 45 µm. The resulting total amount of the 
investigated cubes is 72. 

Table 3. Laser parameters for the cubes.  

Number Laser power in W Scanning speed in 𝑚𝑚𝑚𝑚𝑠𝑠  

I 75 400 

II 80 400 

III 

IV 

V 

VI 

VII 

VIII 

IX 

85 

75 

80 

85 

75 

80 

85 

400 

450 

450 

450 

500 

500 

500 

100 µm 
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3. Experimental Results 

3.1. Results of the first investigation 

The results of the first investigation show the influence of 
laser parameters, different hatching strategies and atmospheric 
condition. The figure 2 shows an exemplary build plate with 
unextracted specimen and the table 4 shows the overall results, 
differentiated by laser parameter, forming averages over all 
atmospheric conditions and exposure strategies. Figure 2 
illustrates the evaluation. Three specimens with good and two 
with undesirable structures can be identified. One of these 
specimens has too thin and the other too thick structures. 

 

 

Fig. 2. Single track specimen 

Figure 3 shows cross sections of wall structures. The one on 
the left is too thin, is middle is desirable and the one on the right 
is too thick. The ideal wall thickness is between 100 to 140 µm, 
forming a solid wall with the thickness of the laser spot (70 µm) 
with some adhering particles. 

 
 
 
 
 
 

 
 

Fig. 3. Cross sections of different wall structures, left too thin (65.2 µm), 
middle desirable (115.2 µm), right too thick (203.1 µm) 

The evaluation is shown in the table 4. Only the parameter 
III and IV (which are the same) resulting in a thin consistent 
structure. Thus, 32 desirable test specimens were selected in 
order to evaluate the influence of the exposure strategy and the 
atmospheric conditions in the next steps. 

Table 4. Averaged results of the cuboids, differentiated by laser parameter 

No. Mean width 
in µm 

Mean standard 
deviation in µm 

Evaluation of the structure 

I 84.8 38.7 Too thin & inconsistent 

II - - Powder did not melt 

III 

IV 

V 

VI 

137.4 

140.8 

590.1 

158.0 

24.4 

27.0 

16.8 

33.8 

Thin & consistent 

Thin & consistent 

Too thick & consistent 

Thin & slightly inconsistent 

 
Table 5 shows the averaged results of the 32 most desirable 

selected cuboids in structure width and standard deviation 
differentiated by exposure strategy, averaging the atmospheric 
conditions. It is displayed that the exposure strategy has no 
influence on the mean width or the standard deviation. 

Table 5. Averaged results of the best cuboids, differentiated by exposure 
strategy 

Exposure strategy Mean width in µm Standard deviation in µm 

Outer contour 138.7 25.0 

Outer contour double 139.0 25.6 

Inner contour 

Double contour 

139.5 

139.3 

26.9 

25.5 

 
The mean values of the wall thickness of the selected 

cuboids, differentiated by atmospheric conditions are shown in 
table 6. It is displayed, that the addition of hydrogen in the inert 
gas decreased the width by 20.3 % and the standard deviation 
by 20.6 %. There is an influence of the build plate temperature, 
but it is not systematic. 

Table 6. Averaged results of the best cuboids, differentiated by atmospheric 
condition 

Block Mean width in µm Standard deviation in µm 

I (Ar – 40 °C) 148.9 27.9 

II (Ar – 200 °C) 160.8 29.5 

III (H2 – 40 °C) 

IV (H2 – 200 °C) 

119.7 

127.2 

23.3 

22.3 

3.2. Results of the second investigation  

The following results display the influence of the build plate 
preheating temperature, the hatching strategy and the hydrogen 
addition in the inert gas on the relative density on solid cubes. 
Figure 4 displays the analyzed cross sections as examples with 
two different relative densities. These cubes were fabricated 
with identical parameters except for scanning speed. 

 

           

Fig. 4. Cross sections of cubes (H2, 200 °C, 75 W and 45 µm chess hatching). 
Left 99.86 % (400 mm/s) and right 98,99 % (450mm/s) relative density  

Table 7 shows the mean relative densities of the cubes 
differentiated by build plate preheating. The difference in 
median is below the standard deviation, thus negligibly small. 
  

Good structure 

Too thin structure  
 
Too thick structure 

2000 µm 2000 µm 

20 mm 

1 mm 
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2. Materials and methods 

2.1. Machine set up and materials 

The machine setup is a SLM125HL PBF-LB system by 
SLM Solutions GmbH (Luebeck, Germany) with a 100 W 
continuous wave ytterbium fiber laser. The laser has a focus 
diameter of 70 µm and a wavelength of 1070 nm. Carpenter 
Additive (Cheshire, Great Britain) supplied the WE43 alloy.  

 

 

Fig. 1. WE43 powder 

After the building process, the specimen are embedded in a 
two-component epoxy resin. Cross sections of the specimen 
will be made with a Tegramin-30 by Stuers (Ballerup, 
Denmark). The evaluation is based on microscopic images of 
these sections made with a Stemi 2000-C by Zeiss 
(Oberkochen, Germany) and a VK-X1000 by Keyence (Neu-
Isenburg, Germany). The determination of width and density 
of these images is done with python scripts. To prevent 
negative consequences of hydrogen use, silica bags are applied 
in the process chamber, to absorb the resulting moisture of the 
reaction of hydrogen and the remaining oxygen, which impairs 
the flowability of the powder and thus the powder application. 

2.2. Experimental set up and methods 

In this paper, the influence of an admixture of hydrogen in 
the existing argon inert gas is investigated. This addition is set 
at 2 % to reduce the risk of oxyhydrogen detonating reactions, 
but to allow the remaining oxygen to be reduced to moisture, 
thus reducing oxidation of the molten magnesium. At first, 
investigations are carried out to determine the influence of the 
atmosphere on the structure width of single tracks in hollow 
cuboids. In a second step, the influence on solid cubes and their 
relative density is examined. The specimen are even cuboids 
with the dimension of 5 x 5 x 5 mm. The single track cuboids 
are directly connected to the build plate and the solid cubes are 
connected with a 1 mm line support structure.  

The first series of investigations regarding the single tracks 
is divided into four blocks, depending on the atmospheric 
conditions as shown in table 1. 

Table 1. Atmospheric conditions of the single track experiment. 

Block Inert gas Build plate temperature in °C 

I 100 % Argon 40 

II 100 % Argon 200 

III 

IV 

98 % Argon; 2 % Hydrogen 

98 % Argon; 2 % Hydrogen 

40 

200 

Each block is divided into four different laser exposure 
strategies, resulting in 16 groups:  

• outer contour line 
• an inner contour line 
• a double outer laser line exposure  
• outer and inner contour line 

Within these groups, hollow cuboids with six different 
parameter sets are produced (Table 2). This results in a total 
number of 96 samples in the first study. The parameters are 
given by the statistic software JMP and originate from a 
preliminary test, with the aim to have a lower (20 W) und upper 
(100W) energy density boundary.  

The expected result of these parameters is a non-melting of 
the powder at low power and a much wider melting than the 
laser spot diameter at high power. To get more statistical 
significance, the parameter with a medium energy density is 
fabricated twice. The ideal result of the melting process is a 
dense rectangular wall with the width of the laser spot. The 
adhesion of one particle layer is expected and so results up to 
150 µm are targeted. Results above a wall thickness of 196 µm 
(i.e. adhesion of the largest particle diameter of 63 µm on both 
sides of the 70 µm spot) are not desired in this experiment, as 
an ideal thin structure is to be produced first.  

Table 2. Laser parameters of the cuboids.  

Number Laser power in W Scanning speed in 𝑚𝑚𝑚𝑚𝑠𝑠  

I 20 100 

II 20 900 

III 

IV 

V 

VI 

60 

60 

100 

100 

500 

500 

100 

900 

The second series of investigations regards the relative 
density of solid cubes with identical atmospheres according to 
the blocks in table 1. It considers two hatching strategies:  

• chess pattern 
• line pattern 

Table 3 shows the investigated laser parameters. There is a 
full factorial experiment within a narrow interval. The hatch 
distance is set to 45 µm. The resulting total amount of the 
investigated cubes is 72. 

Table 3. Laser parameters for the cubes.  

Number Laser power in W Scanning speed in 𝑚𝑚𝑚𝑚𝑠𝑠  

I 75 400 

II 80 400 

III 

IV 

V 

VI 

VII 

VIII 

IX 

85 

75 

80 

85 

75 

80 

85 

400 

450 

450 

450 

500 

500 

500 

100 µm 
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3. Experimental Results 

3.1. Results of the first investigation 

The results of the first investigation show the influence of 
laser parameters, different hatching strategies and atmospheric 
condition. The figure 2 shows an exemplary build plate with 
unextracted specimen and the table 4 shows the overall results, 
differentiated by laser parameter, forming averages over all 
atmospheric conditions and exposure strategies. Figure 2 
illustrates the evaluation. Three specimens with good and two 
with undesirable structures can be identified. One of these 
specimens has too thin and the other too thick structures. 

 

 

Fig. 2. Single track specimen 

Figure 3 shows cross sections of wall structures. The one on 
the left is too thin, is middle is desirable and the one on the right 
is too thick. The ideal wall thickness is between 100 to 140 µm, 
forming a solid wall with the thickness of the laser spot (70 µm) 
with some adhering particles. 

 
 
 
 
 
 

 
 

Fig. 3. Cross sections of different wall structures, left too thin (65.2 µm), 
middle desirable (115.2 µm), right too thick (203.1 µm) 

The evaluation is shown in the table 4. Only the parameter 
III and IV (which are the same) resulting in a thin consistent 
structure. Thus, 32 desirable test specimens were selected in 
order to evaluate the influence of the exposure strategy and the 
atmospheric conditions in the next steps. 

Table 4. Averaged results of the cuboids, differentiated by laser parameter 

No. Mean width 
in µm 

Mean standard 
deviation in µm 

Evaluation of the structure 

I 84.8 38.7 Too thin & inconsistent 

II - - Powder did not melt 

III 

IV 

V 

VI 

137.4 

140.8 

590.1 

158.0 

24.4 

27.0 

16.8 

33.8 

Thin & consistent 

Thin & consistent 

Too thick & consistent 
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Table 5 shows the averaged results of the 32 most desirable 

selected cuboids in structure width and standard deviation 
differentiated by exposure strategy, averaging the atmospheric 
conditions. It is displayed that the exposure strategy has no 
influence on the mean width or the standard deviation. 

Table 5. Averaged results of the best cuboids, differentiated by exposure 
strategy 

Exposure strategy Mean width in µm Standard deviation in µm 

Outer contour 138.7 25.0 

Outer contour double 139.0 25.6 

Inner contour 

Double contour 

139.5 

139.3 

26.9 

25.5 

 
The mean values of the wall thickness of the selected 

cuboids, differentiated by atmospheric conditions are shown in 
table 6. It is displayed, that the addition of hydrogen in the inert 
gas decreased the width by 20.3 % and the standard deviation 
by 20.6 %. There is an influence of the build plate temperature, 
but it is not systematic. 

Table 6. Averaged results of the best cuboids, differentiated by atmospheric 
condition 

Block Mean width in µm Standard deviation in µm 

I (Ar – 40 °C) 148.9 27.9 

II (Ar – 200 °C) 160.8 29.5 

III (H2 – 40 °C) 

IV (H2 – 200 °C) 

119.7 

127.2 

23.3 

22.3 

3.2. Results of the second investigation  

The following results display the influence of the build plate 
preheating temperature, the hatching strategy and the hydrogen 
addition in the inert gas on the relative density on solid cubes. 
Figure 4 displays the analyzed cross sections as examples with 
two different relative densities. These cubes were fabricated 
with identical parameters except for scanning speed. 

 

           

Fig. 4. Cross sections of cubes (H2, 200 °C, 75 W and 45 µm chess hatching). 
Left 99.86 % (400 mm/s) and right 98,99 % (450mm/s) relative density  

Table 7 shows the mean relative densities of the cubes 
differentiated by build plate preheating. The difference in 
median is below the standard deviation, thus negligibly small. 
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Too thick structure 

2000 µm 2000 µm 
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Table 7. Averaged results of the cubes, differentiated by heating temperature 

Parameter Rel. density at 40 °C in % Rel. density at 200 °C in % 

I 

II 

III 

IV 

V 

VI 

99.84 

99.70 

99.53 

99.57 

99.91 

99.65 

99.91 

99.85 

99.76 

99.64 

99.88 

99.80 

VII 

VIII 

99.52 

99.61 

99.35 

99.60 

IX 99.75 99.65 

Median 99.67 99.72 

Std. deviation 0.13 0.17 

 
The influence of the hatching strategy is displayed in table 8. 

The mean values over all samples show a difference in 0.25 % 
density and the standard deviation is reduced by a factor of 4. 

Table 8. Averaged results of the cubes, differentiated by hatching strategy 

Parameter Rel. density with chess 
hatching in % 

Rel. density with line 
hatching in % 

I 

II 

III 

IV 

V 

VI 

99.86 

99.67 

99.51 

99.42 

99.89 

99.63 

99.88 

99.88 

99.78 

99.79 

99.91 

99.83 

VII 

VIII 

99.04 

99.49 

99.84 

99.73 

IX 99.61 99.75 

Median 99.57 99.82 

Std. deviation 0.24 0.06 

 
The table 9 shows the results differentiated by inert gas. It is 

shown that the difference in density is below the standard 
deviation and therefore the hydrogen shows no significate 
influence on mean value. However, eight of the ten specimen 
with the highest density are fabricated with hydrogen. 

Table 9. Averaged results of the cubes, differentiated by inert gas 

Parameter Rel. density Ar in % Rel. density H2 in % 

I 

II 

III 

IV 

V 

VI 

99.86 

99.74 

99.57 

99.63 

99.85 

99.70 

99.89 

99.82 

99.73 

99.58 

99.94 

99.75 

VII 

VIII 

99.44 

99.62 

99.43 

99.60 

IX 99.69 99.69 

Median 99.68 99.71 

Std. deviation 0.12 0.15 

4. Conclusion 

This investigation shows the influence of a 2 % hydrogen 
addition in a pure argon inert gas on the production of hollow 
cuboids and solid cubes in the PBF-LB with the magnesium 
alloy WE43. The first investigation determined the influence of 
the inert gas on single track structures in hollow cuboids. 
Different laser exposure strategies were applied but no impact 
occurred. A decrease of 20.3 % in structure width and a 20.6 % 
decrease in the associated standard deviation was shown, due 
to the addition of hydrogen in the inert gas. Which is a 
significate improvement and shows the potential of the 
research in atmospheric parameters in the PBF-LB process. 

The second investigation carried out a series of experiments 
to determine the influence of the inert gas on the relative 
density of solid cubes. The admixture of hydrogen and the build 
plate preheating showed no significate influence in terms of 
mean values of the density. Nevertheless, eight out of the best 
ten results were fabricated with hydrogen and five of these 
eight were fabricated with 200 °C plate temperature. It is 
shown that the line hatching improves the density and 
significantly reduces the standard deviation. It is suspected that 
there will be a noticeable difference in a wider process 
parameter interval, due to the major improvements in the first 
investigation.  

The next steps will be a series of investigations to determine 
if the hydrogen addition causes a shift of optimal process 
parameters of the relative density. This should improve the 
robustness of the process and increase the volume generation 
rate. The influence on surface roughness of the generated 
geometries, the microstructure of the building specimen and the 
tensile properties should be determined.  
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

 

Laser Powder Bed Fusion (LPBF) is widely considered a key enabling technology of the future. In order to realize its full potential, however, 
reproducibility and in-process quality inspection capabilities have to meet industrial requirements. The application of novel sensor technologies 
such as hyperspectral cameras and intelligent data evaluation methods like machine learning models will allow more reliable manufacturing 
processes. 
This article discusses the value of snapshot hyperspectral imaging as a means to predict process states and defects with the help of machine 
learning algorithms. The imaging technology is presented and its characteristic advantage of providing spectral as well as spatial resolution is 
weighed against the drawbacks of low temporal resolution and reduced spatial resolution. Besides, different methods and configurations for in- 
process data acquisition and subsequent data labeling are explained. Finally, the utilization of this monitoring approach to the LPBF-processing 
of magnesium alloys is discussed and results are presented. 
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1. Introduction 

 
The technological benefits of Laser Powder Bed Fusion (LPBF, 
also Metal PBF-LB) have sparked bold visions of a future 
without conventional manufacturing. Although this is 
exaggerated, the technology does hold tremendous potential 
especially for lightweight applications or biomedical implants. 
The complexity of the process along with the completely 
different nature of crystal structure formation compared to 
traditional forging or casting techniques, however, still pose a 
significant challenge in terms of reproducibility and quality 
assurance [1]. 

In-process quality assurance approaches aim to monitor 
process quality on-line during the process. There are two ways 
to integrate the sensor into the machine setup: on-axially (also 
called co-axially) or off-axially. The on-axis approach is suited 
for high-frequency observation of the melt pool that allows 

closed-loop control of laser parameters. The off-axis approach, 
on the other hand, makes it possible to monitor the entire build 
platform and thus allows geometry-based analysis. 
Spatially integrated on-axis sensors like photodiodes or 
pyrometers are the most widely adapted monitoring tools on the 
market [2]. Reference signals are gathered for certain parts and 
materials and compared to the signals measured in the process 
at hand. Besides, spatially resolved sensors like high- speed or 
bolometric cameras have been applied as well, both on- and off-
axially [3, 4]. The process emissions could be linked to material 
properties and pore formation. There are yet other approaches 
providing spectral information about the process zone [5], but 
sacrificing temporal and spatial information. 
This article presents a further approach for powder bed 
monitoring using a sensor that combines both spatial and 
spectral resolution in what is called snapshot hyperspectral 
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also Metal PBF-LB) have sparked bold visions of a future 
without conventional manufacturing. Although this is 
exaggerated, the technology does hold tremendous potential 
especially for lightweight applications or biomedical implants. 
The complexity of the process along with the completely 
different nature of crystal structure formation compared to 
traditional forging or casting techniques, however, still pose a 
significant challenge in terms of reproducibility and quality 
assurance [1]. 

In-process quality assurance approaches aim to monitor 
process quality on-line during the process. There are two ways 
to integrate the sensor into the machine setup: on-axially (also 
called co-axially) or off-axially. The on-axis approach is suited 
for high-frequency observation of the melt pool that allows 

closed-loop control of laser parameters. The off-axis approach, 
on the other hand, makes it possible to monitor the entire build 
platform and thus allows geometry-based analysis. 
Spatially integrated on-axis sensors like photodiodes or 
pyrometers are the most widely adapted monitoring tools on the 
market [2]. Reference signals are gathered for certain parts and 
materials and compared to the signals measured in the process 
at hand. Besides, spatially resolved sensors like high- speed or 
bolometric cameras have been applied as well, both on- and off-
axially [3, 4]. The process emissions could be linked to material 
properties and pore formation. There are yet other approaches 
providing spectral information about the process zone [5], but 
sacrificing temporal and spatial information. 
This article presents a further approach for powder bed 
monitoring using a sensor that combines both spatial and 
spectral resolution in what is called snapshot hyperspectral 
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imaging. The sensor specifications are explained in section 2 
along with characteristic benefits and drawbacks. Section 3 
describes the integration of the camera into the LPBF process 
and section 4 provides insight into how to evaluate the data 
using methods of machine learning as has been used already in 
LPBF for conventional cameras [6]. The conclusion finally 
gives an evaluation of the findings and the potential benefits of 
future application of this monitoring technique. 

 
2. Snapshot hyperspectral imaging 

 
Table 1 gives an overview of the most important features that 
the camera used in this work offers. Each pixel is coated with 
one of 25 different Fabry-Pérot interference filters that each has 
a different spectral transmittance. Each spectral transmittance 
peak is accompanied by a second harmonic, necessitating the 
use of spectral filters. In this work, an 875 nm shortpass filter 
was used to protect the camera from direct reflections of the 
laser light at 1070 nm. The 25 spectral bands therefore lie 
between 600 and 875 nm. 
The Fabry-Pérot filters are spread over the CMOS sensor in   5 
x 5 patterns, also called mosaics, resulting in a resolution of 
409 x 217 x 25 channels from the initial 2048 x 1088 pixels. 
Fig. 1 illustrates the mosaics on the CMOS sensor chip. The 
height of the Fabry-Pérot interference filters correlates with the 
wavelength they are transmissive to. 

 
Table 1. Overview of camera characteristics. 

 

Specification Ximea MQO22HG-IM-SM5X5-NIR 

Resolution Original: 2048 x 1088 Spatial: 409 x 217 

Spectral range 600 – 975 nm; 25 bands 
Sensor 2/3” CMOS 
Frame rate 170 fps at full resolution 
Dimensions 26 x 26 x 31 mm3 

Weight 32g 

 
 

 
Fig. 1. Illustration of CMOS sensor chip with 5 x 5 mosaic patterns of Fabry- 

Pérot filters. 
 

This configuration is prone to noise from crosstalk induced by 
non-parallel light beams. Further noise is caused by dark 
current, vignetting effects as well as chromatic aberration of the 
optical setup. Besides, the sensitivity in one pixel is not 

confined to one narrow wavelength band around the peak, but 
has several minor peaks at other wavelengths. This latter effect 
can be accounted for by a so-called correction matrix. 
The major benefit of this sensor technology, namely the 
combination of spectral as well as spatial resolution, comes with 
certain costs: comprehensive correction/calibration, reduced 
spatial and temporal resolution when compared to high-speed 
cameras and reduced spectral resolution when compared to 
spectrometers. Table 2 lists the advantages and drawbacks of 
different sensor technology that has been used for process 
monitoring in Laser Powder Bed Fusion. Snapshot 
hyperspectral imaging fulfills a niche whose potential shall be 
discussed in the remainder of this article. 

 
Table 2. Overview of sensor technology for LPBF process monitoring. 

 

Sensor Advantage Drawback 

Photodiode +High temporal resolution 

+Little data size 

+Easy to integrate 

+High spatial resolution 

+High temporal resolution 

+LWIR-sensitivity 

+Good spatial resolution 

+Excellent spectral and 
good temporal resolution 

 

+Good spatial and 
spectral resolution 

-No spatial resolution 

-No spectral resolution 
 

High-speed 
camera 

-Low cost 

-Amount of data 

-No spectral resolution 

Bolometer 

Camera 

Spectrometer 

 
 

Snapshot 
hyperspectral 
camera 

-Low Temporal resolution 

-Require specialized optics 

-No spatial resolution 

-Prone to chromatic 
aberrations 

-Correction/Calibration 
necessary 

-Amount of data 

 
 

3. LPBF process and sensor integration 
 

The laser melting experiments were done using the magnesium 
alloy WE43 as powder material. The main characteristics of the 
powder are shown in table 3. The alloy contains rare-earth 
elements and its main application area are biomedical implants. 
The build platform consisted of the magnesium alloy AZ31 
substrate with a diameter of 50 mm. 

 
Table 3. Powder properties. 

 

Powder material: magnesium alloy WE43 Measurement 
technique 

  EDX 
Composition Mg: 92.2; Y: 4.3; Nd: 3.4 (in wt.%)  

Particle size 
distribution 

D10: 13.6; D50: 31.4; 

D90: 58.5 (in µm) 

 
Dynamic 

Particle Image 
Analysis Sphericity SHP < 0.8: 15.3 %; SHP < 0.9: 53.1 % 

Hausner 
ratio 1.26 ISO 3953 

H2O-content 0.05 % Karl Fischer 
Titration 

 
The hyperspectral camera was integrated into a laboratory 
LPBF machine setup, as can be seen in Fig. 2 (a). The 
objective’s working distance is fixed at 190 mm, the 
magnification 1,0x and its field of view (FOV) thus 

N. Gerdes / Procedia CIRP 00 (2020) 000–000 3 

corresponding to the sensor size. Fig. 2 (b) shows the 
orientation of the manufactured part on the build platform. One 
rectangular layer was built with the dimensions 14 x 10 mm2 

with the camera’s FOV in the center with dimensions of 10 x 6 
mm2. This way, a maximum number of frames is collected from 
the center of the scan vectors. 

Table 4. Laser process parameters. 

a b 
 
 
 
 

4. Data evaluation 
 

 
 
 

Fig. 2. (a) Laboratory machine setup with off-axis camera integration; 
(b) magnesium AZ31 substrate with laser melted part and field of view of 

the camera. 
 

For data acquisition, a script was programmed to only save 
images during laser exposure in the FOV. To improve data 
handling, the saved images were post-processed directly after 
exposure of the layer was done. The 2048 x 1088 images were 
reduced to 100 x 100 images by determining the original 
image’s maximum pixel value and defining it as the center. The 
cropping was then done such that the spectral bands’ pixel 
locations were identical for each post-processed frame. 
Fig. 3 shows an example of a post-processed image during laser 
melting of WE43 powder. The 100 x 100 image is converted 
into a 20 x 20 image with 25 different spectral bands. The peaks 
of the 25 spectral bands lie between 600 and 875 nm, with a 
FWHM between 3 and 12 nm. The exposure time of the camera 
was set to 4 ms for the entirety of the experiments. 

 

 
Fig. 3. Example of image acquired during laser melting of WE43 powder. 

The 100 x 100 image is converted into a 20 x 20 image with 25 channels. The 
colorbar shows gray values from 0 – 255. 

 
In order to determine suitable laser process parameters, 
reference values were taken from literature [7]. All parameters 
except laser power and scan speed were kept constant. These 
parameters and the corresponding values are listed in table 4. 

The target value of the investigations was the surface roughness 
of additively manufactured WE43 alloy. In order to keep 
ambient conditions as reproducible as possible, only one layer 
was manufactured while the process was monitored with the 
hyperspectral camera. Three parameter combinations of laser 
power and scan speed were selected from literature [7]. One 
was reported to lead to dense parts and good reproducibility (50 
W; 75 mm/s), one to  too  much  energy  input  (50  W;  40 
mm/s) and the final one to too little energy input (20 W;  75 
mm/s). For every parameter set, two samples were 
manufactured and its roughness was determined. Table 5 
presents an overview of the samples, the roughness Rz and the 
number of frames acquired from that sample. 

 
 

Table 5. Overview of samples processed and monitored. 
 

Sample Laser Power; Scan Speed Roughness Rz 
[µm] 

Number of 
frames 

1. 50 W; 75 mm/s 30.5 3581 

2. 50 W; 75 mm/s 31.0 3607 
3. 50 W; 40 mm/s 28.6 6644 
4. 50 W; 40 mm/s 43.4 6678 

5. 20 W; 75 mm/s 69.1 802 

6. 20 W; 75 mm/s 70.0 2788 

 
 
 

The roughness Rz was measured according to DIN EN ISO 
4288 using a Keyence VK X1050 confocal microscope. The 
cut-off wavelengths λc and λs were set to 2.5 mm and 8 µm, 
respectively. The measuring section ln was therefore 12.5 mm 
long. Fig. 4 shows the confocal image of the first sample and 
the location of five measuring sections that all lie in the FOV 
of the camera. The average of the five roughness values was 
taken as the final value that was used as a label for all the 
camera images taken at the respective sample. The exact same 
procedure was repeated for all six samples. 

Process Parameter Value 

Laser type CW fibre laser, 1070 nm 

Laser spot size 19 µm 

Hatch distance 10 µm 

Scan pattern Stripe pattern 

Blade type Carbon fibre 

Atmosphere Ar with crossjet; < 1000 ppm O2 

Layer thickness 40 µm 
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imaging. The sensor specifications are explained in section 2 
along with characteristic benefits and drawbacks. Section 3 
describes the integration of the camera into the LPBF process 
and section 4 provides insight into how to evaluate the data 
using methods of machine learning as has been used already in 
LPBF for conventional cameras [6]. The conclusion finally 
gives an evaluation of the findings and the potential benefits of 
future application of this monitoring technique. 

 
2. Snapshot hyperspectral imaging 

 
Table 1 gives an overview of the most important features that 
the camera used in this work offers. Each pixel is coated with 
one of 25 different Fabry-Pérot interference filters that each has 
a different spectral transmittance. Each spectral transmittance 
peak is accompanied by a second harmonic, necessitating the 
use of spectral filters. In this work, an 875 nm shortpass filter 
was used to protect the camera from direct reflections of the 
laser light at 1070 nm. The 25 spectral bands therefore lie 
between 600 and 875 nm. 
The Fabry-Pérot filters are spread over the CMOS sensor in   5 
x 5 patterns, also called mosaics, resulting in a resolution of 
409 x 217 x 25 channels from the initial 2048 x 1088 pixels. 
Fig. 1 illustrates the mosaics on the CMOS sensor chip. The 
height of the Fabry-Pérot interference filters correlates with the 
wavelength they are transmissive to. 

 
Table 1. Overview of camera characteristics. 

 

Specification Ximea MQO22HG-IM-SM5X5-NIR 

Resolution Original: 2048 x 1088 Spatial: 409 x 217 

Spectral range 600 – 975 nm; 25 bands 
Sensor 2/3” CMOS 
Frame rate 170 fps at full resolution 
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Fig. 1. Illustration of CMOS sensor chip with 5 x 5 mosaic patterns of Fabry- 

Pérot filters. 
 

This configuration is prone to noise from crosstalk induced by 
non-parallel light beams. Further noise is caused by dark 
current, vignetting effects as well as chromatic aberration of the 
optical setup. Besides, the sensitivity in one pixel is not 

confined to one narrow wavelength band around the peak, but 
has several minor peaks at other wavelengths. This latter effect 
can be accounted for by a so-called correction matrix. 
The major benefit of this sensor technology, namely the 
combination of spectral as well as spatial resolution, comes with 
certain costs: comprehensive correction/calibration, reduced 
spatial and temporal resolution when compared to high-speed 
cameras and reduced spectral resolution when compared to 
spectrometers. Table 2 lists the advantages and drawbacks of 
different sensor technology that has been used for process 
monitoring in Laser Powder Bed Fusion. Snapshot 
hyperspectral imaging fulfills a niche whose potential shall be 
discussed in the remainder of this article. 

 
Table 2. Overview of sensor technology for LPBF process monitoring. 
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+Little data size 

+Easy to integrate 
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-Amount of data 
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The laser melting experiments were done using the magnesium 
alloy WE43 as powder material. The main characteristics of the 
powder are shown in table 3. The alloy contains rare-earth 
elements and its main application area are biomedical implants. 
The build platform consisted of the magnesium alloy AZ31 
substrate with a diameter of 50 mm. 

 
Table 3. Powder properties. 

 

Powder material: magnesium alloy WE43 Measurement 
technique 

  EDX 
Composition Mg: 92.2; Y: 4.3; Nd: 3.4 (in wt.%)  

Particle size 
distribution 
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D90: 58.5 (in µm) 

 
Dynamic 
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Analysis Sphericity SHP < 0.8: 15.3 %; SHP < 0.9: 53.1 % 
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The hyperspectral camera was integrated into a laboratory 
LPBF machine setup, as can be seen in Fig. 2 (a). The 
objective’s working distance is fixed at 190 mm, the 
magnification 1,0x and its field of view (FOV) thus 

N. Gerdes / Procedia CIRP 00 (2020) 000–000 3 

corresponding to the sensor size. Fig. 2 (b) shows the 
orientation of the manufactured part on the build platform. One 
rectangular layer was built with the dimensions 14 x 10 mm2 

with the camera’s FOV in the center with dimensions of 10 x 6 
mm2. This way, a maximum number of frames is collected from 
the center of the scan vectors. 

Table 4. Laser process parameters. 

a b 
 
 
 
 

4. Data evaluation 
 

 
 
 

Fig. 2. (a) Laboratory machine setup with off-axis camera integration; 
(b) magnesium AZ31 substrate with laser melted part and field of view of 

the camera. 
 

For data acquisition, a script was programmed to only save 
images during laser exposure in the FOV. To improve data 
handling, the saved images were post-processed directly after 
exposure of the layer was done. The 2048 x 1088 images were 
reduced to 100 x 100 images by determining the original 
image’s maximum pixel value and defining it as the center. The 
cropping was then done such that the spectral bands’ pixel 
locations were identical for each post-processed frame. 
Fig. 3 shows an example of a post-processed image during laser 
melting of WE43 powder. The 100 x 100 image is converted 
into a 20 x 20 image with 25 different spectral bands. The peaks 
of the 25 spectral bands lie between 600 and 875 nm, with a 
FWHM between 3 and 12 nm. The exposure time of the camera 
was set to 4 ms for the entirety of the experiments. 

 

 
Fig. 3. Example of image acquired during laser melting of WE43 powder. 

The 100 x 100 image is converted into a 20 x 20 image with 25 channels. The 
colorbar shows gray values from 0 – 255. 

 
In order to determine suitable laser process parameters, 
reference values were taken from literature [7]. All parameters 
except laser power and scan speed were kept constant. These 
parameters and the corresponding values are listed in table 4. 

The target value of the investigations was the surface roughness 
of additively manufactured WE43 alloy. In order to keep 
ambient conditions as reproducible as possible, only one layer 
was manufactured while the process was monitored with the 
hyperspectral camera. Three parameter combinations of laser 
power and scan speed were selected from literature [7]. One 
was reported to lead to dense parts and good reproducibility (50 
W; 75 mm/s), one to  too  much  energy  input  (50  W;  40 
mm/s) and the final one to too little energy input (20 W;  75 
mm/s). For every parameter set, two samples were 
manufactured and its roughness was determined. Table 5 
presents an overview of the samples, the roughness Rz and the 
number of frames acquired from that sample. 

 
 

Table 5. Overview of samples processed and monitored. 
 

Sample Laser Power; Scan Speed Roughness Rz 
[µm] 

Number of 
frames 

1. 50 W; 75 mm/s 30.5 3581 

2. 50 W; 75 mm/s 31.0 3607 
3. 50 W; 40 mm/s 28.6 6644 
4. 50 W; 40 mm/s 43.4 6678 

5. 20 W; 75 mm/s 69.1 802 

6. 20 W; 75 mm/s 70.0 2788 

 
 
 

The roughness Rz was measured according to DIN EN ISO 
4288 using a Keyence VK X1050 confocal microscope. The 
cut-off wavelengths λc and λs were set to 2.5 mm and 8 µm, 
respectively. The measuring section ln was therefore 12.5 mm 
long. Fig. 4 shows the confocal image of the first sample and 
the location of five measuring sections that all lie in the FOV 
of the camera. The average of the five roughness values was 
taken as the final value that was used as a label for all the 
camera images taken at the respective sample. The exact same 
procedure was repeated for all six samples. 

Process Parameter Value 

Laser type CW fibre laser, 1070 nm 

Laser spot size 19 µm 

Hatch distance 10 µm 

Scan pattern Stripe pattern 

Blade type Carbon fibre 

Atmosphere Ar with crossjet; < 1000 ppm O2 

Layer thickness 40 µm 
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Fig. 5. Evolution of mean absolute error for training and validation set 
during training of the CNN. 

 
5. Conclusion 

 

 
Fig. 4. Image of first WE 43 sample taken with a confocal microscope. 

The roughness Rz was determined at five measuring sections. 
 

To predict the roughness from a hyperspectral image of the 
process zone, a simple convolutional neural network (CNN) 
was designed and trained with the labeled images. The open 
source machine learning framework Keras was used to set up 
the network architecture shown in table 6. The table shows how 
the data from the input images is processed and passed through 
the layers of the neural network. The images have a large 
number of channels (25), but are otherwise very small (20 x 
20), which is why no max-pooling layers were applied. Of the 
data available, 60 % served as training set, 20 % as validation 
set and another 20 % as test set data. 

 
Table 6. Network topology of CNN designed to predict roughness Rz. 

 

Layer Output Shape Trainable 
Parameters 

1. Input images 20 x 20 x 25 0 

2. Conv-2D-layer 18 x 18 x 32 7,232 

3. Conv-2D-layer 

4. Conv-2D-layer 

5. Conv-2D-layer 

6. Flatten 

16 x 16 x 64 

14 x 14 x 128 

12 x 12 x 128 

18432 

18,496 

73,856 

147,584 

0 

7. Dropout (rate = 0.4) 18432 0 

8. Dense-layer 32 589,856 

9. Dense-layer 1 33 

 
The metric to be optimized was chosen to be mean absolute 
error (MAE). The deviation between predicted and actual 
surface roughness shall thus be minimized. Fig. 5 shows the 
evolution of the metric during training for the training and 
validation data sets. Even though a dropout layer with a dropout 
rate of 0.4 was implemented, a slight overfitting can be 
observed towards the end of the training process. 
The final mean absolute error of the roughness Rz that was 
achieved for the test data set was 2.1 µm. For the smallest 
roughness measured, 28.6 µm, this corresponds to a deviation 
of 7.3 %. 

Snapshot hyperspectral imaging is a novel sensor technology 
with characteristic advantages (combination of spatial and 
spectral resolution) and drawbacks (data handling and low 
temporal resolution). The first results show that it has potential 
for beneficial use in process monitoring of laser powder bed 
fusion, since the surface roughness Rz of additively 
manufactured magnesium alloy WE43 could be predicted 
within a reasonable error range of at most 7.3 % using 
convolutional neural networks. 
Due to the small number of samples manufactured, these results 
should be regarded preliminary. Investigations with larger 
sample numbers are necessary to validate the findings 
statistically. 
To further improve monitoring with this sensor technology in 
the future, the laser scanner mirror position shall be correlated 
with the acquired images, spectral correction algorithms shall 
be enhanced and further network topologies shall be applied to 
the data. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

In the present work, the thermal history influence on Inconel 718 thin-wall structures fabricated by wire-based Laser Metal Deposition (LMD-
w) was analyzed. To perform the depositions, a novel processing head with wire force and gas nozzle temperature monitoring was employed. 
Based on the thermal radiation a temperature threshold for a stable process could be defined. General process trends and typical defects as cracks, 
pores and lack of fusion are also discussed. Additionally, Scanning Electron Microscope (SEM) images and Energy Dispersive Spectroscopy 
(EDS) were employed to verify the influences of different cooling rates and the deposition strategy on the microstructure. Finally, to verify the 
resulting mechanical properties, hardness measurements were performed on each sample. It was found that, for thin-wall fabrication by LMD-w, 
heat accumulation can adversely affect the build-up. Therefore, cooling of interlayers is suggested as a strategy to mitigate such a problem. 
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1. Introduction 

In view of the increasingly pronounced demand in the 
aerospace industry for a more sustainable footprint, 
manufacturing processes capable of reducing material waste 
are required, particularly in the production of components and 
spare parts for gas turbines. In this context, the machining of 
superalloys for high performance applications remains a 
technological challenge due to the inherent high temperature 
stresses within the manufactured specimen, which can lead to 
premature tool wear and increased machining costs. [1]. 

 
     Within the last five years, both industry and science have 
shown an increased interest in Additive Manufacturing (AM) 
processes. This is mainly due to its potential for the fabrication 
of complex geometries, short product lead time and design 
freedom [2]. 

      One of the possibilities for repair and fabrication of 
aerospace components is the wire-based Laser Metal 
Deposition (LMD-w) process, classified under the physical 
principle of Directed Energy Deposition (DED) [3]. In the 
LMD-w process, a laser beam is used as a heat source to 
continuously melt wire feedstock material into a melt pool. Due 
to the high-cooling rate weld beads can be deposited. 
Furthermore it is possible built complex structures by the 
subsequent deposition of beads in a layer-wise manner [4]. 
  
       The advantages of using wire as feeding material include 
benefits of an established supply chain for welding equipment 
as well as the contamination-free handling of the filler material. 
Furthermore, Arrizubieta et al. observed that for geometrically 
simple components, the LMD-w process has an advantage 
against the powder based LMD process when higher deposition 
rates are required for the repair or manufacture of bigger parts 
[5]. 
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pores and lack of fusion are also discussed. Additionally, Scanning Electron Microscope (SEM) images and Energy Dispersive Spectroscopy 
(EDS) were employed to verify the influences of different cooling rates and the deposition strategy on the microstructure. Finally, to verify the 
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1. Introduction 

In view of the increasingly pronounced demand in the 
aerospace industry for a more sustainable footprint, 
manufacturing processes capable of reducing material waste 
are required, particularly in the production of components and 
spare parts for gas turbines. In this context, the machining of 
superalloys for high performance applications remains a 
technological challenge due to the inherent high temperature 
stresses within the manufactured specimen, which can lead to 
premature tool wear and increased machining costs. [1]. 

 
     Within the last five years, both industry and science have 
shown an increased interest in Additive Manufacturing (AM) 
processes. This is mainly due to its potential for the fabrication 
of complex geometries, short product lead time and design 
freedom [2]. 

      One of the possibilities for repair and fabrication of 
aerospace components is the wire-based Laser Metal 
Deposition (LMD-w) process, classified under the physical 
principle of Directed Energy Deposition (DED) [3]. In the 
LMD-w process, a laser beam is used as a heat source to 
continuously melt wire feedstock material into a melt pool. Due 
to the high-cooling rate weld beads can be deposited. 
Furthermore it is possible built complex structures by the 
subsequent deposition of beads in a layer-wise manner [4]. 
  
       The advantages of using wire as feeding material include 
benefits of an established supply chain for welding equipment 
as well as the contamination-free handling of the filler material. 
Furthermore, Arrizubieta et al. observed that for geometrically 
simple components, the LMD-w process has an advantage 
against the powder based LMD process when higher deposition 
rates are required for the repair or manufacture of bigger parts 
[5]. 
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     However, the LMD-w technology has also got some 
drawbacks. The process is sensitive to the wire position and 
orientation relative to the melt pool [6]. In addition, high 
throughput deposition is often limited by considerable heat 
accumulation, insufficient surface quality and a coarse 
solidification structure. [7].   

In the existing literature, the influence of several cooling 
regimes on LMD-w thin-walled deposits and the associated 
feasibility problems in the application of constant process 
parameters such as grain formation and the formation of a 
unidirectional microstructure are recognized. [8]. Furthermore, 
crack formation, part distortion and residual stresses are 
intrinsically connected with the heat input in the process. Due 
to the small laser spot size the heat input of the LMD-w process 
is rather low compared to the WAAM process. Despite those 
advantages, there are still challenges with the LMD-w process. 
Froend et al. have observed macroscopic crack formation while 
they were setting up thin-walled structures [9].  

Therefore the mechanisms and the influences of the building 
strategy, regarding the thermal history, in parts fabricated by 
LMD-w are yet not fully understood. Also, to increase the 
industrial readiness level of the LMD-w technology it is 
important to adapt the manufacturing strategy and process 
parameters to local instabilities [10]. In order to understand the 
influences of the temperature on thin walled structures two 
different approaches are compared within this publication. 
Based on these results it is possible to set up specific process 
strategies regarding the resulting microstructure and defects for 
the manufacturing of thin-walled structures with the LMD-w 
process. 

2. Experimental Setup 

To perform the thin-wall depositions, the recently developed 
laser processing head LMD-W-20-L (see Fig. 1A) was used 
[11]. The modular design utilizes commercially available 
optical components and wire feeding systems. In the actual 
configuration, the relative position of the optical system (OTS 
5, Laserline) and the Wire Feeding System (MF1 30, Abicor 
Binzel) have some degree of freedom and can be adjusted 
according to the process requirements. Such an adjustment is 
conducted with the support of a coaxial camera image (see Fig. 
1C). The wire is fed laterally at 20° relative to the beam central 

axis. For the conducted experiments the distance of the solid 
wire to the center of the laser beam was 0.63 mm (Fig. 1B). 

Additionally, the LMD-W-20-L is equipped with the following 
sensors: Wire force (strain-gage concept), wire contact tip 
temperature (thermocouple), shielding gas flow and laser 
activation. The sensor data is acquired and the process can be 
monitored online. In order to avoid peripherals damage the 
process can be stopped manually, whenever the force on the 
wire or the temperature on the contact tip are above a certain 
threshold. 

Further equipment in the experimental setup included a 
continuous-wave multimode diode laser source (LDF 4500-30 
VGP, Laserline) with nominal power up to 4,5 kW within the 
experiments the wavelengths: 940 nm, 980 nm, 1020nm and 
1064 nm were used.  

The motion was provided by a Cartesian machine, 
controlled via numerical control (NC) (840D, Siemens). Argon 
4.6 (purity 99.996 vol. %) was used as shielding gas. For 
convenient process parameters, a process window, based on a 
full factorial design of experiments, i.e. based on different 
machine feeding rates and laser power, was examined in 
advance. Within the setup the ratio of machine and wire-
feedrate was kept constant at 1.1. Unsuitable process 
parameters were identified on the basis of the occurrence of 
smoke trails, waviness structure, macroscopic pores and cracks 
or the formation of droplets (Table 1). A laser beam, with a 
non-real Gaussian beam distribution and a 1.9 mm spot size 
was used. The Intensity I in the process zone can be expressed 
by Eq. (1) [7]. 

 
𝐼𝐼𝐼𝐼 = 𝑃𝑃𝑃𝑃𝐿𝐿𝐿𝐿/𝐴𝐴𝐴𝐴                                                (1) 

 
PL is the laser power and A is the laser beam focal spot area.  

 Table 1. LMD-w process parameters 

Parameter Value 

Laser Power (PL) [W] 1200 

Travel Speed [mm/min]  900 

Wire Speed [mm/min] 990 

Shielding Gas Flow Rate [l/min] 20 

Irradiance [W/mm²] 199.57 

Focal spot area (A) [mm²] 6.01 

 
For the LMD-w process Inconel 718 wire (diameter of 1.2 

mm) was used as a feedstock and S355J2+N Steel was used as 
a substrate.  

Table 2. Typical chemical composition of Inconel 718 wire (EN 2.4668). 

Element Ni Cr Fe Nb Mo Ti 

Percentage by weight (wt %) 54 18 18 5 3 1 

 
 
 
 

Fig. 1. A- LMD-W-20-L processing head. B- Wire nozzle for lateral feeding 
and shielding gas nozzle. C- Wire-beam adjustment by coaxial camera. 
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To better understand the effect of the heat input and thermal 
history in the overall LMD-w process stability, thin-wall 
structures were manufactured using two build-up strategies:  

• Beads deposited subsequently, without cooling step 
between layers (Strategy 1)  

• Interlayer cooling: The temperature of the structure was 
reduced to 21 ° prior of the deposition, by the usage of 
compressed air (Strategy 2). To ensure comparable 
cladding conditions the temperature was measured with 
a thermocouple before each step. 

The height difference of each toolpath layer was established as 
0.65 mm and kept constant throughout the depositions. 
   
Several thin walled structures were cladded with both 
strategies, within the paper the two (representative) specimen 
are compared, since both of them had the same process 
parameters and toolpath. In other samples, adjustments were 
made to the tool path planning and waiting times for melt pool 
formation, making a detailed comparison not feasible. 

To track the heat input evolution into the part in progress, 
both depositions strategies were recorded with an infrared 
thermal camera (FLIR S65, FLIR Systems). To calibrate the 
camera, the emission was determined in advance with the 
combined usage of a thermocouple and the camera. Thermal 
radiation was subsequently analyzed with the camera supplier 
software (ThermaCAM Researcher Pro 2.8, FLIR Systems). In 
order to examine the effects of the thermal radiation on the 
entire component, the evaluation was carried out with the 
frames that were recorded one second after deactivating the 
laser. The relevant parameters of the thermal camera are 
summarized in Table 3.  
 
   Table 3. Thermal camera parameters employed in the measurements 

Parameter Value 

Emissivity 
Spectral range [µm] 
Temperature range [°C] 
Resolution [pixel] 
Frequency [Hz] 

0.10 
7.5 - 13  

150 – 550 
640 x 480 

60 

 
The schematic of the overall experimental setup is shown in 
Fig. 2. 

After the deposition of thin-walled samples, three different 
cross-sections of each sample were prepared by conventional 
metallographic technique. The etching was performed with 160 
mL HNO3 and 6 mL HF per sample.   
     In the sequence, the samples were analyzed by optical light 
microscopy (Axio Imager 2, ZEISS). Scanning electron 
microscopy (SEM) (Neon 40 EsB, ZEISS) and energy 
dispersive X-ray spectrometry (EDS) (Inca, Oxford 
Instrument) were used for the microstructural analysis. 

Finally the micro hardness of each strategy was measured to 
correlate the effect of the different strategies to the mechanical 
properties. Hence, Vikers indentations with a contact time of 5 
s and applied load of 0.1 kg were performed (durometer M-
400-H, Akashi Corp.). The measurements were taken vertically 
on the wall, in the bottom-up direction (see Fig. 3). 

3. Results and Discussion 

  For the depositions without cooling (Strategy 1), the process 
was stable throughout seven layers (4.5 mm). In the eighth 
layer, an unstable process was observed, with a globular 
metallic transfer. This results in the formation of waves and 
droplets, which prevented further cladding progress (see Fig. 
3A).  
    The wall-like structures deposited with interlayer cooling 
(Strategy 2) did not present defects. Thus, a total of twenty 
layers (12.5 mm) were deposited by a stable process, but the 
second specimen has a strongly sloping contour towards the 
end of the clad, which is a result of a non-optimized G-Code 
(see Fig. 3B). Both specimens had an average width of 2.5 mm. 
Macroscopically visible pores or cracks, which indicate a 

crucial manufacturing failure, could not be detected on any 
manufactured specimen . 

Fig. 3. Inconel 718 thin-wall structures fabricated through LMD-w with different 
build-up strategies. Samples for metallographic analysis were taken along the 
dashed lines. The positions of the hardness measurements are indicated in the 

cross sections by dots. A - Without cooling stage between layers. B - Interlayer 
cooling through air forced convection. 

Fig. 2. Schematic of experimental apparatus. A - LMD-W-20-L processing 
head. B - Infrared camera. C - Deposited thin-wall structure. D - Clamping 
device. E - CNC working table. F- Compressed air for inter layer cooling 
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     However, the LMD-w technology has also got some 
drawbacks. The process is sensitive to the wire position and 
orientation relative to the melt pool [6]. In addition, high 
throughput deposition is often limited by considerable heat 
accumulation, insufficient surface quality and a coarse 
solidification structure. [7].   

In the existing literature, the influence of several cooling 
regimes on LMD-w thin-walled deposits and the associated 
feasibility problems in the application of constant process 
parameters such as grain formation and the formation of a 
unidirectional microstructure are recognized. [8]. Furthermore, 
crack formation, part distortion and residual stresses are 
intrinsically connected with the heat input in the process. Due 
to the small laser spot size the heat input of the LMD-w process 
is rather low compared to the WAAM process. Despite those 
advantages, there are still challenges with the LMD-w process. 
Froend et al. have observed macroscopic crack formation while 
they were setting up thin-walled structures [9].  

Therefore the mechanisms and the influences of the building 
strategy, regarding the thermal history, in parts fabricated by 
LMD-w are yet not fully understood. Also, to increase the 
industrial readiness level of the LMD-w technology it is 
important to adapt the manufacturing strategy and process 
parameters to local instabilities [10]. In order to understand the 
influences of the temperature on thin walled structures two 
different approaches are compared within this publication. 
Based on these results it is possible to set up specific process 
strategies regarding the resulting microstructure and defects for 
the manufacturing of thin-walled structures with the LMD-w 
process. 

2. Experimental Setup 

To perform the thin-wall depositions, the recently developed 
laser processing head LMD-W-20-L (see Fig. 1A) was used 
[11]. The modular design utilizes commercially available 
optical components and wire feeding systems. In the actual 
configuration, the relative position of the optical system (OTS 
5, Laserline) and the Wire Feeding System (MF1 30, Abicor 
Binzel) have some degree of freedom and can be adjusted 
according to the process requirements. Such an adjustment is 
conducted with the support of a coaxial camera image (see Fig. 
1C). The wire is fed laterally at 20° relative to the beam central 

axis. For the conducted experiments the distance of the solid 
wire to the center of the laser beam was 0.63 mm (Fig. 1B). 

Additionally, the LMD-W-20-L is equipped with the following 
sensors: Wire force (strain-gage concept), wire contact tip 
temperature (thermocouple), shielding gas flow and laser 
activation. The sensor data is acquired and the process can be 
monitored online. In order to avoid peripherals damage the 
process can be stopped manually, whenever the force on the 
wire or the temperature on the contact tip are above a certain 
threshold. 

Further equipment in the experimental setup included a 
continuous-wave multimode diode laser source (LDF 4500-30 
VGP, Laserline) with nominal power up to 4,5 kW within the 
experiments the wavelengths: 940 nm, 980 nm, 1020nm and 
1064 nm were used.  

The motion was provided by a Cartesian machine, 
controlled via numerical control (NC) (840D, Siemens). Argon 
4.6 (purity 99.996 vol. %) was used as shielding gas. For 
convenient process parameters, a process window, based on a 
full factorial design of experiments, i.e. based on different 
machine feeding rates and laser power, was examined in 
advance. Within the setup the ratio of machine and wire-
feedrate was kept constant at 1.1. Unsuitable process 
parameters were identified on the basis of the occurrence of 
smoke trails, waviness structure, macroscopic pores and cracks 
or the formation of droplets (Table 1). A laser beam, with a 
non-real Gaussian beam distribution and a 1.9 mm spot size 
was used. The Intensity I in the process zone can be expressed 
by Eq. (1) [7]. 

 
𝐼𝐼𝐼𝐼 = 𝑃𝑃𝑃𝑃𝐿𝐿𝐿𝐿/𝐴𝐴𝐴𝐴                                                (1) 

 
PL is the laser power and A is the laser beam focal spot area.  

 Table 1. LMD-w process parameters 

Parameter Value 

Laser Power (PL) [W] 1200 

Travel Speed [mm/min]  900 

Wire Speed [mm/min] 990 

Shielding Gas Flow Rate [l/min] 20 

Irradiance [W/mm²] 199.57 

Focal spot area (A) [mm²] 6.01 

 
For the LMD-w process Inconel 718 wire (diameter of 1.2 

mm) was used as a feedstock and S355J2+N Steel was used as 
a substrate.  

Table 2. Typical chemical composition of Inconel 718 wire (EN 2.4668). 

Element Ni Cr Fe Nb Mo Ti 

Percentage by weight (wt %) 54 18 18 5 3 1 

 
 
 
 

Fig. 1. A- LMD-W-20-L processing head. B- Wire nozzle for lateral feeding 
and shielding gas nozzle. C- Wire-beam adjustment by coaxial camera. 
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To better understand the effect of the heat input and thermal 
history in the overall LMD-w process stability, thin-wall 
structures were manufactured using two build-up strategies:  

• Beads deposited subsequently, without cooling step 
between layers (Strategy 1)  

• Interlayer cooling: The temperature of the structure was 
reduced to 21 ° prior of the deposition, by the usage of 
compressed air (Strategy 2). To ensure comparable 
cladding conditions the temperature was measured with 
a thermocouple before each step. 

The height difference of each toolpath layer was established as 
0.65 mm and kept constant throughout the depositions. 
   
Several thin walled structures were cladded with both 
strategies, within the paper the two (representative) specimen 
are compared, since both of them had the same process 
parameters and toolpath. In other samples, adjustments were 
made to the tool path planning and waiting times for melt pool 
formation, making a detailed comparison not feasible. 

To track the heat input evolution into the part in progress, 
both depositions strategies were recorded with an infrared 
thermal camera (FLIR S65, FLIR Systems). To calibrate the 
camera, the emission was determined in advance with the 
combined usage of a thermocouple and the camera. Thermal 
radiation was subsequently analyzed with the camera supplier 
software (ThermaCAM Researcher Pro 2.8, FLIR Systems). In 
order to examine the effects of the thermal radiation on the 
entire component, the evaluation was carried out with the 
frames that were recorded one second after deactivating the 
laser. The relevant parameters of the thermal camera are 
summarized in Table 3.  
 
   Table 3. Thermal camera parameters employed in the measurements 

Parameter Value 

Emissivity 
Spectral range [µm] 
Temperature range [°C] 
Resolution [pixel] 
Frequency [Hz] 

0.10 
7.5 - 13  

150 – 550 
640 x 480 

60 

 
The schematic of the overall experimental setup is shown in 
Fig. 2. 

After the deposition of thin-walled samples, three different 
cross-sections of each sample were prepared by conventional 
metallographic technique. The etching was performed with 160 
mL HNO3 and 6 mL HF per sample.   
     In the sequence, the samples were analyzed by optical light 
microscopy (Axio Imager 2, ZEISS). Scanning electron 
microscopy (SEM) (Neon 40 EsB, ZEISS) and energy 
dispersive X-ray spectrometry (EDS) (Inca, Oxford 
Instrument) were used for the microstructural analysis. 

Finally the micro hardness of each strategy was measured to 
correlate the effect of the different strategies to the mechanical 
properties. Hence, Vikers indentations with a contact time of 5 
s and applied load of 0.1 kg were performed (durometer M-
400-H, Akashi Corp.). The measurements were taken vertically 
on the wall, in the bottom-up direction (see Fig. 3). 

3. Results and Discussion 

  For the depositions without cooling (Strategy 1), the process 
was stable throughout seven layers (4.5 mm). In the eighth 
layer, an unstable process was observed, with a globular 
metallic transfer. This results in the formation of waves and 
droplets, which prevented further cladding progress (see Fig. 
3A).  
    The wall-like structures deposited with interlayer cooling 
(Strategy 2) did not present defects. Thus, a total of twenty 
layers (12.5 mm) were deposited by a stable process, but the 
second specimen has a strongly sloping contour towards the 
end of the clad, which is a result of a non-optimized G-Code 
(see Fig. 3B). Both specimens had an average width of 2.5 mm. 
Macroscopically visible pores or cracks, which indicate a 

crucial manufacturing failure, could not be detected on any 
manufactured specimen . 

Fig. 3. Inconel 718 thin-wall structures fabricated through LMD-w with different 
build-up strategies. Samples for metallographic analysis were taken along the 
dashed lines. The positions of the hardness measurements are indicated in the 

cross sections by dots. A - Without cooling stage between layers. B - Interlayer 
cooling through air forced convection. 

Fig. 2. Schematic of experimental apparatus. A - LMD-W-20-L processing 
head. B - Infrared camera. C - Deposited thin-wall structure. D - Clamping 
device. E - CNC working table. F- Compressed air for inter layer cooling 
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     The SEM images show a pore-free structure for both the 
processes (see Fig. 4A and Fig. 4C). Besides this, in both 
manufactured specimen no crack formation was detected. In 
addition, both samples contain a fine distribution of carbides, 
as can be expected for Inconel 718 (see Figure 4B and Figure 
4D). The microstructure of both specimens presents columnar 
grain growth, typical of high-cooling rate and unidirectional 
processes [12]. Therefore, it can be expected that the resulting 
manufacturing strategy of the thin-walled structures does not 
influence the microstructure in a critical aspect. Nevertheless, 
the formation of small oxide particles was observed for both 
strategies (see Fig. 4B and Fig. 4D). In order to overcome this 
issue, further adjustments regarding the shielding gas flow need 
to be considered.   

 
 To verify the resulting microstructure regarding its element 

distribution, an EDS analysis was performed on a small surface 
of a specimen fabricated with the second strategy (see Fig. 5). 
Inconel 718 has around 1% content of titanium (see Table 2), 
which rapidly reacts under oxygen presence [13]. Hence, the 
presence of oxygen and titanium indicates a surface oxidation. 
On the other hand, the presence of niobium and molybdenum 
are characteristic from the Inconel 718 alloy composition.  

It can be observed that there are small oxidized pores (< 100 
µm) in the sample. Therefore, it is necessary to make 
adjustments in the shielding gas supply to overcome these 
defects. 
    The thermal radiation distribution along the deposited layers, 
is shown in Fig. 6. The absence of a cooling stage between the 

different layers (Strategy 1) led to a gradual increase in the 
profile, as evidenced by the comparatively higher values of 
maximum of 203 °C in the first layer and 495 °C in the seventh 
layer. As a result of the excessive heat input the process failed 
and it was not possible to deposit further layers on the 
specimen, as depositions at high temperatures result in a poor 
surface quality and part distortion [8,14,15].    
     As for the usage of Strategy 2, the result is a uniform thermal 
radiation of the welding beads. The first cladded bead shows an 
increase of the temperature, based on the thermal radiation, at 
the end of each bead with maximum of 180 °C. The overall 
temperature, based on the thermal radiation, of the specimen, 
welded with strategy 2, remained continuously below 200 °C, 
even for the twentieth layer. This result indicates that above a 
certain height, there is steady heat flow, which could prevent 
the process stability and part fabrication of being affected by a 
three-dimensional heat conduction behavior [16]. However, it 
needs to be noted, that the melting pool emission changes 
abruptly during the solidification process and the transition 
time from liquid to a solid state is below 0.5 seconds [8]. 
Therefore it is not possible to make statements about the 
specific temperature within the melt pool, nor of the molten 
wire. Consequently, only statements about the temperature 

Fig. 4. SEM images from the cross-section of Inconel 718 thin-wall 
structures. Both deposition strategies resulted in dendritic microstructure (A 

and C), with small oxidized surfaces (B and D). 

Fig. 5. EDS analysis of an oxidized surface of the specimen produced with the 
second strategy. The oxidized surface can be clearly identified by the presence 
of oxygen and titanium. The presence of niobium and molybdenum indicates 

the Inconel 718 composition. 

Fig. 6. A - Thermographic data of the process at 4.5 mm of strategy 1 which 
lead to a process stop. B - Thermographic image of the process at 4.5 mm for 
strategy 2, the process could be continued. C – Thermal Radiation along the 

bead for the two different build-up strategies, showing a higher heat 
accumulation for Strategy 1 (without cooling). 
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distribution within the specimen can be made and are presented 
within this work. Further emission analysis and thermocouple-
aided temperature profile assessments are presented in the 
literature [7]. 
 

The Vicker microhardness measurements, shown in Fig. 7, 
aim to compare the specimens’ mechanical properties with 
each other. Measurements were made in the direction of the 
arrow, with the initial measurement at the level of the substrate 
(Fig. 3).  For Strategy 1 (without cooling), no significant 
hardness variation is observed throughout the deposition 
direction, with an overall mean value of 257 ± 20.56 HV 0.1. 
Results from Strategy 2 (interlayer cooling) have an overall 
mean value of 259 ± 10.34 HV 0.1 Both mean values are 
comparable to micro hardness values of Inconel 718 deposits 
via LMD before a heat treatment [17]. 

 Moreover, the interlayer cooling approach enabled the 
fabrication of multiple thin-wall-based structures, as shown in 
Fig. 8. As the component is at room temperature before 
deposition, the layer-specific heat input has no influence on the 
overall thermal properties. This enables the development of 
taller and more complex structures. This is exemplified in the 
thin-wall structure of Fig. 8A, where 53 layers were deposited.       

Multidirectional deposition of thin-walled parts was also 
possible (Fig. 8B). In Fig. 8C a prototype of a conformal 
cooling channel is shown. The part completion was made 
possible by both the cooling strategy and the CNC machine’s 
kinematics adaptation to perform complex trajectories.  

4. Conclusions 

This experimental study has identified that the excessive 
heat input generated by successive depositions leads to collapse 
of Inconel 718 thin-walled structures fabricated by LMD-w. 
Such a correlation between thermal history and process 
stability is in good agreement with the LMD-w process trends 
for other alloys [6, 7].  
     Additionally, it was found that interlayer cooling using 
compressed air enables the deposition of thin-wall components 
without adversely affecting the hardness values and 
microstructural characteristics. The captured thermal radiation 

indicates that the overall temperature of the last cladded bead 
should be below 200 °C in order to ensure a stable process. 

 As further steps the influence of the energy input on the 
substrate should also be considered. Due to an increased 
thermal input the substrate could bend resulting in a crack 
formation within the deposited structures.   
       Besides the existing EDS imaging, further studies 
regarding the temperature distribution within each built 
specimen in correlation to the microstructural phase should be 
taken into account. Another important aspect is the surface 
oxidation regardless of the employed strategy. This can be 
mitigated with an improved shielding gas flow. 

      Further studies must be carried out to understand 
whether the interlayer cooling strategy affects the part 
mechanical properties (i.e. Ultimate Tensile Strength and 
fatigue strength). 
     Another major aspect to be analyzed is the positioning of 
the wire within the melting pool of the laser beam. Kotar et al. 
have shown that an adapted workpiece-wire irradiation 
proportion (WIP) can effectively control the process. 
Accordingly, the process stability, the welding contours and the 
dilution of the deposited layer are significantly influenced [18]. 
Yu et al. have also successfully shown that, depending on the 
positioning of the wire, the formation of droplets, 
corresponding to the feed direction, can be effectively 
influenced during the process [19]. As a consequence, further 
experiments with the LMD-W-20-L should look more closely 
at the positioning of the wire within the laser spot. With the 
correct alignment of the WIP, it may be possible to weld 
omnidirectional, which in turn enables further options of 
complex geometries. 

  Finally, to increase the technology’s industrial readiness 
level, proper process optimization is required to manage the 
compromise between the time-consuming cooling stage and 
process stability. At this stage, the specimen must be cooled 
down for about 30-50 seconds before it is possible to set up 
another. To bridge this time, several samples could be 
constructed one after another, where the previous one can cool 

Fig. 8. Inconel 718 thin-wall structures fabricated by LMD-w with interlayer 
cooling strategy. A - Single wall. B - Rectangular wall configuration. C - 

Prototype of a conformal cooling channel. 

Fig. 7. Vickers micro hardness measurements for thin-wall structures at the 
as-deposited condition. Both specimens show values which are expected for 

non-heat-treated Inconel 718 alloys [17]. 
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     The SEM images show a pore-free structure for both the 
processes (see Fig. 4A and Fig. 4C). Besides this, in both 
manufactured specimen no crack formation was detected. In 
addition, both samples contain a fine distribution of carbides, 
as can be expected for Inconel 718 (see Figure 4B and Figure 
4D). The microstructure of both specimens presents columnar 
grain growth, typical of high-cooling rate and unidirectional 
processes [12]. Therefore, it can be expected that the resulting 
manufacturing strategy of the thin-walled structures does not 
influence the microstructure in a critical aspect. Nevertheless, 
the formation of small oxide particles was observed for both 
strategies (see Fig. 4B and Fig. 4D). In order to overcome this 
issue, further adjustments regarding the shielding gas flow need 
to be considered.   

 
 To verify the resulting microstructure regarding its element 

distribution, an EDS analysis was performed on a small surface 
of a specimen fabricated with the second strategy (see Fig. 5). 
Inconel 718 has around 1% content of titanium (see Table 2), 
which rapidly reacts under oxygen presence [13]. Hence, the 
presence of oxygen and titanium indicates a surface oxidation. 
On the other hand, the presence of niobium and molybdenum 
are characteristic from the Inconel 718 alloy composition.  

It can be observed that there are small oxidized pores (< 100 
µm) in the sample. Therefore, it is necessary to make 
adjustments in the shielding gas supply to overcome these 
defects. 
    The thermal radiation distribution along the deposited layers, 
is shown in Fig. 6. The absence of a cooling stage between the 

different layers (Strategy 1) led to a gradual increase in the 
profile, as evidenced by the comparatively higher values of 
maximum of 203 °C in the first layer and 495 °C in the seventh 
layer. As a result of the excessive heat input the process failed 
and it was not possible to deposit further layers on the 
specimen, as depositions at high temperatures result in a poor 
surface quality and part distortion [8,14,15].    
     As for the usage of Strategy 2, the result is a uniform thermal 
radiation of the welding beads. The first cladded bead shows an 
increase of the temperature, based on the thermal radiation, at 
the end of each bead with maximum of 180 °C. The overall 
temperature, based on the thermal radiation, of the specimen, 
welded with strategy 2, remained continuously below 200 °C, 
even for the twentieth layer. This result indicates that above a 
certain height, there is steady heat flow, which could prevent 
the process stability and part fabrication of being affected by a 
three-dimensional heat conduction behavior [16]. However, it 
needs to be noted, that the melting pool emission changes 
abruptly during the solidification process and the transition 
time from liquid to a solid state is below 0.5 seconds [8]. 
Therefore it is not possible to make statements about the 
specific temperature within the melt pool, nor of the molten 
wire. Consequently, only statements about the temperature 

Fig. 4. SEM images from the cross-section of Inconel 718 thin-wall 
structures. Both deposition strategies resulted in dendritic microstructure (A 

and C), with small oxidized surfaces (B and D). 

Fig. 5. EDS analysis of an oxidized surface of the specimen produced with the 
second strategy. The oxidized surface can be clearly identified by the presence 
of oxygen and titanium. The presence of niobium and molybdenum indicates 

the Inconel 718 composition. 

Fig. 6. A - Thermographic data of the process at 4.5 mm of strategy 1 which 
lead to a process stop. B - Thermographic image of the process at 4.5 mm for 
strategy 2, the process could be continued. C – Thermal Radiation along the 

bead for the two different build-up strategies, showing a higher heat 
accumulation for Strategy 1 (without cooling). 
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distribution within the specimen can be made and are presented 
within this work. Further emission analysis and thermocouple-
aided temperature profile assessments are presented in the 
literature [7]. 
 

The Vicker microhardness measurements, shown in Fig. 7, 
aim to compare the specimens’ mechanical properties with 
each other. Measurements were made in the direction of the 
arrow, with the initial measurement at the level of the substrate 
(Fig. 3).  For Strategy 1 (without cooling), no significant 
hardness variation is observed throughout the deposition 
direction, with an overall mean value of 257 ± 20.56 HV 0.1. 
Results from Strategy 2 (interlayer cooling) have an overall 
mean value of 259 ± 10.34 HV 0.1 Both mean values are 
comparable to micro hardness values of Inconel 718 deposits 
via LMD before a heat treatment [17]. 

 Moreover, the interlayer cooling approach enabled the 
fabrication of multiple thin-wall-based structures, as shown in 
Fig. 8. As the component is at room temperature before 
deposition, the layer-specific heat input has no influence on the 
overall thermal properties. This enables the development of 
taller and more complex structures. This is exemplified in the 
thin-wall structure of Fig. 8A, where 53 layers were deposited.       

Multidirectional deposition of thin-walled parts was also 
possible (Fig. 8B). In Fig. 8C a prototype of a conformal 
cooling channel is shown. The part completion was made 
possible by both the cooling strategy and the CNC machine’s 
kinematics adaptation to perform complex trajectories.  

4. Conclusions 

This experimental study has identified that the excessive 
heat input generated by successive depositions leads to collapse 
of Inconel 718 thin-walled structures fabricated by LMD-w. 
Such a correlation between thermal history and process 
stability is in good agreement with the LMD-w process trends 
for other alloys [6, 7].  
     Additionally, it was found that interlayer cooling using 
compressed air enables the deposition of thin-wall components 
without adversely affecting the hardness values and 
microstructural characteristics. The captured thermal radiation 

indicates that the overall temperature of the last cladded bead 
should be below 200 °C in order to ensure a stable process. 

 As further steps the influence of the energy input on the 
substrate should also be considered. Due to an increased 
thermal input the substrate could bend resulting in a crack 
formation within the deposited structures.   
       Besides the existing EDS imaging, further studies 
regarding the temperature distribution within each built 
specimen in correlation to the microstructural phase should be 
taken into account. Another important aspect is the surface 
oxidation regardless of the employed strategy. This can be 
mitigated with an improved shielding gas flow. 

      Further studies must be carried out to understand 
whether the interlayer cooling strategy affects the part 
mechanical properties (i.e. Ultimate Tensile Strength and 
fatigue strength). 
     Another major aspect to be analyzed is the positioning of 
the wire within the melting pool of the laser beam. Kotar et al. 
have shown that an adapted workpiece-wire irradiation 
proportion (WIP) can effectively control the process. 
Accordingly, the process stability, the welding contours and the 
dilution of the deposited layer are significantly influenced [18]. 
Yu et al. have also successfully shown that, depending on the 
positioning of the wire, the formation of droplets, 
corresponding to the feed direction, can be effectively 
influenced during the process [19]. As a consequence, further 
experiments with the LMD-W-20-L should look more closely 
at the positioning of the wire within the laser spot. With the 
correct alignment of the WIP, it may be possible to weld 
omnidirectional, which in turn enables further options of 
complex geometries. 

  Finally, to increase the technology’s industrial readiness 
level, proper process optimization is required to manage the 
compromise between the time-consuming cooling stage and 
process stability. At this stage, the specimen must be cooled 
down for about 30-50 seconds before it is possible to set up 
another. To bridge this time, several samples could be 
constructed one after another, where the previous one can cool 

Fig. 8. Inconel 718 thin-wall structures fabricated by LMD-w with interlayer 
cooling strategy. A - Single wall. B - Rectangular wall configuration. C - 

Prototype of a conformal cooling channel. 

Fig. 7. Vickers micro hardness measurements for thin-wall structures at the 
as-deposited condition. Both specimens show values which are expected for 

non-heat-treated Inconel 718 alloys [17]. 
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down in the meantime. An adaptive process (i.e. closed-loop 
control) is seen as a suitable alternative for achieving this goal. 

Overall, these findings strengthen the potential of the LMD-
w process for the aerospace industry to fabricate near-net-shape 
components without the formation of cracks or macroscopic 
pores and no significant differences within the resulting micro 
hardness in comparison to values from literature [17]. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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warpage and bonding strength between additively manufactured element and sheet metal. Process parameters for manufacturing hybrid parts with 
relative density of 99.9 % are identified. Warpage is a critical aspect for hybrid parts, which increases with increasing volume energy density. 
Regarding a proper part design, knowledge of dependencies of bonding strength is essential. The bonding strength is influenced by relative 
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1. Introduction 

In the industry, a trend towards customized products in high 
numbers is prevalent [1]. Due to high geometric flexibility, 
additive manufacturing (AM) processes are widely used to 
manufacture individualized components. However, compared 
to conventional manufacturing processes, as sheet metal 
forming the process times are long. In order to reduce process 
time in additive manufacturing, one approach is the 
combination of sheet metal forming and additive manufacturing 
by powder bed fusion of metal using a laser beam (PBF-LB/M) 
[2]. Regarding this approach, time for additive manufacturing 
is limited to a minimum, because only individual part areas are 
manufactured by AM, whereas geometric simple part sections 
are realized by sheet metal forming. The result is a hybrid part 
consisting of a formed sheet metal body with additively 
manufactured elements. The process chain is based on 
subsequent steps, where forming can be conducted before or 
after the AM process [3]. A potential application of the hybrid 
approach is manufacturing of a gear component, which consists 
of a sheet metal with discrete additively manufactured tooth 

 
Nomenclature 

σHBS hybrid shear bonding strength 
AAE area of additively manufactured element 
d initial diameter of additively manufactured element 
Ev volume energy density 
Fs,max maximum punch force 
h initial height of additively manufactured element 
hs scan line spacing 
lz layer thickness 
PL laser power 
s quantified warpage of sheet metal 
t0        initial sheet thickness 
vs scan speed 

geometries. The process chain of additive manufacturing 
and forming as well as a hybrid gear component are shown in 
Fig. 1. These parts are conventionally manufactured by forming 
operations using a sheet metal or tailored blanks [4]. However, 
the formability and material flow, in the latter cases, are limited. 
Therefore, one approach is to build the tooth geometry by 
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are realized by sheet metal forming. The result is a hybrid part 
consisting of a formed sheet metal body with additively 
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after the AM process [3]. A potential application of the hybrid 
approach is manufacturing of a gear component, which consists 
of a sheet metal with discrete additively manufactured tooth 

 
Nomenclature 

σHBS hybrid shear bonding strength 
AAE area of additively manufactured element 
d initial diameter of additively manufactured element 
Ev volume energy density 
Fs,max maximum punch force 
h initial height of additively manufactured element 
hs scan line spacing 
lz layer thickness 
PL laser power 
s quantified warpage of sheet metal 
t0        initial sheet thickness 
vs scan speed 

geometries. The process chain of additive manufacturing 
and forming as well as a hybrid gear component are shown in 
Fig. 1. These parts are conventionally manufactured by forming 
operations using a sheet metal or tailored blanks [4]. However, 
the formability and material flow, in the latter cases, are limited. 
Therefore, one approach is to build the tooth geometry by 



36 Thomas Papke  et al. / Procedia CIRP 94 (2020) 35–40
2 Thomas Papke / Procedia CIRP 00 (2020) 000–000 

PBF-LB/M. For a proper part design, the impact of process 
parameters on relative density, warpage and bonding strength 
between sheet metal and additively manufactured element are 
essential. In this work, the processing of hybrid parts is 
investigated fundamentally using a simplified hybrid part 
geometry represented by a cylindrical additively manufactured 
element on a sheet metal. In this context the process parameters 
laser power PL and scan speed vs in PBF-LB/M are varied on 
different stages to analyze its impact on the relative density of 
the AM structure. Based on the relative density of the parts, 
proper process parameters for manufacturing 316L hybrid 
components are derived. Beside the relative density, the 
warpage is investigated, which is quantified by tactile 
measurements of the curvature of the sheet metal after 
PBF-LB/M. Finally, the impact of the process parameters on 
the bonding strength is evaluated by shear tests.  

 

Fig. 1. Process chain and potential application of hybrid part. 

2. State of the art 

The austenitic stainless steel 316L is developed for parts 
with high corrosion resistance at room temperature [5] and is 
applied in different fields like the automotive sector [6], for 
medical products [7] and the aeronautical industry [8]. 316L is 
an appropriate material for processing in PBF-LB/M.  

Regarding hybrid parts the metallographic structure, 
mechanical properties and formability of additively 
manufactured material 316L is different compared to 
conventionally manufactured material. The yield stress of AM 
material at room temperature under compressive load is 
slightly higher than for conventionally manufactured material 
and depends on the build direction [9]. This indicates different 
formability of AM material and should be considered for 
characterization and forming of hybrid parts.   

The process parameters for receiving AM parts with high 
relative density are well-established [10]. According to 
VDI 3405 [11] the relative density of parts manufactured by 
PBF-LB/M should be at least 99 %. Since the technology 
matured densities of 99.7 % [12] or even 99.9 % [13] are 
achievable. This should be considered when manufacturing 
hybrid parts and represents the benchmark. The relative density 
strongly depends on volume energy density Ev, which is 
calculated by laser power PL divided by scan speed vs, layer 
thickness lz and scan line spacing hs according to equation (1) 
[11].  

 
 

(1) 

 
According to early publications on PBF-LB/316L with 

machines of maximum laser power of 100 W a relative density 
of at least 99 % is achievable for Ev = 40 J/mm³ - 90 J/mm³ 
[14]. Recent investigations with higher laser power until 
400 W lead to this relative density at comparable volume 
energy densities of Ev = 50 J/mm³ - 80 J/mm³ [12]. However, 
the production of dense parts depends also on several other 
factors like powder properties, machine setup, scanning 
strategy, time of scanning one point or spot size [15]. Hence, 
the range for volume energy densities is an initial point for 
identifying proper process parameters. Beside the relative 
density, residual stresses are challenging in PBF-LB/M, which 
originate from the high cooling rates during the process. The 
stresses resulting from process heat promote warpage [16]. 
Therefore, preheating of the build plate is beneficial to decrease 
the thermal gradient during the building process [17]. Even 
though the fundamentals for processing PBF-LB/316L parts 
are well known, the approach of hybrid parts consisting of a 
sheet metal with additively manufactured elements is more 
challenging. In addition to relative density, residual stresses 
influence the warpage of the sheet metal and a proper design of 
the bonding zone between the additively manufactured element 
and the sheet metal is essential. Furthermore, no additional 
support structures for reducing warpage and controlling heat 
transfer from the part into the build plate are used. Schaub [18] 
investigated the approach of hybrid parts made of Ti6Al4V 
especially regarding the characterization of the bonding 
strength of cylindrical additively manufactured elements, the 
interaction zone and forming of parts with sheet thicknesses of 
1.0 mm to 1.5 mm. However, 316L possesses fundamentally 
different mechanical and physical properties compared to 
Ti6Al4V. For example, thermal conductivity of 316L is higher 
whereas the yield strength is lower compared to Ti6Al4V [17]. 
Beside others, these properties have a strong impact on residual 
stresses and warpage, also known from laser forming [19]. 
Therefore, the approach of hybrid parts made of 316L will be 
investigated regarding achievable relative density, warpage and 
bonding strength by variation of volume energy density. 

3. Experimental setup and methodology 

3.1. Additive manufacturing of 316L hybrid parts 

Regarding a fundamental analysis of 316L hybrid parts, the 
specimen geometry in this work consists of an additively 
manufactured element with a diameter d = 5 mm and a height 
h = 5 mm. The initial thickness of the sheet metal is 1.5 mm. 
The part geometry is illustrated in Fig. 2. For processing 
additively manufactured elements on the sheet metal a Lasertec 
30 SLM from DMG Mori is used. The machine is equipped 
with a fibre laser with a maximum laser power of 600 W, 
Gaussian beam profile and has a spot size (d1/e²) of 
approximately 70 µm. To reduce residual stresses the heating 
of the build plate is set to 200 °C. The powder is delivered by 
LPW Technology Ltd. with a powder size distribution between 
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19 µm and 43 µm. The layer thickness lz is set to 50 µm. For 
manufacturing hybrid parts, the sheet metal with a size of 
277 x 277 mm² is clamped by 14 countersunk screws on the 
build plate. Using this setup, 24 cylindrical elements are 
manufactured on one sheet metal. In this work the impact of 
different volume energy densities on the part properties is 
investigated. Therefore, the parameters being changed are laser 
power PL and scan speed vs, which are main factors of impact 
on the relative density. In order to keep the number of 
experiments small, layer thickness lz and scan line spacing hs 
are kept constant. For identifying proper parameters for 316L 
hybrid parts volume energy densities between 27 J/mm³ and 
111 J/mm³ are investigated. The range includes volume energy 
densities from the state of the art for PBF-LB//316L specimens 
[12] and is extended in order to receive a broad process 
knowledge, since the impact of volume energy on the 
properties of hybrid parts is not investigated yet. The laser 
power PL is changed on 8 stages from 150 W to 500 W and the 
scan speed vs is investigated on the stages 900 mm/s, 
1000 mm/s and 1100 mm/s resulting in 24 sets of parameters. 
After additive manufacturing, the specimens with a size of 
20 x 56 mm² are extracted from the sheet metal by laser cutting. 
The final shape of the sheet metal is based on former 
investigations on bending hybrid parts [20]. After additive 
manufacturing, hybrid parts are analyzed regarding warpage. 

 

Fig. 2. Specimen geometry for analyzing hybrid parts. 

3.2. Evaluation of warpage by tactile geometry measurement  

In order to evaluate the warpage of the sheet metal, the 
curvature of the sheet metal is measured with a tactile geometry 
measurement system MarSurf XCR 20 by Mahr. Within the 
measuring procedure a tactile tracer is drawn over the surface 
of the sheet metal at the opposite side of the additively 
manufactured element. The result is a surface profile for a 
single line measurement over the center of the cylindrical 
element, which is compared to the ideal geometry. In order to 
receive a sufficient surface profile, a measurement length of 
25 mm is used. This represents five times the diameter of the 
additively manufactured element and ensures the measurement 
of warpage and undeformed sheet metal areas. An exemplary 
evaluation is shown is Fig. 3. In this work, the warpage is 
quantified by the maximum distance s from the highest peak of 
the profile to the reference plane of the undeformed sheet. For 
receiving a broad process understanding, the warpage is 
evaluated over a wide range of volume energy densities from 
30 J/mm³ to 111 J/mm³.  

 

 

Fig. 3. Exemplary evaluation of warpage s. 

3.3. Characterization of relative density  

The relative density of the additively manufactured cylinder 
is investigated using metallographic analysis. In this context 
the specimens are separated in the middle cross section of the 
cylinder. Based on image analysis [11], the distribution of 
pores is evaluated and the relative density is determined.  

3.4. Characterization of mechanical properties 

The shear bonding strength is measured using a tool 
developed by Schaub [18], which is mounted in a universal 
testing machine from Walter+Bai with a maximum load of 
300 kN. The setup is schematically illustrated in Fig. 4a. The 
specimen in clamped vertically in the tool and the shear punch 
is moved with a constant velocity of 5 mm/min along the 
surface. During the test, force and displacement are recorded. 
After the test, the additively manufactured element is separated 
from the sheet metal as shown exemplarily in Fig. 4b. The 
shear bonding strength σHBS can be calculated using equation 
(2), where the maximum punch force Fs,max is divided by the 
initial area AAE of the cylindrical element [18]. The shear tests 
are conducted for hybrid parts manufactured with volume 
energy densities between 30 J/mm³ and 111 J/mm³. 

 

(2) 

 

Fig. 4. a) Schematic setup for shear test of hybrid part b) Exemplary 
specimen after testing. 
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PBF-LB/M. For a proper part design, the impact of process 
parameters on relative density, warpage and bonding strength 
between sheet metal and additively manufactured element are 
essential. In this work, the processing of hybrid parts is 
investigated fundamentally using a simplified hybrid part 
geometry represented by a cylindrical additively manufactured 
element on a sheet metal. In this context the process parameters 
laser power PL and scan speed vs in PBF-LB/M are varied on 
different stages to analyze its impact on the relative density of 
the AM structure. Based on the relative density of the parts, 
proper process parameters for manufacturing 316L hybrid 
components are derived. Beside the relative density, the 
warpage is investigated, which is quantified by tactile 
measurements of the curvature of the sheet metal after 
PBF-LB/M. Finally, the impact of the process parameters on 
the bonding strength is evaluated by shear tests.  

 

Fig. 1. Process chain and potential application of hybrid part. 
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formability of AM material and should be considered for 
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VDI 3405 [11] the relative density of parts manufactured by 
PBF-LB/M should be at least 99 %. Since the technology 
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testing machine from Walter+Bai with a maximum load of 
300 kN. The setup is schematically illustrated in Fig. 4a. The 
specimen in clamped vertically in the tool and the shear punch 
is moved with a constant velocity of 5 mm/min along the 
surface. During the test, force and displacement are recorded. 
After the test, the additively manufactured element is separated 
from the sheet metal as shown exemplarily in Fig. 4b. The 
shear bonding strength σHBS can be calculated using equation 
(2), where the maximum punch force Fs,max is divided by the 
initial area AAE of the cylindrical element [18]. The shear tests 
are conducted for hybrid parts manufactured with volume 
energy densities between 30 J/mm³ and 111 J/mm³. 

 

(2) 

 

Fig. 4. a) Schematic setup for shear test of hybrid part b) Exemplary 
specimen after testing. 
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4. Results 

4.1. Investigation of relative density of 316L hybrid parts 

In a first step the achievable relative density is evaluated for 
a wide range of volume energy densities. The results for 
relative density of the parameter study are presented in Fig. 5a. 

  

 

Fig. 5. a) Relative density of hybrid parts b) Metallographic images for 
different volume energy densities. 

 
Following the state of the art, the relative densities are 

divided in three groups: <99.7 %, ≥99.7 %-<99.9 % and 
≥99.9 %. Within the range of parameters investigated a laser 
power of PL = 150 W and the combination of PL = 200 W and 
vs = 1100 mm/s result in a relative density below 99.7 %. 
However, a lower scan speed at PL = 200 W lead to increasing 
relative density due to increasing volume energy density. At 

PL = 254 W and vs = 1100 mm/s (Ev = 46 J/mm³) the relative 
density is lower than for the combination PL = 200 W and 
vs = 900 mm/s (Ev = 44 J/mm³) even though the volume energy 
density is higher. This can be explained by process deviations 
over the build space, which is present in PBF-LB/M machines 
and not investigated in this work. Volume energy densities 
above Ev = 51 J/mm³ result in relative density ≥99.9 %. 
Regarding the selected parameter combinations this volume 
energy density represent the border to high relative density. For 
illustrating the differences in relative densities exemplarily, 
images from metallographic analysis for Ev = 30 J/mm³, 
Ev = 40 J/mm³ and Ev = 51 J/mm³ are shown in Fig. 5b. The 
parameters distinguish in laser power (PL = 150 W, 
PL = 200 W and PL = 254 W) and the scan speed is kept 
constant at vs = 1000 mm/s. A volume energy density of 
Ev = 30 J/mm³ results in severe porosity. Comparing the 
relative density for Ev = 40 J/mm³ (99.7 %) and Ev = 51 J/mm³ 
(≥99.9 %) the porosity is diminished for increasing volume 
energy density. Assuming that a relative density of 99.7 % is 
sufficient, the selected volume energy density for 
manufacturing 316L hybrid parts of this geometry should be at 
least 40 J/mm³. These findings correlate with the state of the art 
for PBF-LB/316L structures [12]. Regarding relative density in 
this range of parameters, an upper limit of volume energy 
density is not identified. The results indicate a broad process 
window for hybrid parts over several volume energy densities 
leading to high relative density. However, for hybrid parts 
beside relative density, warpage of the sheet metal and bonding 
strength are crucial part properties. Therefore, the process 
window is evaluated in this context and the impact of volume 
energy density on these properties is analysed in order to 
identifying proper process parameters for 316L hybrid parts. 

4.2. Evaluation of warpage regarding the impact of volume 
energy density 

For hybrid parts, a relative density higher than 99.7 % is 
achievable over a wide range of volume energy densities. 
However, the manufacturing process results in warpage of the 
sheet metal. In order to avoid an unintended change in 
geometry of the sheet metal caused by PBF-LB/M, the warpage 
should be as small as possible. The results of quantified 
warpage are illustrated in Fig. 6. As expected, the warpage 
increases for higher volume energy density. The lowest 
warpage is reached for Ev = 30 J/mm³, which is approximately 
0.08 mm. Even though this volume energy density is not high 
enough to produce parts with sufficient relative density, the 
conduction of heat into the sheet metal material still leads to 
plastic deformation. This indicates that the energy input results 
in stresses above the yield strength of the material. For higher 
volume energy density, the warpage increases to 0.15 mm for 
Ev = 111 J/mm³, which is the highest value in this study. For all 
volume energy densities, the warpage is represented by a 
concave curvature of the sheet metal to the opposite side 
relative to the laser input side. This shape indicates, that the 
warpage is caused by the phenomenon of temperature gradient 
mechanism, which is fundamentally investigated for laser 
forming in [19] and analysed by numerical modelling in [21]. 
The phenomenon is based on different temperatures over the 
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sheet thickness due to the input of heat using a laser beam [19]. 
In case of forming, the phenomenon of temperature gradient 
mechanism leads to bending of the sheet metal when the input 
of heat is high enough [19]. Beside other parameters, the grade 
of forming depends on the line energy, which is defined as the 
ratio of PL and vs [19]. A higher laser power leads to increasing 
bending angles [19]. Applying the fundamentals of laser 
forming to hybrid parts the increase of warpage for a higher 
volume energy density can be explained, while hs and lz are 
kept constant. The distribution of values in Fig. 6 indicate a 
non-linear relation, which is similar to the fundamentals of 
laser forming. However, the impact of scan speed is not 
investigated yet. In contrary to laser forming of sheet metals, in 
PBF-LB/M several more factors of influence like powder 
properties or melting of additional material exist [22]. Also the 
scan strategy should be considered, which has an impact on 
warpage of hybrid parts [23]. Therefore, the fundamentals of 
laser forming remain, but the application to manufacturing of 
hybrid parts should be investigated further. Regarding the 
results presented, the volume energy density should be high 
enough to produce parts with sufficient relative density. 
However, to reduce warpage, the volume energy should be as 
low as possible.  

 

Fig. 6. Warpage depending on volume energy density. 

4.3. Investigation of mechanical properties 

Beside the warpage, the mechanical properties of hybrid 
parts like the bonding strength are of special interest for a 
proper part design. The bonding strength is investigated by 
shear tests. Based on the maximum shear force and the initial 
area of the additively manufactured element the shear bonding 
strength σHBS is calculated according to equation (2). The 
results are presented in Fig. 7. The shear bonding strength of 
parts of volume energy density Ev = 30 J/mm³ (444 ± 67 MPa) 
is significantly lower than for Ev = 51 J/mm³ (563 ± 28 MPa). 
The difference indicates that the shear bonding strength 
depends on the relative density. This is supported by the fact 
that the shear bonding strength remains on almost the same 
level for volume energy densities between 51 J/mm³ and 
111 J/mm³, which result in structures with sufficient relative 
density. Regarding the standard deviation, a clear trend cannot 
be identified, even though the shear bonding strength seam to 
decrease for higher volume energy densities. More important is 
that a higher volume energy density does not result in higher 
shear bonding strength. Hence, a volume energy density of 

51 J/mm³ is sufficient since further increase of volume energy 
does not improve the bonding strength but increase the 
warpage. Beside the bonding strength, mechanical properties 
and formability should be considered when designing hybrid 
parts. Prior investigations on forming of additively 
manufactured elements indicate differences to conventionally 
manufactured material in upsetting tests [9]. These differences 
can have an impact on the forming behaviour of hybrid parts in 
subsequent forming operations.  

 

Fig. 7. Shear bonding strength depending on volume energy density. 

5. Conclusion 

Regarding the results on relative density, warpage and 
bonding strength of 316L hybrid parts, the volume energy 
density should be at least 40 J/mm³ to receive a relative density 
of ≥99.7 % and Ev ≥ 51 J/mm³ for a relative density ≥99.9 %. 
Within the parameter combinations investigated, higher 
volume energy density does not result in higher relative 
density, but the warpage increases. Therefore, the volume 
energy density should be as low as possible to reduce warpage. 
The bonding strength depends on the relative density and 
remains on one level even for higher volume energy densities. 
Hence, for processing hybrid parts with high relative density, 
low warpage and sufficient bonding strength a suitable volume 
energy density is Ev = 51 J/mm³ regarding the investigated 
parameter sets. 

6. Summary and outlook 

This work focuses on processing 316L hybrid parts 
consisting of a sheet metal with an additively manufactured 
element. One application of this approach is a hybrid gear 
component with discrete tooth geometries on the surface of a 
sheet metal, which is formed subsequently by deep drawing. 
These kind of hybrid parts combine the advantages of additive 
manufacturing and forming. A semi-finished product can 
replace simple part geometries, which is individualized by 
additive manufacturing technologies. PBF-LB/M is a 
promising process to manufacture additive elements on a sheet 
metal due to high structure resolution and surface quality 
compared to other AM processes. Regarding the state of the art, 
a relative density of 99.9 % is achievable for PBF-LB/316L 
structures, which is also desirable for hybrid parts. However, 
the approach of hybrid parts is challenging because of warpage 
of the sheet metal and a proper design of the bonding zone. 
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4. Results 

4.1. Investigation of relative density of 316L hybrid parts 

In a first step the achievable relative density is evaluated for 
a wide range of volume energy densities. The results for 
relative density of the parameter study are presented in Fig. 5a. 

  

 

Fig. 5. a) Relative density of hybrid parts b) Metallographic images for 
different volume energy densities. 

 
Following the state of the art, the relative densities are 

divided in three groups: <99.7 %, ≥99.7 %-<99.9 % and 
≥99.9 %. Within the range of parameters investigated a laser 
power of PL = 150 W and the combination of PL = 200 W and 
vs = 1100 mm/s result in a relative density below 99.7 %. 
However, a lower scan speed at PL = 200 W lead to increasing 
relative density due to increasing volume energy density. At 

PL = 254 W and vs = 1100 mm/s (Ev = 46 J/mm³) the relative 
density is lower than for the combination PL = 200 W and 
vs = 900 mm/s (Ev = 44 J/mm³) even though the volume energy 
density is higher. This can be explained by process deviations 
over the build space, which is present in PBF-LB/M machines 
and not investigated in this work. Volume energy densities 
above Ev = 51 J/mm³ result in relative density ≥99.9 %. 
Regarding the selected parameter combinations this volume 
energy density represent the border to high relative density. For 
illustrating the differences in relative densities exemplarily, 
images from metallographic analysis for Ev = 30 J/mm³, 
Ev = 40 J/mm³ and Ev = 51 J/mm³ are shown in Fig. 5b. The 
parameters distinguish in laser power (PL = 150 W, 
PL = 200 W and PL = 254 W) and the scan speed is kept 
constant at vs = 1000 mm/s. A volume energy density of 
Ev = 30 J/mm³ results in severe porosity. Comparing the 
relative density for Ev = 40 J/mm³ (99.7 %) and Ev = 51 J/mm³ 
(≥99.9 %) the porosity is diminished for increasing volume 
energy density. Assuming that a relative density of 99.7 % is 
sufficient, the selected volume energy density for 
manufacturing 316L hybrid parts of this geometry should be at 
least 40 J/mm³. These findings correlate with the state of the art 
for PBF-LB/316L structures [12]. Regarding relative density in 
this range of parameters, an upper limit of volume energy 
density is not identified. The results indicate a broad process 
window for hybrid parts over several volume energy densities 
leading to high relative density. However, for hybrid parts 
beside relative density, warpage of the sheet metal and bonding 
strength are crucial part properties. Therefore, the process 
window is evaluated in this context and the impact of volume 
energy density on these properties is analysed in order to 
identifying proper process parameters for 316L hybrid parts. 

4.2. Evaluation of warpage regarding the impact of volume 
energy density 

For hybrid parts, a relative density higher than 99.7 % is 
achievable over a wide range of volume energy densities. 
However, the manufacturing process results in warpage of the 
sheet metal. In order to avoid an unintended change in 
geometry of the sheet metal caused by PBF-LB/M, the warpage 
should be as small as possible. The results of quantified 
warpage are illustrated in Fig. 6. As expected, the warpage 
increases for higher volume energy density. The lowest 
warpage is reached for Ev = 30 J/mm³, which is approximately 
0.08 mm. Even though this volume energy density is not high 
enough to produce parts with sufficient relative density, the 
conduction of heat into the sheet metal material still leads to 
plastic deformation. This indicates that the energy input results 
in stresses above the yield strength of the material. For higher 
volume energy density, the warpage increases to 0.15 mm for 
Ev = 111 J/mm³, which is the highest value in this study. For all 
volume energy densities, the warpage is represented by a 
concave curvature of the sheet metal to the opposite side 
relative to the laser input side. This shape indicates, that the 
warpage is caused by the phenomenon of temperature gradient 
mechanism, which is fundamentally investigated for laser 
forming in [19] and analysed by numerical modelling in [21]. 
The phenomenon is based on different temperatures over the 
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sheet thickness due to the input of heat using a laser beam [19]. 
In case of forming, the phenomenon of temperature gradient 
mechanism leads to bending of the sheet metal when the input 
of heat is high enough [19]. Beside other parameters, the grade 
of forming depends on the line energy, which is defined as the 
ratio of PL and vs [19]. A higher laser power leads to increasing 
bending angles [19]. Applying the fundamentals of laser 
forming to hybrid parts the increase of warpage for a higher 
volume energy density can be explained, while hs and lz are 
kept constant. The distribution of values in Fig. 6 indicate a 
non-linear relation, which is similar to the fundamentals of 
laser forming. However, the impact of scan speed is not 
investigated yet. In contrary to laser forming of sheet metals, in 
PBF-LB/M several more factors of influence like powder 
properties or melting of additional material exist [22]. Also the 
scan strategy should be considered, which has an impact on 
warpage of hybrid parts [23]. Therefore, the fundamentals of 
laser forming remain, but the application to manufacturing of 
hybrid parts should be investigated further. Regarding the 
results presented, the volume energy density should be high 
enough to produce parts with sufficient relative density. 
However, to reduce warpage, the volume energy should be as 
low as possible.  

 

Fig. 6. Warpage depending on volume energy density. 

4.3. Investigation of mechanical properties 

Beside the warpage, the mechanical properties of hybrid 
parts like the bonding strength are of special interest for a 
proper part design. The bonding strength is investigated by 
shear tests. Based on the maximum shear force and the initial 
area of the additively manufactured element the shear bonding 
strength σHBS is calculated according to equation (2). The 
results are presented in Fig. 7. The shear bonding strength of 
parts of volume energy density Ev = 30 J/mm³ (444 ± 67 MPa) 
is significantly lower than for Ev = 51 J/mm³ (563 ± 28 MPa). 
The difference indicates that the shear bonding strength 
depends on the relative density. This is supported by the fact 
that the shear bonding strength remains on almost the same 
level for volume energy densities between 51 J/mm³ and 
111 J/mm³, which result in structures with sufficient relative 
density. Regarding the standard deviation, a clear trend cannot 
be identified, even though the shear bonding strength seam to 
decrease for higher volume energy densities. More important is 
that a higher volume energy density does not result in higher 
shear bonding strength. Hence, a volume energy density of 

51 J/mm³ is sufficient since further increase of volume energy 
does not improve the bonding strength but increase the 
warpage. Beside the bonding strength, mechanical properties 
and formability should be considered when designing hybrid 
parts. Prior investigations on forming of additively 
manufactured elements indicate differences to conventionally 
manufactured material in upsetting tests [9]. These differences 
can have an impact on the forming behaviour of hybrid parts in 
subsequent forming operations.  

 

Fig. 7. Shear bonding strength depending on volume energy density. 

5. Conclusion 

Regarding the results on relative density, warpage and 
bonding strength of 316L hybrid parts, the volume energy 
density should be at least 40 J/mm³ to receive a relative density 
of ≥99.7 % and Ev ≥ 51 J/mm³ for a relative density ≥99.9 %. 
Within the parameter combinations investigated, higher 
volume energy density does not result in higher relative 
density, but the warpage increases. Therefore, the volume 
energy density should be as low as possible to reduce warpage. 
The bonding strength depends on the relative density and 
remains on one level even for higher volume energy densities. 
Hence, for processing hybrid parts with high relative density, 
low warpage and sufficient bonding strength a suitable volume 
energy density is Ev = 51 J/mm³ regarding the investigated 
parameter sets. 

6. Summary and outlook 

This work focuses on processing 316L hybrid parts 
consisting of a sheet metal with an additively manufactured 
element. One application of this approach is a hybrid gear 
component with discrete tooth geometries on the surface of a 
sheet metal, which is formed subsequently by deep drawing. 
These kind of hybrid parts combine the advantages of additive 
manufacturing and forming. A semi-finished product can 
replace simple part geometries, which is individualized by 
additive manufacturing technologies. PBF-LB/M is a 
promising process to manufacture additive elements on a sheet 
metal due to high structure resolution and surface quality 
compared to other AM processes. Regarding the state of the art, 
a relative density of 99.9 % is achievable for PBF-LB/316L 
structures, which is also desirable for hybrid parts. However, 
the approach of hybrid parts is challenging because of warpage 
of the sheet metal and a proper design of the bonding zone. 



40 Thomas Papke  et al. / Procedia CIRP 94 (2020) 35–40
6 Thomas Papke / Procedia CIRP 00 (2020) 000–000 

Therefore, the relative density, warpage and bonding strength 
are investigated in this work.  

In a first step the relative density of additively manufactured 
elements is investigated for volume energy densities between 
Ev = 27 J/mm³ and Ev = 111 J/mm³. Based on the parameter sets 
investigated, a relative density of at least 99.9 % can be reached 
for Ev ≥ 51 J/mm³, which is in accordance with the state of the 
art for PBF-LB/316L. This indicates process ability over a wide 
range of volume energy densities. However, higher volume 
energy density results in increasing warpage of the sheet metal 
due to higher energy input. This behavior can be explained by 
the phenomenon of temperature gradient mechanism also 
known from laser forming. Therefore, to avoid unintended 
deformation of the sheet metal body, low volume energy 
density is desirable. Regarding the bonding strength, a strong 
impact of relative density can be seen. For a volume energy of 
Ev = 30 J/mm³, which leads to parts with severe porosity, the 
shear bonding strength is significantly lower than for parts with 
a relative density of at least 99.9 % (Ev ≥ 51 J/mm³). However, 
the shear bonding strength does not increase for higher volume 
energy density. Hence, the volume energy density selected for 
manufacturing hybrid parts should be high enough to produce 
parts with sufficient density but not higher in order to reduce 
warpage of the sheet metal to a minimum. 

Even though a wide range of parameters for processing parts 
with sufficient relative density is identified, the impact of the 
position of the additively manufactured element in the build 
space on the relative density is not investigated yet. Therefore, 
further research should be done regarding the variation of 
additively manufactured element position and achievable 
relative density to evaluate deviations over the build space. In 
addition, it would be beneficial to consider the impact of 
volume energy density on part properties for identifying an 
upper limit of the process window. Regarding the fundamentals 
of temperature gradient mechanism, the influence of scan speed 
on warpage should be part of future work. Further 
investigations will focus on analyzing the formability of 
functional hybrid components consisting of sheet metal with 
additively manufactured tooth geometries. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 

Keywords: Assembly; Design method; Family identification

1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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synthesized by pulsed laser fragmentation in water. Consolidated by L-PBF and DED, an enhanced microhardness of the AM-built ODS sample 
is found. This increase is related to the significant microstructural differences found between the differently processed samples. 
 
© 2020 The Authors. Published by Elsevier B.V. 
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/) 
Peer review statement: Peer-review under responsibility of the Bayerisches Laserzentrum GmbH 

 Keywords: Oxide dispersion strengthened steel, ODS, Powder modification, Laser based powder bed fusion, Directed energy deposition, Laser metal deposition, 
Nanoparticles 

 
1. Introduction 

The manufacturing of steel components represents a pillar of 
the industrial development due to their high demand in 
fundamental areas like construction, automation or aeronautics 
[1,2]. In that sense, the aim to develop steel parts with complex 
geometries and specific properties requires the development 
and employment of different manufacturing technologies. 
Powder and laser based additive manufacturing (powder LAM) 
englobes the techniques based on the processing of powders by 
high power lasers to manufacture the final pieces based on the 
melting and solidification of the base material [3]. The 
flexibility of the technique for the employment of a wide library 
of base materials relies on the possibility of optimizing the laser 

and processing parameters for each specific material [4]. The 
scanning methodology and the layer by layer deposit and 
growth procedure leads to an enhanced versatility when 
complex geometries are desired [5]. Inside the general term 
powder LAM, two main technologies can be highlighted due to 
their standard use in metal powders processing, i.e. directed 
energy deposition (DED) and laser powder bed fusion (L-PBF). 
While both are based on the same general principle, their 
differences rely on the depositing methodology of the powder 
material, which can affect the dynamics of the process [6]. Both 
techniques are conventionally applied in the processing of 
metallic powders. Consequently, their comparison is necessary 
to select the optimum technique for all individual processing 
conditions.  
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1. Introduction 

The manufacturing of steel components represents a pillar of 
the industrial development due to their high demand in 
fundamental areas like construction, automation or aeronautics 
[1,2]. In that sense, the aim to develop steel parts with complex 
geometries and specific properties requires the development 
and employment of different manufacturing technologies. 
Powder and laser based additive manufacturing (powder LAM) 
englobes the techniques based on the processing of powders by 
high power lasers to manufacture the final pieces based on the 
melting and solidification of the base material [3]. The 
flexibility of the technique for the employment of a wide library 
of base materials relies on the possibility of optimizing the laser 

and processing parameters for each specific material [4]. The 
scanning methodology and the layer by layer deposit and 
growth procedure leads to an enhanced versatility when 
complex geometries are desired [5]. Inside the general term 
powder LAM, two main technologies can be highlighted due to 
their standard use in metal powders processing, i.e. directed 
energy deposition (DED) and laser powder bed fusion (L-PBF). 
While both are based on the same general principle, their 
differences rely on the depositing methodology of the powder 
material, which can affect the dynamics of the process [6]. Both 
techniques are conventionally applied in the processing of 
metallic powders. Consequently, their comparison is necessary 
to select the optimum technique for all individual processing 
conditions.  



42 C. Doñate-Buendia  et al. / Procedia CIRP 94 (2020) 41–45
2 B. Gökce / Procedia CIRP 00 (2020) 000–000 

There exist a wide library of processable powders, even 
more, if modifications for enhanced performance are taken into 
account [7]. In this context, the controlled addition of oxide 
nanoparticles to the steel powders has been proved to modify 
the properties of the generated steel pieces, giving rise to oxide 
dispersion strengthened (ODS) steels [8]. Yttrium based oxides 
have been extensively employed in the modification of steel 
powders due to their proven mechanical reinforcement [9] and 
radiation sink effect [10]. Generally, due to their lattice 
mismatch with the metal matrix they act as dispersoids, 
hindering dislocation propagation and acting as sinks for 
radiation-induced defects [11]. The most common route for 
their fabrication is reactive ball milling and annealing [12,13]. 
Nevertheless, achieving control over nanoparticle dispersion 
and size is important as it influences the performance of the 
final pieces [14]. Consequently, a fabrication route based on the 
synthesis of colloidal nanoparticles by laser fragmentation in 
liquids (LFL), followed by their pH-controlled 
dielectrophoretic supporting on the steel powder has been 
proposed for an enhanced control of the nanoparticle dispersion 
and size evolution during the different steps towards the 
development of ODS steel samples [15–17].  

In the present study, the achieved control over nanoparticle 
features during the processing steps for ODS steel preparation 
by the LFL synthesis route is explored. To do so, the 
nanoparticle size, dispersion, and composition is analyzed after 
fragmentation, supporting on the steel micro-powder and 
processing by DED and L-PBF. This way, nanoparticle 
evolution during the complete additive manufacturing process 
of an ODS steel sample is monitored for a better understanding 
of the influence of each technique over the nanoparticle 
distribution, microstructure of the fabricated piece, and hence 
over the ODS steel final properties. 

2. Materials and methods 

The materials employed for the ODS steel manufacture by 
DED and L-PBF are Y2O3 nanoparticles and a PM2000 ferritic 
steel powder. The raw Y2O3 nanoparticles are commercially 
acquired from Sigma Aldrich and dispersed in ultrapure 
deionized water (pH adjusted to 3.5 for stability) for 
deagglomeration and size reduction by laser fragmentation in 
liquids (LFL) employing an f = 100 mm cylindrical lens, Fig. 1 
top part [18]. This technique offers numerous advantages for 
the preparation of colloidal nanomaterials as it yields a wide 
library of processable materials [19–21], reduced waste 
generation and high nanoparticle output [22,23]. The 
supporting of the generated nanoparticles on the steel powder 
is achieved by the addition of the PM2000 to the colloidal Y2O3 

nanoparticles and the modification of the pH to a value between 
the isoelectric point of both materials, Fig. 1 bottom part, by 
NaOH addition [24]. 

The prepared powder material is then processed by DED and 
L-PBF, respectively. In the first case, Fig. 2a, the powder is 
directly sent to the laser beam by a nozzle, the interaction with 
the high power laser beam melts it and gets the powder material 
deposited on the workpiece.   
 

 

Fig. 1. Schematic illustration of the passage reactor LFL setup and 
dielectrophoretic nanoparticle adsorption on the steel powder by pH control. 

Then the material solidifies, obtaining the final ODS steel 
samples and controlling the sample geometry by a scanning 
system. In the case of the L-PBF, Fig. 2b, the powder is spread 
over a substrate and the laser beam controlled by a scanning 
system melts the interacting areas. Again, the melted material 
solidifies forming the ODS steel sample. The non-irradiated 
powder material can be removed and reutilized.  

 

Fig. 2. Representative scheme of the (a) DED and (b) L-PBF laser additive 
manufacturing technologies. 

Different analytical techniques are employed to characterize 
the nanoparticle size at the different stages of the process as 
well as their dispersion. After LFL, transmission electron 
microscopy (TEM) measurements are performed to evaluate 
the nanoparticle size, Fig. 3a. When the Y2O3 nanoparticles are 
supported on the steel powder, scanning electron microscopy 
(SEM) images are acquired to visualize nanoparticle size and 
dispersion on the surface of the steel powder, Fig. 3b. It should 
be noted that SEM is needed to visualize the nanoparticles on 
the steel surface, however, the spatial resolution achievable is 
lower than TEM and small nanoparticles may not appear. 
Finally, after processing the samples by DED and L-PBF, are 
analyzed by SEM-energy dispersive X-ray spectroscopy (EDS) 
and electron backscatter diffraction (EBSD). Microhardness 
measurements (HV0.1) are conducted with an applied load of 

 B. Gökce / Procedia CIRP 00 (2020) 000–000  3 

0.9807 N. The mean hardness is calculated by performing at 
least five indents. 

3. Results and discussion 

The evolution of the nanoparticles during LAM processing 
is compared from the Y2O3 nanoparticles synthesized by LFL. 
The TEM image in Fig. 3a displays that a bimodal distribution 
is found, a smaller population of 3.2 ± 0.6 nm and larger 
particles with a 28 ± 8 nm size distribution. The presence of 
two differentiated particle populations is potentially beneficial 
to observe the effect of the manufacturing process for both 
nanoparticle sizes. Besides, nanoparticle size is reported to 
influence the strengthening mechanism in ODS steels [25]. In 
particular, for small particles, dislocation cutting is the 
predominant effect, while for larger ones dislocation looping 
around the particle is the main strengthening mechanism [26].   

 

Fig. 3. (a) Y2O3 nanoparticle size distribution after LFL measured by TEM. 
(b) Dispersion and size of the Y2O3 nanoparticles supported on PM2000 

powder by electrostatic deposition. 

After deposition of the nanoparticles on the PM2000 steel 
powder, the SEM image, Fig. 3b, demonstrates a fine 
dispersion on the surface with the addition of only a 0.08 wt% 
of Y2O3 nanoparticles. It should be noted that SEM images are 
limited by the spatial resolution of the technique, and so smaller 
nanoparticles could be present in the steel surface, lowering the 
average nanoparticle size and reducing the interparticle 
distance. 

 

Fig. 4. Image quality (band contrast) maps with superimposed grain boundaries 
(misorientation: 2-5° green, 5-15° red, >15° blue), left, detailed view of 
nanoinclusions, right (backscatter electron micrograph), of the ODS steel 
pieces manufactured by (a) DED and (b) L-PBF.  

After parts were printed with the nano-decorated powder by 
DED and L-PBF, the distribution and size of the resulting 
nanoinclusions are characterized by SEM and EBSD, Fig. 4. 

The manufacturing method is shown to influence the grain 
size, which is known to have a fundamental impact on the 
mechanical properties of the metal [25,26]. It is visible that the 
grain size is significantly bigger in the DED sample, Fig. 4a, 
than in the L-PBF sample, Fig. 4b. The differences are 
attributed to the higher cooling rate in L-PBF and suggest a 
superior mechanical strength of the L-PBF sample due to the 
smaller grain size [27]. Besides, higher magnification images 
of the samples show the presence of larger particles in the DED 
piece. To investigate which elements might be contained in 
these particles, EDS analysis is performed, Fig. 5.  

 

Fig. 5. Backscatter electron SEM images of the nanoinclusions, left, and EDS 
analysis of the particles marked by the arrow, right, of the ODS steel pieces 

manufactured by (a) DED and (b) L-PBF. Note that the spectrum is not 
exclusively from the particle itself but might contain some contribution from 

the matrix as the excitation volume in SEM-EDS might be larger than the 
particle. 

The measurements reveal the presence of Y, O and Al in the 
particle and its surrounding, Fig. 5a and Fig. 5b. This result, 
together with the differences in particle size observed in Fig. 4, 
suggests that stronger agglomeration and particle size growing 
of the initial Y2O3 nanoparticles occurs during DED 
manufacturing, while these effects are reduced by L-PBF 
processing. The presence of Al in both samples is associated to 
its precipitation during processing. 

Microhardness measurements (HV0.1) of the cross-sections 
show different hardness values depending on the processing 
route. The results are given in Table 1. As evident, processing 
with L-PBF results in a slightly higher hardness compared to 
DED. A possible explanation for this variation can be found in 
the higher cooling rates in L-PBF resulting in a finer 
microstructure compared to the DED [28] process as can be 
seen in Fig. 4a) and b), thus, causing differing hardness values. 
Additionally, the larger size of nanoinclusions as shown in Fig. 
4a) in the DED steel specimens leads to a potentially lower 
effect of dispersion strengthening. However, the amount of 
nanoinclusions inherited in the steel is considerably low so that 
a considerable influence of the dispersion strengthening on the 
measured microhardness is not to be expected, especially at 
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There exist a wide library of processable powders, even 
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the properties of the generated steel pieces, giving rise to oxide 
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radiation sink effect [10]. Generally, due to their lattice 
mismatch with the metal matrix they act as dispersoids, 
hindering dislocation propagation and acting as sinks for 
radiation-induced defects [11]. The most common route for 
their fabrication is reactive ball milling and annealing [12,13]. 
Nevertheless, achieving control over nanoparticle dispersion 
and size is important as it influences the performance of the 
final pieces [14]. Consequently, a fabrication route based on the 
synthesis of colloidal nanoparticles by laser fragmentation in 
liquids (LFL), followed by their pH-controlled 
dielectrophoretic supporting on the steel powder has been 
proposed for an enhanced control of the nanoparticle dispersion 
and size evolution during the different steps towards the 
development of ODS steel samples [15–17].  
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features during the processing steps for ODS steel preparation 
by the LFL synthesis route is explored. To do so, the 
nanoparticle size, dispersion, and composition is analyzed after 
fragmentation, supporting on the steel micro-powder and 
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evolution during the complete additive manufacturing process 
of an ODS steel sample is monitored for a better understanding 
of the influence of each technique over the nanoparticle 
distribution, microstructure of the fabricated piece, and hence 
over the ODS steel final properties. 

2. Materials and methods 

The materials employed for the ODS steel manufacture by 
DED and L-PBF are Y2O3 nanoparticles and a PM2000 ferritic 
steel powder. The raw Y2O3 nanoparticles are commercially 
acquired from Sigma Aldrich and dispersed in ultrapure 
deionized water (pH adjusted to 3.5 for stability) for 
deagglomeration and size reduction by laser fragmentation in 
liquids (LFL) employing an f = 100 mm cylindrical lens, Fig. 1 
top part [18]. This technique offers numerous advantages for 
the preparation of colloidal nanomaterials as it yields a wide 
library of processable materials [19–21], reduced waste 
generation and high nanoparticle output [22,23]. The 
supporting of the generated nanoparticles on the steel powder 
is achieved by the addition of the PM2000 to the colloidal Y2O3 

nanoparticles and the modification of the pH to a value between 
the isoelectric point of both materials, Fig. 1 bottom part, by 
NaOH addition [24]. 

The prepared powder material is then processed by DED and 
L-PBF, respectively. In the first case, Fig. 2a, the powder is 
directly sent to the laser beam by a nozzle, the interaction with 
the high power laser beam melts it and gets the powder material 
deposited on the workpiece.   
 

 

Fig. 1. Schematic illustration of the passage reactor LFL setup and 
dielectrophoretic nanoparticle adsorption on the steel powder by pH control. 

Then the material solidifies, obtaining the final ODS steel 
samples and controlling the sample geometry by a scanning 
system. In the case of the L-PBF, Fig. 2b, the powder is spread 
over a substrate and the laser beam controlled by a scanning 
system melts the interacting areas. Again, the melted material 
solidifies forming the ODS steel sample. The non-irradiated 
powder material can be removed and reutilized.  

 

Fig. 2. Representative scheme of the (a) DED and (b) L-PBF laser additive 
manufacturing technologies. 

Different analytical techniques are employed to characterize 
the nanoparticle size at the different stages of the process as 
well as their dispersion. After LFL, transmission electron 
microscopy (TEM) measurements are performed to evaluate 
the nanoparticle size, Fig. 3a. When the Y2O3 nanoparticles are 
supported on the steel powder, scanning electron microscopy 
(SEM) images are acquired to visualize nanoparticle size and 
dispersion on the surface of the steel powder, Fig. 3b. It should 
be noted that SEM is needed to visualize the nanoparticles on 
the steel surface, however, the spatial resolution achievable is 
lower than TEM and small nanoparticles may not appear. 
Finally, after processing the samples by DED and L-PBF, are 
analyzed by SEM-energy dispersive X-ray spectroscopy (EDS) 
and electron backscatter diffraction (EBSD). Microhardness 
measurements (HV0.1) are conducted with an applied load of 
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0.9807 N. The mean hardness is calculated by performing at 
least five indents. 

3. Results and discussion 

The evolution of the nanoparticles during LAM processing 
is compared from the Y2O3 nanoparticles synthesized by LFL. 
The TEM image in Fig. 3a displays that a bimodal distribution 
is found, a smaller population of 3.2 ± 0.6 nm and larger 
particles with a 28 ± 8 nm size distribution. The presence of 
two differentiated particle populations is potentially beneficial 
to observe the effect of the manufacturing process for both 
nanoparticle sizes. Besides, nanoparticle size is reported to 
influence the strengthening mechanism in ODS steels [25]. In 
particular, for small particles, dislocation cutting is the 
predominant effect, while for larger ones dislocation looping 
around the particle is the main strengthening mechanism [26].   

 

Fig. 3. (a) Y2O3 nanoparticle size distribution after LFL measured by TEM. 
(b) Dispersion and size of the Y2O3 nanoparticles supported on PM2000 

powder by electrostatic deposition. 

After deposition of the nanoparticles on the PM2000 steel 
powder, the SEM image, Fig. 3b, demonstrates a fine 
dispersion on the surface with the addition of only a 0.08 wt% 
of Y2O3 nanoparticles. It should be noted that SEM images are 
limited by the spatial resolution of the technique, and so smaller 
nanoparticles could be present in the steel surface, lowering the 
average nanoparticle size and reducing the interparticle 
distance. 

 

Fig. 4. Image quality (band contrast) maps with superimposed grain boundaries 
(misorientation: 2-5° green, 5-15° red, >15° blue), left, detailed view of 
nanoinclusions, right (backscatter electron micrograph), of the ODS steel 
pieces manufactured by (a) DED and (b) L-PBF.  

After parts were printed with the nano-decorated powder by 
DED and L-PBF, the distribution and size of the resulting 
nanoinclusions are characterized by SEM and EBSD, Fig. 4. 

The manufacturing method is shown to influence the grain 
size, which is known to have a fundamental impact on the 
mechanical properties of the metal [25,26]. It is visible that the 
grain size is significantly bigger in the DED sample, Fig. 4a, 
than in the L-PBF sample, Fig. 4b. The differences are 
attributed to the higher cooling rate in L-PBF and suggest a 
superior mechanical strength of the L-PBF sample due to the 
smaller grain size [27]. Besides, higher magnification images 
of the samples show the presence of larger particles in the DED 
piece. To investigate which elements might be contained in 
these particles, EDS analysis is performed, Fig. 5.  

 

Fig. 5. Backscatter electron SEM images of the nanoinclusions, left, and EDS 
analysis of the particles marked by the arrow, right, of the ODS steel pieces 

manufactured by (a) DED and (b) L-PBF. Note that the spectrum is not 
exclusively from the particle itself but might contain some contribution from 

the matrix as the excitation volume in SEM-EDS might be larger than the 
particle. 

The measurements reveal the presence of Y, O and Al in the 
particle and its surrounding, Fig. 5a and Fig. 5b. This result, 
together with the differences in particle size observed in Fig. 4, 
suggests that stronger agglomeration and particle size growing 
of the initial Y2O3 nanoparticles occurs during DED 
manufacturing, while these effects are reduced by L-PBF 
processing. The presence of Al in both samples is associated to 
its precipitation during processing. 

Microhardness measurements (HV0.1) of the cross-sections 
show different hardness values depending on the processing 
route. The results are given in Table 1. As evident, processing 
with L-PBF results in a slightly higher hardness compared to 
DED. A possible explanation for this variation can be found in 
the higher cooling rates in L-PBF resulting in a finer 
microstructure compared to the DED [28] process as can be 
seen in Fig. 4a) and b), thus, causing differing hardness values. 
Additionally, the larger size of nanoinclusions as shown in Fig. 
4a) in the DED steel specimens leads to a potentially lower 
effect of dispersion strengthening. However, the amount of 
nanoinclusions inherited in the steel is considerably low so that 
a considerable influence of the dispersion strengthening on the 
measured microhardness is not to be expected, especially at 
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room temperature [29]. Nevertheless, it is expected that a 
significant difference in terms of material strength at high 
temperatures due to the two processing routes will be 
identifiable. 

Table 1. Microhardness (HV0.1) of the DED and L-PBF samples 

Microhardness DED L-PBF 
HV0.1 223 ± 9 247 ± 8 

 

4. Conclusions 

A study of the evolution and effect of nanoparticles in 
powder LAM of an ODS steel has been performed. The 
influence of the processing technique has been studied by 
comparing the microstructure and composition of DED with L-
PBF manufactured parts. Regarding the microstructure, L-PBF 
processing is shown to reduce the grain size and increase grain 
boundaries compared to DED, which is expected to result in an 
enhanced strengthening of the built parts.  

Concerning the evolution of the initially added 0.08 wt% 
Y2O3 nanoparticles, a fine dispersion is achieved on the steel 
powder decoration process by electrostatic deposition. After 
processing, an enrichment of Y, O and Al in the particles and 
its surrounding is shown by EDS analysis. The composition 
analysis together with SEM visualization of the nanoinclusions 
indicates that L-PBF is reducing agglomeration of the Y2O3 

particles. During DED processing, apparently agglomeration of 
the nanoparticles is taking place. Since a fine dispersion and 
small nanoparticles are desired to enhance the strengthening 
effect due to the Orowan mechanism, L-PBF is potentially a 
more suitable technique compared to DED for the 
manufacturing of ODS steels from Y2O3 nanoparticle decorated 
PM2000 powder. 
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room temperature [29]. Nevertheless, it is expected that a 
significant difference in terms of material strength at high 
temperatures due to the two processing routes will be 
identifiable. 

Table 1. Microhardness (HV0.1) of the DED and L-PBF samples 

Microhardness DED L-PBF 
HV0.1 223 ± 9 247 ± 8 

 

4. Conclusions 

A study of the evolution and effect of nanoparticles in 
powder LAM of an ODS steel has been performed. The 
influence of the processing technique has been studied by 
comparing the microstructure and composition of DED with L-
PBF manufactured parts. Regarding the microstructure, L-PBF 
processing is shown to reduce the grain size and increase grain 
boundaries compared to DED, which is expected to result in an 
enhanced strengthening of the built parts.  

Concerning the evolution of the initially added 0.08 wt% 
Y2O3 nanoparticles, a fine dispersion is achieved on the steel 
powder decoration process by electrostatic deposition. After 
processing, an enrichment of Y, O and Al in the particles and 
its surrounding is shown by EDS analysis. The composition 
analysis together with SEM visualization of the nanoinclusions 
indicates that L-PBF is reducing agglomeration of the Y2O3 

particles. During DED processing, apparently agglomeration of 
the nanoparticles is taking place. Since a fine dispersion and 
small nanoparticles are desired to enhance the strengthening 
effect due to the Orowan mechanism, L-PBF is potentially a 
more suitable technique compared to DED for the 
manufacturing of ODS steels from Y2O3 nanoparticle decorated 
PM2000 powder. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 

Keywords: Assembly; Design method; Family identification

1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

Until now, additive manufacturing of high-performance materials such as martensitic hardenable tool steels is rarely investigated. This work 
addresses the introduction of an alternative alloying strategy for hot work tool steel powder, provided for laser powder bed fusion (L-PBF). The 
focus is on the question whether a powder mixture of spherical iron powder mixed with mechanically crushed ferroalloy particles can be processed 
by L-PBF, instead of using cost-intensive pre-alloyed gas-atomized powder, and to investigate the material properties associated with it. The 
particle morphology, packing density and flowability of this L-PBF powder feedstock is compared to gas-atomized spherical pre-alloyed steel 
powder and the results are correlated to the defect density, the resulting microstructure and the chemical homogeneity. Finally the resulting 
surface hardness is compared to a conventionally casted material as a reference state. It shows that the L-PBF fabrication of high-dense parts by 
means of both starting powders is technically feasible. Even though the alternative alloying concept promotes local chemical inhomogeneities 
within the microstructure, the overall porosity and the appearance of micro cracks are reduced.  
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 Keywords: Powder mixing; New alloying strategies for additive manufacturing; Hot work tool steels; Laser powder bed fusion (L-PBF); Martensitic 
transformation  

 
1. Introduction 

Nowadays, the fabrication of individualized components 
made out of important engineering materials is possible with 
the help of Laser Additive Manufacturing (LAM), building-up 
a preferably dense part layer-by- layer [1]. In this context, LAM 
of metallic materials is a fast-growing economy field and of 
increasing interest e.g. in the automotive industry, aerospace 
sector, consumer products or health care [2]. Especially with 
respect to environmental responsibility, LAM technologies can 
improve the sustainability of products by enabling repair, 

refurbishment and remanufacturing such as on-demand replace-
ment of components [3].  

Powder bed additive manufacturing techniques, such as 
Laser Powder Bed Fusion (L-PBF), use a powder feedstock, 
deposited on a powder bed of a certain size, which is selectively 
fused by a computer-controlled laser beam [4]. After the 
distribution of a new powder layer, this process is repeated until 
the part is completely manufactured [4]. A variety of different 
process parameters such as laser power, scan speed, building 
direction and layer thickness etc. influence the component’s 
properties [5].  
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Abstract 

Until now, additive manufacturing of high-performance materials such as martensitic hardenable tool steels is rarely investigated. This work 
addresses the introduction of an alternative alloying strategy for hot work tool steel powder, provided for laser powder bed fusion (L-PBF). The 
focus is on the question whether a powder mixture of spherical iron powder mixed with mechanically crushed ferroalloy particles can be processed 
by L-PBF, instead of using cost-intensive pre-alloyed gas-atomized powder, and to investigate the material properties associated with it. The 
particle morphology, packing density and flowability of this L-PBF powder feedstock is compared to gas-atomized spherical pre-alloyed steel 
powder and the results are correlated to the defect density, the resulting microstructure and the chemical homogeneity. Finally the resulting 
surface hardness is compared to a conventionally casted material as a reference state. It shows that the L-PBF fabrication of high-dense parts by 
means of both starting powders is technically feasible. Even though the alternative alloying concept promotes local chemical inhomogeneities 
within the microstructure, the overall porosity and the appearance of micro cracks are reduced.  
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1. Introduction 

Nowadays, the fabrication of individualized components 
made out of important engineering materials is possible with 
the help of Laser Additive Manufacturing (LAM), building-up 
a preferably dense part layer-by- layer [1]. In this context, LAM 
of metallic materials is a fast-growing economy field and of 
increasing interest e.g. in the automotive industry, aerospace 
sector, consumer products or health care [2]. Especially with 
respect to environmental responsibility, LAM technologies can 
improve the sustainability of products by enabling repair, 

refurbishment and remanufacturing such as on-demand replace-
ment of components [3].  

Powder bed additive manufacturing techniques, such as 
Laser Powder Bed Fusion (L-PBF), use a powder feedstock, 
deposited on a powder bed of a certain size, which is selectively 
fused by a computer-controlled laser beam [4]. After the 
distribution of a new powder layer, this process is repeated until 
the part is completely manufactured [4]. A variety of different 
process parameters such as laser power, scan speed, building 
direction and layer thickness etc. influence the component’s 
properties [5].  
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Moreover, Dowling et al. pointed out that the powder 
morphology is a critical factor concerning the reproducibility 
and quality of the as-built specimen [6]. This is due to the 
influence of the flowability, the bulk density of the powder 
layer applied and the powder particle shape on the melt pool 
characteristics, the thermal conductivity, and the resulting laser 
energy input [5, 6]. Common materials used as powder 
feedstock are gas-atomized pre-alloyed powders or wires of 
established functional alloys [4]. However, fewer investigations 
focus on the LAM fabrication of metal alloys mixed with pure 
elemental powders [7-9]. Roberts et al. showed that L-PBF 
processing of elemental mixtures containing spherical 
aluminum and aspherical silicon powder particles with 
fractured surfaces is technically feasible [9].  

Steel powders used for LAM processes are typically 
produced by means of gas-atomization, further described in 
[11]. This could be expensive due to the additional added value 
and involve a high experimental effort. In addition, there is the 
problem that many materials cannot be processed with LAM 
due to the formation of defects, thus causing component failure 
during the built-up process. This reduces the amount of 
commercially available materials for LAM-processing. Among 
the most frequently used materials in LAM are stainless steels, 
especially grade 316L, nickel-, aluminum-, and titanium-based 
alloys [10]. Additive manufacturing of high performance 
materials, like hot work tool steels, important for highly-
stressed parts used in hot-working applications like forging, die 
casting, mold-making and cutting, has not been extensively 
investigated so far [2]. 

Even though LAM is promising with respect to innovative 
tool concepts, LAM of tool steels is still complex, due to crack-
inducement during the martensitic transformation [12]. The aim 
of this study is to highlight an approach to find alloying 
techniques that enable higher flexibility with respect to the 
individual fabrication of materials using iron powder as a base 
and adding need-orientated alloying elements. This shall 
contribute to a reduction in manufacturing costs and a decrease 
of raw element waste in the long-term perspective. The 
following scientific questions are addressed: 

• Does mixing of pure spherical Fe powder with aspherical 
ferroalloys allows the L-PBF fabrication of nearly defect-
free samples? Does this improve the local crack 
occurrence?  

• To what extent can we achieve a homogeneous chemical 
composition of a complex hot work tool steel in the as-
build specimen? 

• How does this affect the hardness of the material? 

2. Materials and Methods 

Specimen Nomenclature 

AdPre L-PBF of gas-atomized, pre-alloyed powder 
AdEle L-PBF of gas-atomized Fe-powder and broken 

elements and ferroalloys 
Cast Casted reference sample 

The alloys to be compared are called AdPre and AdEle in 
the following, which are based on the condition of the powder: 
pre-alloyed and element powder. 

2.1. Chemical composition 

In this work, a tool steel alloy is considered that, despite of 
the formation of carbon martensite, can be processed using L-
PBF without additional process adjustments with regard to the 
exposure strategy or preheating of building platform. A carbon 
content in the range of 0.35 to 0.45 mass% was targeted for the 
martensitic hardening. The remaining element contents were 
alloyed with regard to the adjustment of the martensite start 
temperature, so that a certain residual austenite content forms, 
which counteracts the formation of cold cracks.  

The chemical composition of both additively manufactured 
alloys AdPre and AdEle (EDS), the reference cast and the taget 
is shown in Table 1. Apart from the increased carbon content, 
the alloys achieve the targeted chemical composition in a good 
approximation and only show slight differences among each 
other. However, the local spot-wise chemical composition 
shows more significant variations. 

Table 1. Chemical composition of AdPre and AdEle (Due to experimental 
restrictions concerning light-weight elements, the C-content was separately 
measured with carrier gas hot extraction and set as 0.41 mass% (AdPre) and 
0,47 mass% (AdEle). The chemical composition of the casted reference 
sample (Cast) was measured by means of sparc spectrometry.) 

 Fe C Cr Si Mn Ni Mo Ti V W 
AdPre Bal. 0.41 11.04 0.68 0.69 1.71 3.22 0.21 0.2 1.92 

AdEle Bal. 0.47 9.89 0.73 0.67 1.95 3.36 0.13 0.29 2.17 

Cast Bal. 0.32 9.84 0.87 0.68 1.69 3.06 0.11 0.3 2.02 

Target  Bal. 0.36 10.00 0.70 0.60 1.7 3.00 0.20 0.3 2.00 

2.2. Gas-atomization 

Both starting powders were synthesized by means of 
nitrogen gas atomization in a close-coupled atomizer 
(Indutherm, AU 1000 Prototype). To fabricate the pre-alloyed 
powder, raw elements and ferro-alloys were melted and 
superheated to 1,710 °C using an indirect inductive melting 
system. To prevent oxidization, the melting chamber was 
evacuated and subsequently flooded with argon. For the 
atomization nitrogen was used. A close coupled atomizer, with 
a melt mass flow of 290 kg/h was used to achieve spherical 
particle with mass median diameters in the range of 40-50 µm. 

The fabrication of the iron powder, serving as a base for the 
manually mixed alloy, was performed in the same manner, 
using a superheat temperature of 1,710 °C to melt the bulk iron 
(99.9 mass% purity) and had a melt mass flow of 430 kg/h. 
Further details of the gas atomization are reported in a previous 
publication of the authors [13]. 
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influence of the flowability, the bulk density of the powder 
layer applied and the powder particle shape on the melt pool 
characteristics, the thermal conductivity, and the resulting laser 
energy input [5, 6]. Common materials used as powder 
feedstock are gas-atomized pre-alloyed powders or wires of 
established functional alloys [4]. However, fewer investigations 
focus on the LAM fabrication of metal alloys mixed with pure 
elemental powders [7-9]. Roberts et al. showed that L-PBF 
processing of elemental mixtures containing spherical 
aluminum and aspherical silicon powder particles with 
fractured surfaces is technically feasible [9].  

Steel powders used for LAM processes are typically 
produced by means of gas-atomization, further described in 
[11]. This could be expensive due to the additional added value 
and involve a high experimental effort. In addition, there is the 
problem that many materials cannot be processed with LAM 
due to the formation of defects, thus causing component failure 
during the built-up process. This reduces the amount of 
commercially available materials for LAM-processing. Among 
the most frequently used materials in LAM are stainless steels, 
especially grade 316L, nickel-, aluminum-, and titanium-based 
alloys [10]. Additive manufacturing of high performance 
materials, like hot work tool steels, important for highly-
stressed parts used in hot-working applications like forging, die 
casting, mold-making and cutting, has not been extensively 
investigated so far [2]. 

Even though LAM is promising with respect to innovative 
tool concepts, LAM of tool steels is still complex, due to crack-
inducement during the martensitic transformation [12]. The aim 
of this study is to highlight an approach to find alloying 
techniques that enable higher flexibility with respect to the 
individual fabrication of materials using iron powder as a base 
and adding need-orientated alloying elements. This shall 
contribute to a reduction in manufacturing costs and a decrease 
of raw element waste in the long-term perspective. The 
following scientific questions are addressed: 

• Does mixing of pure spherical Fe powder with aspherical 
ferroalloys allows the L-PBF fabrication of nearly defect-
free samples? Does this improve the local crack 
occurrence?  

• To what extent can we achieve a homogeneous chemical 
composition of a complex hot work tool steel in the as-
build specimen? 

• How does this affect the hardness of the material? 

2. Materials and Methods 

Specimen Nomenclature 

AdPre L-PBF of gas-atomized, pre-alloyed powder 
AdEle L-PBF of gas-atomized Fe-powder and broken 

elements and ferroalloys 
Cast Casted reference sample 

The alloys to be compared are called AdPre and AdEle in 
the following, which are based on the condition of the powder: 
pre-alloyed and element powder. 

2.1. Chemical composition 

In this work, a tool steel alloy is considered that, despite of 
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exposure strategy or preheating of building platform. A carbon 
content in the range of 0.35 to 0.45 mass% was targeted for the 
martensitic hardening. The remaining element contents were 
alloyed with regard to the adjustment of the martensite start 
temperature, so that a certain residual austenite content forms, 
which counteracts the formation of cold cracks.  

The chemical composition of both additively manufactured 
alloys AdPre and AdEle (EDS), the reference cast and the taget 
is shown in Table 1. Apart from the increased carbon content, 
the alloys achieve the targeted chemical composition in a good 
approximation and only show slight differences among each 
other. However, the local spot-wise chemical composition 
shows more significant variations. 
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restrictions concerning light-weight elements, the C-content was separately 
measured with carrier gas hot extraction and set as 0.41 mass% (AdPre) and 
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Both starting powders were synthesized by means of 
nitrogen gas atomization in a close-coupled atomizer 
(Indutherm, AU 1000 Prototype). To fabricate the pre-alloyed 
powder, raw elements and ferro-alloys were melted and 
superheated to 1,710 °C using an indirect inductive melting 
system. To prevent oxidization, the melting chamber was 
evacuated and subsequently flooded with argon. For the 
atomization nitrogen was used. A close coupled atomizer, with 
a melt mass flow of 290 kg/h was used to achieve spherical 
particle with mass median diameters in the range of 40-50 µm. 

The fabrication of the iron powder, serving as a base for the 
manually mixed alloy, was performed in the same manner, 
using a superheat temperature of 1,710 °C to melt the bulk iron 
(99.9 mass% purity) and had a melt mass flow of 430 kg/h. 
Further details of the gas atomization are reported in a previous 
publication of the authors [13]. 
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2.3. Alternative alloying strategy 

The new alloying strategy implies the mixing of gas 
atomized, pure iron powder with mechanically milled element 
powders and ferroalloys:  

Cr, Ni, Mn, FeCrC (22/70/8), FeMo (70/30), FeV (20/80), 
FeTi (30/70), FeSi (25/75), FeW (80/20) (numbers in brackets 
correspond to the element contents in mass%).  

To further reduce the ductility, some of the raw elements 
have been cryogenically frozen in advance of the milling 
process. The individual ferroalloys were sieved in the fraction 
20–63 μm and then mixed in the correct mass% by a 3D shaker 
mixer (WAB Group, Turbula). 

2.4. Powder characterization 

The gas-atomized powders were sieved by an air jet sieve 
(Hosokawa Alpine AG, Air Jet Sieve e200LS) in the faction 25-
63 μm. The particle size distributions of all powders were 
analyzed with a diffraction spectrometer (Malvern Panalytical 
Ltd, Mastersizer 2000). The particle shape distribution and 
sphericity were measured with dynamic image analysis 
(Sympatec GmbH, QICPIC/R).  

The carbon content of the starting powders was identified by 
means of carrier gas hot extraction (Bruker, IR07). The 
measuring results of each five powder portions with a mass of 
500-600 mg were averaged. 

The flowability was measured in different ways. Hall Flow 
was measured according to DIN EN ISO 4490 with a 5 mm 
nozzle. For the angle of repose a prototype machine (prototype 
built by Leibniz IWT) and ImageJ by NIH Image was used. The 
tap density, for the Hausner ratio, was measured according to 
ISO 3953. 

2.5. L-PBF fabrication 

The cubic samples with an edge length of 5 mm each, were 
built-up on a cylindrical base plate without support structures 
under argon gas atmosphere by means of Laser Powder Bed 
Fusion (L-PBF) (Aconity GmbH, AconityMINI) using a 
checkerboard strategy. All relevant scanning parameters are 
given in Table 2. 

Table 2. L-PBF process parameters (Aconity GmbH, AconityMINI) 

Laser power Scanning speed Spot size Hatch distance 

250 W 600 mm/s 0.05 mm 0.08 mm 

Layer thickness Strategy Tilt angle Gas 

0.05 mm Checkerboard 12° Argon 

2.6. Microscopy 

In advance of the microscopical analysis, all specimen were 
embedded into conductive resin, mechanically ground with SiC 
abrasive paper (320, 800 and 1000 mesh size) and polished with 
a diamond suspension with a final particle size of 1 µm. To 

further smoothen the polished surfaces, oxide polishing 
suspension (SiO2) with a particle size of 0.25 µm was finally 
applied. 

We conducted optical microscopy using light microscopes 
with brightfield mode (Olympus, BX60M and CarlZeiss, 
Axiotech) using the 50-fold and 500-fold magnification lenses. 
We analyzed optical porosity with the help of computer-aided 
image analysis (ImageJ, Version 1.52n). The powder 
morphology was determined with the help of a scanning 
electron microscope (Tescan, Mira) using the SE-detector, an 
acceleration voltage of 30 kV and a working distance of 25 mm. 
Electron dispersive spectroscopy (EDS) was carried out for a 
duration of at least 12 hours using an additional EDS-detector 
(Oxford, XMaxN) assessing Kα1- and Lα1-radiation. 

2.7. Hardness testing 

Hardness testing was performed according to DIN EN ISO 
6507-1:2018-07 using a Vickers-hardness tester (KB-Prüf-
technik GmbH, KB30 S) with a load of 9.807 N (HV1). The 
results were averaged from 25 randomly distributed hardness 
imprints on the top surface of the additively manufactured 
specimen. The hardness of the conventionally fabricated 
reference specimen was averaged from 10 different hardness 
imprints. 

3. Results and Discussion 

3.1. Powder properties and powder morphology  

Table 3 depicts the most important characteristic powder 
properties. Additionally, the values of the spherical, gas-
atomized pure iron powder are given for comparison. As 
described in the table, the powders do not show major 
differences with respect to the particle size distribution, the 
particle shape distribution, the sphericity and the flowability. 

 The table clarifies that in terms of the flowability the milled 
particles in AdEle have an apparent positive effect on the angle 
of repose, while the particle size distribution and Hall flow 
appears to have a negative influence.  

Table 3. Powder characteristics 

 AdPre AdEle Pure Fe 

Characteristic particle sizes [μm]    
       d (0.1) 24.7 29.1 25.2 
       d (0.5) 41.8 46.0 42.4 
       d (0.9) 69.1 72.3 69.4 

Characteristic particle shapes     
       d (0.1) 0.70 0.66 0.71 
       d (0.5) 0.86 0.85 0.86 
       d (0.9) 0.93 0.92 0.93 

Sphericity    
       s (0.5) 0.86 0.85 0.86 

Flowability    
       Hall flow [s/50 g] 3.2 3.6 3.0 
       Angle of repose [°] 62 44 58 
       Hausner ratio 1.15 1.16 1.15 
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Additional to these characteristic properties the morphology 
of the AdPre and AdEle is shown in Fig. 1. The powder 
particles of AdPre are highly spherical, with a low amount of 
satellites, which is consistent to the sphericity values, given in 
Table 3. As visible on the right picture, the spherical iron 
powder particles are surrounded by randomly distributed sharp-
edged ferroalloy particles in the AdEle alloy.  

3.2. Microstructure of the as-build specimen 

Figure 2 compares the porosity of the additively 
manufactured specimen, analyzed by means of optical image 
analysis. Both alloys show a high density >99%. Therefore, the 
processability of these two alloys is technically feasible. 

As obvious in Fig. 2, AdPre shows an increased number of 
pores and also micro cracks, whereas in AdEle there are 
unmelted powder particles, which are evenly distributed across 
the area. Hence, the porosity and the appearance of cracks is 
slightly reduced in the AdEle alloy. Therefore, it can be 
assumed that the powder was applied evenly during the coating 
process. 

As described in [14, 15, 16], the condition of the powder and 
the atomization process directly influence the density and 
mechanical properties of the additively manufactured 
components. As shown by Attar et al. [16], the porosity of L-
PBF manufactured parts is increased in the case of underlying 
round powder grains, compared to irregularly shape non-

spherical powder grains, which are more difficult to apply 
during the L-PBF process. Although the alloy AdEle contains a 
small number of non-spherical particles, the processability and 
relative density is still higher.  

To investigate the origin of these porosities and the reason 
behind the differences in the density of the as-built parts, both 
powders were analyzed by means of SEM. As can be seen in 
Fig. 3, AdEle powder particles are mostly dense with almost no 
porosity. Small number of inherent gas pores can be found in 
several AdPre powder particles. These small pores (maximum 
10 µm in diameter) are most likely evoked by the atomization 
gas, trapped in the powder particles during the atomization 
process [17]. These pores are often able to survive the L-PBF 
process and remain as unwanted artefacts in the produced parts 
[18]. 

However, the maximum size of porosity seen in the AdPre 
parts (Fig. 2) is larger than any porosity seen in the powder. 
This will therefore not be the decisive reason for the increased 
porosity of the alloy. Therefore, further investigations, for 
example a powder CT, will follow to determine whether the 
porosity that has occurred is due to possible pores in the 
powder, oxide layers or other causes. 

 
Fig. 4 shows the microscopical local segregation of 

elements. Position 1 and Position 2 (Fig. 4 a) are two different 
measurement spots in the vicinity of a tungsten-rich particle. 
The change in the element concentration in wt.% is depicted in 
the bar chart below the figure. Close to this unmelted particle, 
at Position 2, the mass% is more than 10% higher than at 
Position 1, which is located a few microns from the tungsten-
rich particle. However, even if the W-content is highly 
increased in close proximity to an unmelted tungsten-rich 
particle (Position 2), in a distance of a few micrometer away 
from the tungsten particle (Position 1), the chemical 
composition is far more homogeneous even though the local 
tungsten concentration is still reduced. 

Fig. 3. SEM-micrographs of cross- sections of the AdPre  
and AdEle powder particles 

Fig. 2. Microscopical image analysis of the optical porosity of AdPre and 
AdEle (the as porous detected areas are highlighted in red) 

Fig. 1. Morphology of AdPre and AdEle 

Fig. 4. SEM-image of the AdEle microstructure and local chemical 
decomposition in the vicinity of unmolten particles 



 A. Taruttis  et al. / Procedia CIRP 94 (2020) 46–51 49
4 A. Taruttis et al. / Procedia CIRP 00 (2020) 000–0000 

Additional to these characteristic properties the morphology 
of the AdPre and AdEle is shown in Fig. 1. The powder 
particles of AdPre are highly spherical, with a low amount of 
satellites, which is consistent to the sphericity values, given in 
Table 3. As visible on the right picture, the spherical iron 
powder particles are surrounded by randomly distributed sharp-
edged ferroalloy particles in the AdEle alloy.  

3.2. Microstructure of the as-build specimen 

Figure 2 compares the porosity of the additively 
manufactured specimen, analyzed by means of optical image 
analysis. Both alloys show a high density >99%. Therefore, the 
processability of these two alloys is technically feasible. 

As obvious in Fig. 2, AdPre shows an increased number of 
pores and also micro cracks, whereas in AdEle there are 
unmelted powder particles, which are evenly distributed across 
the area. Hence, the porosity and the appearance of cracks is 
slightly reduced in the AdEle alloy. Therefore, it can be 
assumed that the powder was applied evenly during the coating 
process. 

As described in [14, 15, 16], the condition of the powder and 
the atomization process directly influence the density and 
mechanical properties of the additively manufactured 
components. As shown by Attar et al. [16], the porosity of L-
PBF manufactured parts is increased in the case of underlying 
round powder grains, compared to irregularly shape non-

spherical powder grains, which are more difficult to apply 
during the L-PBF process. Although the alloy AdEle contains a 
small number of non-spherical particles, the processability and 
relative density is still higher.  

To investigate the origin of these porosities and the reason 
behind the differences in the density of the as-built parts, both 
powders were analyzed by means of SEM. As can be seen in 
Fig. 3, AdEle powder particles are mostly dense with almost no 
porosity. Small number of inherent gas pores can be found in 
several AdPre powder particles. These small pores (maximum 
10 µm in diameter) are most likely evoked by the atomization 
gas, trapped in the powder particles during the atomization 
process [17]. These pores are often able to survive the L-PBF 
process and remain as unwanted artefacts in the produced parts 
[18]. 

However, the maximum size of porosity seen in the AdPre 
parts (Fig. 2) is larger than any porosity seen in the powder. 
This will therefore not be the decisive reason for the increased 
porosity of the alloy. Therefore, further investigations, for 
example a powder CT, will follow to determine whether the 
porosity that has occurred is due to possible pores in the 
powder, oxide layers or other causes. 

 
Fig. 4 shows the microscopical local segregation of 

elements. Position 1 and Position 2 (Fig. 4 a) are two different 
measurement spots in the vicinity of a tungsten-rich particle. 
The change in the element concentration in wt.% is depicted in 
the bar chart below the figure. Close to this unmelted particle, 
at Position 2, the mass% is more than 10% higher than at 
Position 1, which is located a few microns from the tungsten-
rich particle. However, even if the W-content is highly 
increased in close proximity to an unmelted tungsten-rich 
particle (Position 2), in a distance of a few micrometer away 
from the tungsten particle (Position 1), the chemical 
composition is far more homogeneous even though the local 
tungsten concentration is still reduced. 

Fig. 3. SEM-micrographs of cross- sections of the AdPre  
and AdEle powder particles 

Fig. 2. Microscopical image analysis of the optical porosity of AdPre and 
AdEle (the as porous detected areas are highlighted in red) 

Fig. 1. Morphology of AdPre and AdEle 

Fig. 4. SEM-image of the AdEle microstructure and local chemical 
decomposition in the vicinity of unmolten particles 



50 A. Taruttis  et al. / Procedia CIRP 94 (2020) 46–51
 A. Taruttis et al. / Procedia CIRP 00 (2020) 000–000  5 

 
In order to have a closer look at this distribution, an EDS 

mapping (Fig. 5) shows the local tungsten concentration in 
mass% in the vicinity of such a particle. It looks like the local 
decomposition follows the melting traces of the laser spot. 
Corresponding to the flow, a streamline with increased W-
content compared to the matrix can be seen.  

Due to the higher melting temperatures of e.g. FeW 
(2,111 – 2,723 K) and FeMo (1,790 K), the fast process and 
short retention times of the L-PBF process, such particles can 
be explained. The flow and melting time were not sufficient to 
melt the tungsten-rich particle completely. Only the surface was 
dissolved and mixed with the surrounding melt pool. This could 
possibly be avoided if smaller particle factions are used. Based 
on the investigations in [23], it is more likely that unmelted 
ferroalloys are more likely to melt in L-PBF if a smaller particle 
size is used. 

Another influencing factor on such particles is, as described 
in [20], tungsten has a lower absorption capacity than steel. This 
means that due to the high proportion of these tungsten-rich 
particles, a larger portion of the laser light is reflected, and the 
energy density is lower for the same scanning parameters. As 
known from the literature [14, 21, 22] the energy density and 
the scanning strategy is an essential influencing factor 
regarding the quality of additively manufactured components. 

However, as shown in Fig. 6, even in the pre-alloyed powder 
AdPre, where all elements have been melted and atomized 
together, element segregations, as a result of the constitutional 
super cooling and the consequent accumulation of elements 
such as W, Mo and Cr in the residual melt, are visible. This is 
highlighted in detail in Fig. 7. The etched light-microscopical 
image highlight the segregation-caused cellular substructure, 
which typically appears in L-PBF fabricated components. 

 Furthermore, Fig. 7 shows martensite and retained austenite 
as well as preferred cracking locations within the 
microstructure. Since the cracks in AdPre have mainly formed 
along the martensite needles, this confirms that the production 
of tool steel with LAM is still complex, due to crack-formation 
during the martensitic transformation [12].  

3.3. Hardness  

Fig. 8 depicts the achieved hardness of both additively 
manufactured specimen compared to a conventionally casted 
reference sample. As illustrated in the bar diagram, the hardness 
of AdPre is more or less reduced by a quarter compared to the 
other specimen AdEle and the cast.  

One influencing factor on the decreased hardness is the 
increased number of pores and micro cracks, as shown by 
several investigations [21, 22, 24]. Possible other influencing 
factors on the hardness, like the retained austenite or the C 
content, are investigated in detail in the future. 

Fig. 6. L-PBF caused segregation of alloying elements in AdPre 

Fig. 7. Etched microstructure of AdPre alloy containing martensite and 
retained austenite (left) and preferred hot-cracking locations 

Fig. 5. W content [wt.%] of AdEle 

Fig. 8. Micro hardness of L-PBF processed alloys AdPre and AdEle 
compared to conventionally cast reference sample 
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4. Conclusions and Outlook 

This study has successfully shown that it is technically 
possible to mix gas-atomized powder with mechanically milled 
ferroalloys (AdEle) to produce a hot work tool steel alloy usable 
for the L-PBF process. Furthermore, the following conclusions 
can be drawn: 
• The flow properties of the two powders AdPre and AdEle 

were evaluated contradictorily by the Hall flow 
measurement and the dynamic angle of repose. Both 
powders show similar Hausner ratios and could be 
processed in the L-PFB process. 

• The relative density of the AdEle alloy is slightly improved 
compared to the fully gas-atomized alloy. This can be most 
likely traced back to a higher portion of gas pores in the 
powder grains. Due to the "admixed" alloying elements, the 
AdEle alloy contains a lower proportion of gas-atomized 
powder and thus a lower proportion of gas. 

• The structure of the alloy AdEle contains unmelted particles 
of various ferroalloys, which locally inhomogenize the 
chemical composition on the microscale. Achieving a 
complete melting of this particles during the L-PBF process 
or with the help of a subsequent post-treatment requires 
further prospective investigations.  

• The higher density and the reduced number of micro cracks, 
among others, contributes to an increased hardness, which 
is within the regime of a conventionally manufactured 
reference alloy. 

The results show that the L-PBF processing of ferro alloy 
particles is basically possible. However, further questions arise 
regarding the achievement of a homogeneous element 
distribution. In further investigations, the influence of the 
L- PBF process parameters (double exposure), the selected 
particle size and post-processing on the element distribution 
will be investigated. 
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4. Conclusions and Outlook 

This study has successfully shown that it is technically 
possible to mix gas-atomized powder with mechanically milled 
ferroalloys (AdEle) to produce a hot work tool steel alloy usable 
for the L-PBF process. Furthermore, the following conclusions 
can be drawn: 
• The flow properties of the two powders AdPre and AdEle 

were evaluated contradictorily by the Hall flow 
measurement and the dynamic angle of repose. Both 
powders show similar Hausner ratios and could be 
processed in the L-PFB process. 

• The relative density of the AdEle alloy is slightly improved 
compared to the fully gas-atomized alloy. This can be most 
likely traced back to a higher portion of gas pores in the 
powder grains. Due to the "admixed" alloying elements, the 
AdEle alloy contains a lower proportion of gas-atomized 
powder and thus a lower proportion of gas. 

• The structure of the alloy AdEle contains unmelted particles 
of various ferroalloys, which locally inhomogenize the 
chemical composition on the microscale. Achieving a 
complete melting of this particles during the L-PBF process 
or with the help of a subsequent post-treatment requires 
further prospective investigations.  

• The higher density and the reduced number of micro cracks, 
among others, contributes to an increased hardness, which 
is within the regime of a conventionally manufactured 
reference alloy. 

The results show that the L-PBF processing of ferro alloy 
particles is basically possible. However, further questions arise 
regarding the achievement of a homogeneous element 
distribution. In further investigations, the influence of the 
L- PBF process parameters (double exposure), the selected 
particle size and post-processing on the element distribution 
will be investigated. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

The focus of this contribution lies on the comparison of different material models for the thermo-mechanical simulation of selective laser melting 
(SLM) processes. A Finite Element (FE) framework for the analysis of residual stresses and distortions in laser beam melting processes is 
introduced. The FE solver for the thermo-mechanical problem uses a staggered algorithm, is based on the open source finite element library 
deal.ii and makes use of heavy parallelization. The most important aspects to be investigated here are the mechanical material behavior and stress 
relaxation in the range of the melting temperature. Material models, which reset certain variables as stress and plastic strain to zero at a critical 
temperature are compared to a thermo-viscoplastic constitutive law. Simulations, related to the SLM process of Ti-6Al-4V, are performed to 
compare the residual stresses and plastic strains predicted by different models after melting and cooling. Furthermore, the validity of geometrically 
linearized material model is analyzed. 
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1. Introduction 

Additive manufacturing offers almost unlimited design 
freedom in the construction of components. In particular, very 
filigree structures can be produced. In selective laser beam 
melting (SLM), parts are produced by locally melting metal 
powder together. The highly concentrated energy input by a 
laser leads to huge temperature gradients during the 
manufacturing process. As a consequence, process parameter 
dependent residual stresses and distortions occur. These cause 
a reduction in dimensional accuracy and have a negative 
influence on the fatigue strengths of components [1]. If the 
distortions increase during the manufacturing process, the 
occurring warpage can even lead to a premature process 
termination [2].  

A powerful tool to predict these effects are thermo-
mechanical finite element (FE) simulations [3]. Due to the high 
computing power required for thermo-mechanical process 
simulations, a heavy parallelized staggered approach has 
proven to be particularly suitable. The nonlinear thermal 
problem is solved first and the computed temperatures serve as 
input for the following mechanical simulation. While the 
assumptions of thermal modeling and their effects are well 
understood, the same is not true for the influences of 
mechanical model assumptions [4]. A main aspect is the 
modeling of stress and plastic strain relaxation during melting 
and re-melting, but also the validity of geometrically linear 
material models. 

Ganeriwala et al. [5] used a rate-independent elastoplastic 
material model for lower temperatures and a rate-dependent 
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constitutive law for medium temperature regions. In the 
temperature range near the melting point a viscoelastic material 
model was used to account for stress and strain relaxation. 
Furthermore, the plastic strains were set to zero in this high 
temperature range. Denlinger et al. [6] used a geometrically 
linearized incremental elasto-plastic model. They modelled the 
relaxation of plastic strains and stresses by resetting these 
quantities to zero when a prescribed critical temperature is 
exceeded.  

In this paper, these common mechanical modelling 
approaches are investigated for the SLM process of Ti-6Al-4V. 
Therefore, a modelling framework is presented that allows to 
easily switch between the geometrically nonlinear and linear 
setting and different relaxation models. The plastic strains and 
stresses predicted by the various models are compared by 
means of numerical simulations of melting and re-melting 
processes.  

2. Numerical model 

Nomenclature 

T temperature 
λ thermal conductivity  
H  enthalpy 
Q heat source 
ε linearized total strain 
εth  linearized thermal strain 
εpl linearized viscoplastic strain 
E total Hencky strain 
Eth thermal Hencky strain 
Epl viscoplastic Hencky strain 
F deformation gradient 
u displacements 
α hardening variable 
σ Cauchy stress 
η viscosity 

2.1. Thermal model  

The temperature field in the selective beam melting process 
is derived by solving the nonlinear heat equation  

( ( ) )H div T T Qλ= ∇ + ,                                                          (1) 

using a two-step Runge-Kutta S-DIRK [7] method. The heat 
source Q represents the energy input by the laser beam and is 
modelled as a volumetric Gaussian distribution around the 
beam center and pre-integrated in time [8]. A change in the 
enthalpy H accounts for the latent heat during solidification. 
For a more detailed description of the thermal simulations, the 
reader is referred to [9]. 

2.2. Mechanical model  

The temperature fields obtained from the thermal analysis 
are included in the mechanical simulation as thermal loads. The 

balance of linear momentum is solved to derive plastic strains, 
stresses and distortions 

div( ) 0=σ .                                                                             (2) 

Boundary conditions on the displacements or forces are 
prescribed. The Cauchy stress is related to the deformation 
(history) by means of constitutive models, which will be 
introduced in the following. 

2.2.1. Constitutive Model 
The mechanical simulations shall be compared for a 

geometrically linear and nonlinear setting. A unifying 
description is given by the formulation in the logarithmic strain 
space [10]. The same constitutive equations can be used, but in 
the finite strain setting a pre- and post-processing step is 
required, transferring the results in or from the logarithmic 
strain space. As a finite strain measure the Hencky strain 

T1 ln( )
2

E F F=                                                                      (3) 

is used. It is decomposed into an elastic, a viscoplastic and a 
thermal part 

e pl th= + +E E E E .                                                              (4) 

The thermal strain thE follows from the thermal loads, 
applying a temperature dependent coefficient of thermal 
expansion (CTE), see Fig. 1. A von Mises type yield criterion 
with isotropic hardening is used, in which the yield stress and 
the hardening parameter are also temperature dependent. The 
viscoplastic strains follow a Perzyna-type evolution equation, 
which accounts for rate-dependent effects. When setting the 
viscosity parameter 0η =  a rate independent thermo-
elastoplastic material model is obtained.  

In order to account for the nonlinearities due to temperature 
dependencies and to allow for a resetting of particular 
variables, as described in detail in section 2.2.3, an incremental 
formulation is used to update the stresses in each time step, 
according to the incremental change in the strains and the 
temperatures.  

1 :n n n T
T+

∂ ∂
= + ∆ = + ∆ + ∆

∂ ∂
σ σσ σ σ σ E
E

.                              (5) 

2.2.2. Material Parameters 
The thermal and mechanical material parameters are 

modelled to be temperature dependent. A distinction is made 
for the different material states such as powder, solid and melt. 
The powder is modelled as elastic. The Young’s modulus of 
the powder at room temperature is assumed to be one tenth of 
that of the solid. Additionally, the powder does not expand or 
contract due to temperature changes.  

All relevant parameters of Ti-6Al-4V for the mechanical 
simulations are shown in Fig. 1. Smooth curves are fitted to 
experimentally measured temperature-dependent parameters 
taken from [11]. The solid and melt phases are represented in 
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black and the powder state in green. Experimental data is 
indicated by red crosses. 
  

Fig. 1: Temperature dependent mechanical properties of Ti-6Al-4V. The 
colours of the lines indicate the state of material: black (solid/melt) and 

green (powder). The underlying experimental data [11] is represented with 
red crosses. The Poisson’s ratio is assumed to be state independent and the 
thermal expansion coefficient (CTE) of powder is set to 0. The powder is 

modelled to be elastic and therefore no yield stress is given. 

2.2.3. Relaxation during melting 
One way to account for the relaxation of stresses during the 

melting phase is by means of an increasing viscosity parameter 
η  in the viscoplastic material model for higher temperatures. 
This approach is compared to models in which the stress 
relaxation is approximated by resetting certain variables to 
zero. Here, the thermal strain, the plastic strain, the hardening 
variable and the stresses are adjusted to zero when a certain 
critical temperature is exceeded 

, , , 0 ifth pl critT Tα= = = = >ε 0 ε 0 σ 0 .            (6) 

Another approach [5] uses a viscoplastic model together with a 
reset of only the hardening variable and the plastic strain for 
high temperatures. One critical aspect which is common for 
these approaches is the determination of suitable values for 
either the viscosity parameter η  or the critical temperature

critT . In the present comparison, literature values are used, 
which were shown to predict stresses which are in good 
agreement with experimental results. The viscosity parameter 
is taken from [5] and the critical temperature is set to be 80% 
of the melting temperature, which denotes the beginning of the 
mushy zone for metallic materials [12]. For Ti-6Al-4V with a 
melting temperature of 1674°C, the critical temperature is 
taken as 1339°C. 

3. Results 

In this section, numerical results for the material models 
with different approximations of the stress relaxation during 
melting are compared for a single melting point example. The 

stresses and plastic strains obtained with small and large strain 
viscoplastic models are contrasted to those of elastoplastic and 
viscoplastic models with resetting various variables to zero. 
Additionally, a single-layer example is presented and the stress 
and plastic strain formation for a cross-snake hatching is 
analyzed. 

3.1. Single melting point example 

In the first example, the stresses and plastic strains for two 
cycles of melting and solidification are simulated, with no 
movement of the laser beam. The initial material state is 
powder and the powder bed has the size 1 x 1 x 0.8 mm3. The 
powder bed is modelled to be mechanically constrained at the 
bottom plate and stress free at the beginning of the simulation. 
In the thermal simulation the bottom and side faces are 
insulated. Convection and radiation is accounted for at the top 
face. The simulation setting is shown in Fig. 2 and further 
simulation parameters are summarized in Tab. 1.  
     

 

Fig. 2: Schematic illustration of the single melting point example. The 
green line indicates the position at which the stresses and plastic strains 

are evaluated (top); Temperature history at point P. The temperature 
exceeds the melting temperature twice before the material is cooled down 

to room temperature. The red lines indicate the points in time when the 
plastic strains and stresses are evaluated (bottom). 

 
The geometry is meshed with 152864 hexahedral elements, 

using a fine mesh in the area near the laser spot and coarser 
elements for the remaining areas. The same mesh is used for 
the thermal and the mechanical simulation. For the thermal 
simulation tri-linear and for the mechanical simulation tri-
quadratic shape functions are applied.  

Table 1. Process parameters single melting point example 

Laser power 100 W 

Laser radius 100 µm 

Absorption coefficient 1.0  

Initial temperature 20 °C 

  
The laser exposes the centre point of the powder bed for 
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1.1 ms, is then switched off for 3.4 ms, and then exposes the 
same spot again for 1.1 ms. The powder material melts, 
solidifies, melts, solidifies again and is cooled down to room 
temperature afterwards. The thermal fields are simulated once 
and used within a staggered approach for the mechanical 
simulations with the different material models. The resulting 
plastic strains and von Mises stresses are compared in the 
following.  

The results obtained for the thermo-viscoplastic model in 
the geometrically linear setting are compared to those of the 
geometrically nonlinear setting. As shown in Fig. 3, the 
differences for the von Mises stress after cooling are negligible 
for the current example. This can be explained by the small 
maximum values of the total strain of about 4.8%. The small 
strain assumption is still valid here, but should be verified for 
other examples, e.g. multi-layer simulations. Due to these small 
differences, all further simulations are made using the 
geometrically linear setting.  

Fig. 3: Final distribution of the von Mises stress for the geometrically 
linear and non-linear case. 

The evaluation of the plastic strains along a diagonal line on 
the top surface of the geometry is illustrated in Fig. 4 for three 
points in time. The formation of plastic strains is related to the 
thermal gradients. During the first melting phase, nearly no 
stresses and plastic strains arise due to the powder properties, 
which allow an almost unhindered thermal expansion of the 
material. During the second melting phase, the now solid 
material restricts the thermal expansion of the melting material. 
At this stage, the thermal gradient is the highest at the interface 
between melt and solid. Therefore, negative plastic strains 11

plε  
arise in these regions for the viscoplastic material model 
without resetting. The same holds for the material model with 
resetting, but as the temperature exceeds the critical 
temperature all plastic strains are zeroed. In the following 
solidification phase the plastic strains increase further for the 
viscous case. Since the temperatures in this region are still 
above the critical temperature, no plastic strains remain for the 
elastoplastic material model with resetting. With the exception 
of the boundary of the previously molten region, which shows 
positive plastic strains 11

plε  due to the limited thermal 
contraction during cooling. Similar plastic strains are also 
observed for the viscoplastic model in the remaining cooling 
phase to room temperature. The results of the viscoplastic 
model which resets the hardening variable and the plastic 
strains to zero show similar plastic strains as the model with the 
reset of all variables. A reset of only the hardening variable 
leads to similar results as the viscoplastic model with no 
resetting. 

Most of the plastic strains, by which the approaches differ, 
see Fig. 4 c), result from plastic deformations in the mushy or 

molten material state. These do not lead to large differences in 
the stresses as is shown in Fig. 5. The stresses arise mostly 
during the cooling period to room temperature. The largest 
stresses appear at the outer boundary of the previously molten 
material due to the inhomogeneous temperature field and the 
restricted thermal contraction in this region. The stress values 
decrease towards the beam centre as the thermal gradients 
decrease. For all approaches, the temperature gradient along 
the x-direction is zero in the center, due to the symmetry of the 
problem, resulting in no plastic strains and small stresses. 
 

a)  

b)  

c)  
Fig. 4: Plastic strain after the second melting phase (a), after the second 

cooling phase (b) and after cooling down to room temperature (c), 
evaluated on the surface along a diagonal line through the laser centre. 

The maximum von Mises stresses for the different models 
are reached at the same locations (x=0.28 mm and 5.2 mm, due 
to symmetry) and are given in Tab. 2. The maximum difference 
is about 15 MPa or 2.8%, which is negligible, considering the 
uncertainties of the parameters and residual stress 
measurements.  

Table 2. Maximum von Mises stresses  

 MaxValue 
[MPa] 

AbsDif 
[MPa] 

RelDif 
[%] 

Elasto-viscoplastic model no resetting 522   

Elasto-plastic model with reset 508 -14 -2.7 

Elasto-viscoplastic model α reset 507 -15 -2.8 

Elasto-viscoplastic model α and εpl 
reset 

524 +2 +0.4 

 
The material modelling approaches are sensitive to the 
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choice of the viscosity or the critical temperature. When the 
viscosity parameter is increased, smaller stresses are computed. 
A similar behaviour results from decreasing the critical 
temperature. 

a) 

b)  
c) 

Fig. 5: Von Mises equivalent stress after the second melting phase (a), 
after the second cooling phase (b) and after cooling down to room 

temperature (c), evaluated on the surface along a line through the laser 
centre. 

 
The final stress distribution after cooling to room 

temperature evaluated along the z-direction is shown in Fig. 6. 
It is visible that the results of the different models are also in 
good agreement. The highest stresses are reached at the 
boundary of the former melt pool, which is similar as for the 
stress evaluation along the x-axis. 
 

 
Fig. 6: Von Mises equivalent stress after cooling down to room 

temperature; evaluated along the z-axis through the laser centre; top 
surface: z=0.8 mm. 

3.2. Single layer example 

In the second example the viscoplastic model without 
resetting is used to simulate the stress and plastic strain 
formation during the melting and solidification of a five line 
cross-snake hatch pattern for a single layer of 20 µm height, as 
shown in Fig. 7. The lines are melted on top of a 1.58 mm thick 
Ti-6Al-4V base plate. Each scanning line is 2.0 mm long and 
the hatch distance is 120 µm. The dimensions of the simulation 
box are 5 x 3 x 1.6 mm3. The temperature of the base plate is 
set to 160°C. The simulation parameters are summarized in 
Tab. 3.  

Table 3. Simulation parameters single layer example 

Laser power 400 W 

Laser velocity 0.9 m/s 

Laser radius 110 µm 

Absorption coefficient 0.3  

Initial temperature 20 °C 

Bottom temperature base plate 160 °C 

 
A static mesh consisting of 187160 hexahedral cells is used 

with coarse elements at the bottom of the base plate and finer 
elements in the powder bed. Near the scan path, an additional 
local mesh refinement results in an element edge length of 
approximately 15 µm. The same mesh was used for the thermal 
and the mechanical simulation. As in the first example, tri-
linear shape functions are applied for the thermal simulation 
and tri-quadratic ones for the mechanical simulation.   

Fig. 7: Schematic illustration of the single layer example. The green line 
indicates the position at which the stresses and plastic strains are evaluated 

(top); Temperature history at point A. The temperature exceeds the 
melting temperature while being scanned and again when the next line is 

scanned. After 1 s of cooling a constant temperature of approximately 
85°C is reached (bottom). 

The resulting plastic strains and von Mises stresses 
evaluated along the green dashed line in Fig. 7, at the end of 
the simulation, when a uniform temperature is reached, are 
shown in Fig. 8. In this example, the formation of stresses and 
plastic strains is influenced by several additional factors as 
compared to the first example. The thermal and mechanical 
boundary conditions change due to the movement of the beam, 
and the thermal volume change of the base plate is also 
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important. At first sight, the results show large differences in 
the plastic strains and stresses as compared to the single melting 
point example. But if the scan line is regarded as a continuous 
sequence of melting points, the influence of the positive plastic 
strains, which are formed at the edge of the solidifying melt in 
each case, predominates. This results in almost constant plastic 
strains 11

plε  and 22
plε  and stresses along the x-direction, 

compare Fig. 8. The fluctuations can be explained by the 
inhomogeneous temperature histories, which differ at every 
point. Furthermore, the solid base plate has a significant 
influence on the plastic strain evolution, since it allows less 
thermal expansions than the powder bed from the first example.  

The stress curve shows an almost uniform stress distribution 
close to the maximum of 903 MPa in the previously molten 
region. This higher value, as compared to the single melting 
point example, results from the different mechanical boundary 
conditions due to the base plate and the non-simultaneous 
solidification of the larger melt pool. 
 

 a)  

b) 
Fig. 8: Viscoplastic strain (a) and equivalent von Mises stress (b) after 

reaching a constant temperature, evaluated along the dashed green line as 
shown in Fig 7. 

4. Conclusion 

In the current contribution, the predicted plastic strains and 
stresses of different material models are compared for melting 
and re-melting processes, similar to the SLM process. The 
focus is on the influence of various approximations of the stress 
relaxation in the melt phase. A viscoplastic model is compared 
to models in which the stresses and plastic strains are reset to 
zero at a critical temperature. The differences are illustrated by 
means of a single melting point example, in which powder is 
melted and solidified twice, before cooling down to room 
temperature. While the plastic strains derived by a material 
model with resetting of variables develop only at the outer 
region of the solidified material, the viscoplastic material 
model results in the formation of higher plastic strains within 

the previously molten region. However, since the stresses 
primarily arise during final cooling to room temperature, the 
residual stress distributions of the models are very close. The 
differences in the results for the geometrically linear and 
geometrically nonlinear case are negligible, which is due to the 
small overall strains with a maximum of 5%. However, it is 
emphasized that this is not a general rule for the simulation of 
SLM processes, but further comparisons for multi-layer or part 
scale examples are required to confirm the validity of the small 
strain assumption. The simulation of an example with multiple 
scan lines shows the strong influence of the inhomogeneity of 
the temperature field on the results. Solid materials such as the 
building plate have a large influence on the resulting plastic 
strains and stresses.  

Future investigations will include the simulation of 
multiple-layer examples and small parts. This will also allow 
comparison with experimental data. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 

Keywords: Assembly; Design method; Family identification

1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

Generating dense parts from laser-based Powder Bed Fusion of metals often requires the adaption of laser scanning speed. Thereby, scanning 
speed is lost as a degree of freedom for tailoring the microstructure. This paper addresses this issue by using an analytical model from literature 
to achieve equal melt pool width and depth for a range of factor 12 for laser scanning speeds and by examining the resulting specimen densities 
for this range of scanning speeds. The melt pool width and the melt pool depth of a dense reference specimen are measured. The measured melt 
pool width and melt pool depth are defined as the target sizes of the melt pool for all examined scanning speeds, as this is expected to result in 
dense specimens from a geometrical point of view. The target size shall be achieved by using an analytical model from the literature. This strategy 
is chosen to estimate the necessary energy input for creating dense specimens while avoiding incomplete fusion and keyholing. Defects 
mechanisms like splatters and cracks are excluded from this initial examination. 
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1. Introduction 

The resulting microstructure of metallic alloys processed by 
laser-based Powder Bed Fusion of metals (PBF-LB/M) is 
strongly dependent on the conditions during solidification [1]. 
The laser scanning speed is a crucial factor for the conditions 
during solidification, as it influences the solidification velocity 
of the melt pool [2]. Hence, scanning speed should be treated 
as a useful degree of freedom when optimizing the 
microstructure as this also has implications on the mechanical 
properties as well as the tearing behavior of a distinct material 
system [3, 4]. 

The approach of this paper is generating dense geometries 
while turning the scanning speed from a parameter that has to 
be optimized to a variable for the adaption of the microstructure 
during PBF-LB/M. This shall be achieved by controlling the 
width and depth of the melt pool for a wide range of scanning 
speeds. The length of the melt pool is neglected. The goal is to 
tailor the microstructure of a given material system while 
reducing the effort necessary for finding suitable process 
parameters. 

An analytical model from literature is used to predict the size 
of the melt pool depending on the process and material 
parameters [2]. In order to gain sufficient specimen quality, it 
is necessary to adapt process parameters for each material 
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Abstract 

Generating dense parts from laser-based Powder Bed Fusion of metals often requires the adaption of laser scanning speed. Thereby, scanning 
speed is lost as a degree of freedom for tailoring the microstructure. This paper addresses this issue by using an analytical model from literature 
to achieve equal melt pool width and depth for a range of factor 12 for laser scanning speeds and by examining the resulting specimen densities 
for this range of scanning speeds. The melt pool width and the melt pool depth of a dense reference specimen are measured. The measured melt 
pool width and melt pool depth are defined as the target sizes of the melt pool for all examined scanning speeds, as this is expected to result in 
dense specimens from a geometrical point of view. The target size shall be achieved by using an analytical model from the literature. This strategy 
is chosen to estimate the necessary energy input for creating dense specimens while avoiding incomplete fusion and keyholing. Defects 
mechanisms like splatters and cracks are excluded from this initial examination. 
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1. Introduction 

The resulting microstructure of metallic alloys processed by 
laser-based Powder Bed Fusion of metals (PBF-LB/M) is 
strongly dependent on the conditions during solidification [1]. 
The laser scanning speed is a crucial factor for the conditions 
during solidification, as it influences the solidification velocity 
of the melt pool [2]. Hence, scanning speed should be treated 
as a useful degree of freedom when optimizing the 
microstructure as this also has implications on the mechanical 
properties as well as the tearing behavior of a distinct material 
system [3, 4]. 

The approach of this paper is generating dense geometries 
while turning the scanning speed from a parameter that has to 
be optimized to a variable for the adaption of the microstructure 
during PBF-LB/M. This shall be achieved by controlling the 
width and depth of the melt pool for a wide range of scanning 
speeds. The length of the melt pool is neglected. The goal is to 
tailor the microstructure of a given material system while 
reducing the effort necessary for finding suitable process 
parameters. 

An analytical model from literature is used to predict the size 
of the melt pool depending on the process and material 
parameters [2]. In order to gain sufficient specimen quality, it 
is necessary to adapt process parameters for each material 
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system individually. An advantage of using this analytical 
model is that it incorporates the material parameters enthalpy at 
melting temperature ℎ𝑠𝑠𝑠𝑠 = 𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝑇𝑇𝑇𝑇𝑚𝑚𝑚𝑚 , thermal diffusivity 𝐷𝐷𝐷𝐷  and 
absorptivity 𝐴𝐴𝐴𝐴, which establish a connection to the real process 
and possibly enabling analytical process optimization 
independent of the used material system. 

2. Materials and methods 

For the experimental procedure, an aluminum alloy with 
nominally 6.1 wt% nickel was used. The used spherical powder 
particles had an average diameter of 35.8 µm. The particle size 
ranged between 20 and 63 µm. For all sub-studies, an 
SLM®280 powder bed fusion machine from SLM Solutions 
Group AG utilizing a laser wavelength of 1070 nm was used. 
The building plate was pre-heated to a temperature of 423 K. 
Argon was used as shielding gas. A hatch distance of 135 µm 
and a powder layer height of 50 µm were used unless stated 
otherwise. The beam diameter was measured to be 68.5 µm. 
The actual laser power of the machine was calibrated to match 
the nominal power. 

For all specimens described within the scope of this paper, 
the scanning direction from layer to layer was not rotated. The 
meandering scanning pattern was not shifted laterally, so each 
melt track was aligned in parallel and placed directly on top of 
the respective melt track of the previous layer. Hence, a “worst-
case” scanning strategy was used. The reason for using this 
scanning strategy is to separate the physical relationships in the 
region of the melt pool from the process strategy of the whole 
specimen. The examination focuses on the energy input and the 
accompanying consequences on the density of the specimens, 
e.g., avoiding incomplete fusion and porosity due to keyholing. 
The created specimens are 10x10x15 mm in size. The 
specimens were placed directly onto the building platform to 
guarantee homogenous heat conduction undisturbed by 
variations of the support structure and to increase overall heat 
conduction to the building plate. Thereby the amount of heat 
accumulated over multiple layers of the specimen should be 
reduced. 

An additional powder layer was added to create single tracks 
on top of the specimens with a hatch distance of 1 mm. These 
single tracks were generated to receive the size of the melt pool 
while not experiencing heat accumulation during the creation 
of a layer due to the energy input of previous tracks of the same 
layer. Also, the specimens have time to cool during the 
application of the powder layer and the absolute energy input 
during the generation of the single tracks is low compared to 
scanning with the usual hatch distance of the specimen. The 
melt pool width and depth later described were measured from 
these single tracks. 

In a pre-study a dense specimen was built. This specimen is 
shown in figure 1. This specimen was built using a scanning 
speed of 1400 mm/s and a laser power of 383 W. The specimen 
was analyzed for its melt pool width and melt pool depth, as 

well as for its relative density. The specimen exhibits a relative 
density of 99.93 % and is treated as the reference for the 
described studies.  

 
Fig. 1. Polished cross-section (scanning direction perpendicular to the 

plane of the cross-section, top layer at the left side of the specimen) of the 
reference specimen scanning directions was perpendicular to the 1400 mm/s, 

383 W 

3. Experimental procedure 

The reference specimen was embedded and polished, such 
that the single tracks are perpendicular to the polished surface. 
The relative density, the melt pool width and the melt pool 
depth were analyzed by optical microscopy. The analysis was 
conducted, so the cross-section lies in the center of the 
specimen. Thereby, the influence of edge-induced effects is 
reduced, and the melt pool is expected to exhibit its steady-state 
geometry. The relative density was calculated by determining 
the area of porosity within the prepared surface. The width and 
depth of the single tracks on top of the specimen were measured 
after etching the specimen. 

The hypothesis is that if the hatch distance and the layer 
height are kept constant for decreasing scanning speeds, using 
the same size of the melt pool as the reference specimen´s size 
of the melt pool results in a dense specimen. This statement is 
derived from a purely geometric point of view and excludes 
considering effects like balling, cracks and defects resulting 
from splatters. 

For this reason, an analytical model from Rubenchik et al. 
was chosen, which can estimate melt pool geometry depending 
on the process and material parameters [2]. As the model 
incorporates material parameters, it offers the possibility to be 
transferable to other materials when developing process 
parameters for a new alloy system, especially the necessary 
energy input to achieve distinct sizes of the melt pool. 

To maintain analytical solvability, the model makes several 
assumptions and simplifications, e.g. not considering the 
powder layer, melt motion and evaporation. The model enables 
the calculation of the melt pool geometry depending on the two 
parameters p and B. 
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The parameter p is defined by  
 

𝑝𝑝𝑝𝑝 = 𝐷𝐷𝐷𝐷
𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢

.     (1) 

In this equation, D represents the thermal diffusivity, a the 
beam width and u the laser scanning speed. B is connected 
firmly to the normalized enthalpy introduced by Hann et al. 

∆𝐻𝐻𝐻𝐻
ℎ𝑠𝑠𝑠𝑠

= 𝐴𝐴𝐴𝐴𝑃𝑃𝑃𝑃´23 4⁄

ℎ𝑠𝑠𝑠𝑠√𝜋𝜋𝜋𝜋𝐷𝐷𝐷𝐷𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢3
,    (2) 

where A represents the absorptivity, 𝑃𝑃𝑃𝑃´ is the laser power, 
while the enthalpy at melting ℎ𝑠𝑠𝑠𝑠 is 𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝑇𝑇𝑇𝑇𝑚𝑚𝑚𝑚[5, 6]. The normalized 
enthalpy ∆𝐻𝐻𝐻𝐻 ℎ𝑠𝑠𝑠𝑠⁄  describes the energy input in multiples of the 
enthalpy at melting. The heat of fusion is not included. B is 
given by 

 

𝐵𝐵𝐵𝐵 = ∆𝐻𝐻𝐻𝐻
23 4⁄ 𝜋𝜋𝜋𝜋ℎ𝑠𝑠𝑠𝑠

.     (3) 

B can be thought of as a process parameter directly stating 
the corresponding temperature increase of the material; a value 
of 𝐵𝐵𝐵𝐵 = 2 states that the peak temperature of the melt pool is two 
times the melting temperature of the material. The size of the 
melt pool is calculated by p and B using the chosen model. Later 
on, the results are described in normalized enthalpy to stay 
compatible with earlier publications based on normalized 
enthalpy [5, 6, 7, 8, 9]. For the calculation of the size of the melt 
pool, the interpolation functions presented by Rubenchik et al. 
are used [2]. The width of the melt pool is calculated by 

𝑤𝑤𝑤𝑤(𝐵𝐵𝐵𝐵, 𝑝𝑝𝑝𝑝) = 𝑢𝑢𝑢𝑢
𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵³

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡0.0021 − 0.047𝑝𝑝𝑝𝑝 + 0.34𝑝𝑝𝑝𝑝2

−1.9𝑝𝑝𝑝𝑝3 − 0.33𝑝𝑝𝑝𝑝4 + 𝐵𝐵𝐵𝐵(0.00066
−0.007𝑝𝑝𝑝𝑝 − 0.00059𝑝𝑝𝑝𝑝2 + 2.8𝑝𝑝𝑝𝑝3

−0.12𝑝𝑝𝑝𝑝4)+𝐵𝐵𝐵𝐵2(−0.0007 + 0.15𝑝𝑝𝑝𝑝
−0.12𝑝𝑝𝑝𝑝2 + 0.59𝑝𝑝𝑝𝑝3 − 0.023𝑝𝑝𝑝𝑝4)
+𝐵𝐵𝐵𝐵3(0.00001 − 0.00022𝑝𝑝𝑝𝑝
+0.002𝑝𝑝𝑝𝑝2 − 0.0085𝑝𝑝𝑝𝑝3 + 0.0014𝑝𝑝𝑝𝑝4)⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎤

, 

while the depth is calculated by 

𝑑𝑑𝑑𝑑(𝐵𝐵𝐵𝐵, 𝑝𝑝𝑝𝑝) = 𝑢𝑢𝑢𝑢

√𝐵𝐵𝐵𝐵
�
0.008 − 0.0048𝐵𝐵𝐵𝐵 − 0.047𝑝𝑝𝑝𝑝 − 0.099𝐵𝐵𝐵𝐵𝑝𝑝𝑝𝑝
+(0.32 + 0.015𝐵𝐵𝐵𝐵)𝑝𝑝𝑝𝑝 ln𝑝𝑝𝑝𝑝
+ ln𝐵𝐵𝐵𝐵(0.0056 − 0.89𝑝𝑝𝑝𝑝 + 0.29𝑝𝑝𝑝𝑝 ln𝑝𝑝𝑝𝑝)

�. 

The selected model claims to be valid if the values of B are 
between 1 and 20 and the values of p are between 0.1 and 5. 
This range of validity regarding p and B is stated by the authors 
of the model to be representative of the PBF-LB/M process [2]. 
When the actual dimensions of the melt pool are calculated, the 
power 𝑃𝑃𝑃𝑃′ in equation 2 includes the influence of the pre-heating 
of the building plate. This is described by equation 4 [2]: 

𝑃𝑃𝑃𝑃′ = 𝑃𝑃𝑃𝑃𝑇𝑇𝑇𝑇𝑚𝑚𝑚𝑚
(𝑇𝑇𝑇𝑇𝑚𝑚𝑚𝑚−𝑇𝑇𝑇𝑇0)

    (4) 

The calculated power 𝑃𝑃𝑃𝑃′ must be divided by 1.86 to receive 
the laser powers 𝑃𝑃𝑃𝑃  as the melting temperature  
𝑇𝑇𝑇𝑇𝑚𝑚𝑚𝑚 = 913 𝐾𝐾𝐾𝐾  and the temperature of the building plate is  
𝑇𝑇𝑇𝑇0 = 423 𝐾𝐾𝐾𝐾. The respective laser powers 𝑃𝑃𝑃𝑃 corrected for the 
influence of the pre-heating are shown in table 1. 

From the reference specimen, a target melt pool width of 
210 µm and a target melt pool depth of 140 µm were 

determined for a hatch distance of 135 µm. Besides testing the 
hypothesis for a hatch distance of 135 µm used for the reference 
specimen, the target size of the melt pool is scaled down 
proportionally for a hatch distance of 100 µm. This was done 
by reducing melt pool width and afterwards calculating the 
corresponding depth with the selected analytical approach for 
the scanning speed of 1400 mm/s. A target width of 160 µm and 
a depth of 84 µm for a hatch distance of 100 µm were used. To 
examine the initial hypothesis, these melt pool geometries were 
to be realized for laser scanning speeds from 100 mm/s to 
1200 mm/s in steps of 100 mm/s. For each scanning speed at 
both hatch distances, the necessary laser powers were 
calculated to match the respective target values of the melt pool 
dimension.  

Table 1. Process parameters used in the respective sub-studies 

u ID100 IW100 ID135 IW135 

100 mm/s 235 W 167 W 294 W 212 W 

200 mm/s 177 W 155 W 237 W 205 W 

300 mm/s 173 W 161 W 238 W 217 W 

400 mm/s 178 W 169 W 250 W 232 W 

500 mm/s 186 W 178 W 265 W 247 W 

600 mm/s 194 W 187 W 282 W 262 W 

700 mm/s 204 W 195 W 299 W 277 W 

800 mm/s 213 W 203 W 317 W 292 W 

900 mm/s 223 W 211 W 335 W 306 W 

1000 mm/s 233 W 218 W 352 W 318 W 

1100 mm/s 242 W 226 W 372 W 333 W 

1200 mm/s 252 W 232 W 388 W 348 W 

For the calculation of the laser power, the absorptivity was 
assumed to be 0.15 [9]. The enthalpy at melting temperature  
ℎ𝑠𝑠𝑠𝑠 = 1.184 J/mm³ and the thermal diffusivity 𝐷𝐷𝐷𝐷 = 57 mm²/s 
were derived from the commercial software JMatPro®. As the 
melt pool width and melt pool depth do not scale proportionally 
to each other for decreasing laser speed, there were two studies 
conducted for each hatch distance. The goal of the first two 
studies was to maintain the same melt pool depth (Iso-depth: 
ID100 and ID135) while the second pair of studies aims to keep 
the melt pool width constant (Iso-width: IW100 and IW135). 
The letter indicates whether depth or width was kept constant 
and the number indicates the hatch distance in µm. Table 1 lists 
the calculated laser powers for these sub-studies for the 
respective scanning speeds. The increasing power for low 
scanning speeds seems to be counterintuitive, as the power is 
expected to approach a plateau when scanning speed is 
decreasing. This will be considered in future studies, where the 
powers for low scanning speeds are substituted by values 
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approaching a plateau value for low scanning speeds. The 
increase in power could be explained by the fact that we are 
operating at the lower limit of the validity regime of the 
analytical model, as the values for p exceed 5. 

4. Results and discussion 

The resulting melt pool depths and widths from the nine 
single tracks per specimen were measured. Furthermore, the 
resulting specimen density was determined. Figure 2 shows the 
relative melt pool width w and Figure 3 shows the relative melt 
pool depths d for the four different sub-studies. The figures 
show the measured values divided by the calculated ones for 
both depth and width. Hence, Figures 2 and 3 represent the 
deviation of the measured from the calculated values. The red 
line signifies the target value. For the sub-studies with a hatch 
distance of 100 µm, the depth of the melt pool is in good 
agreement with the calculated depth, while the width is 
underestimated slightly. 

Fig. 2. Relative melt pool width over scanning speed 

The situation is reversed for the studies conducted for the 
hatch distance of 135 µm. In this case, the measured width 
values are in good agreement with the calculated values, while 
the depth values are higher than expected. This trend indicates 
that the assumed absorptivity of 0.15 is too low for the studies 
conducted for the hatch distance of 135 µm. This is explained 
by the higher laser powers used in these studies as we have the 
same scanning speeds but want to achieve bigger melt pools. 
The higher laser power results in a higher vapor pressure above 
the melt pool and thereby in a deeper melt pool depression that 
can result in multiple reflections more easily and lead to a 
higher absorptivity. In general, the values are in good 
agreement with the target values considering the fact that the 

power was predicted analytically for scanning speeds spanning 
over a factor of 12. 

Figure 4 shows the relative energy input per melted area in 
the transverse cross-section of a single track over scanning 
speed to examine the parameter B from the analytical model for 
its suitability as a tool of characterizing processing conditions. 

Fig. 4. Relative melting energy density over scanning speed (blue: line 
energy, red: B) 

The line energy 𝑃𝑃𝑃𝑃 𝑢𝑢𝑢𝑢⁄  and B of the reference specimen, as 
well as for the generated specimens, are calculated. Afterwards, 
these values are divided by the area of the transverse section of 
the single tracks of each specimen. The area of the transverse 
section is approximated to be the area of a semi-ellipse with half 
the melt pool width and the melt pool depth as radii for the 

Fig. 3. Relative melt pool depth over scanning speed 
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calculation. This calculation of energy, respectively B per 
melted area of the single tracks, was done for all sets of 
parameters. Afterwards, the results of the experimental study 
were divided by the values of the reference specimen, receiving 
a factor called relative melting energy density e. Therefore, a 
value of 𝑒𝑒𝑒𝑒 = 2 means that twice the energy is necessary for 
melting the same area of metal when compared with the 
reference specimen. The calculated value represents the relative 
melting energy density. It can be stated that B is a significantly 
better descriptor than line energy in regards to the melted area 
of a melt track, especially for low scanning speeds. The 
normalized enthalpy (respectively B), as defined by equation 2, 
also incorporates the thermal diffusivity and heat capacity. The 
line energy only states how much energy is applied as none of 
the parameters that scale the heat release from the energy input 
region are included. From this point of view, it is advised to use 
B instead of line energy for describing process parameters for 
materials with high thermal conductivity. For materials with 
low thermal diffusivity, the impact should be less significant, 
but still noticeable. 

After looking at the influence of energy input on melt track 
size, the influence of the energy input on part density is 
investigated. Therefore, in figure 5 the relative specimen 
density depending on laser scanning speed is shown. The 
values for relative density are decreasing for all sub-studies, but 
the relative densities for the studies conducted with a hatch 
distance of 100 µm are experiencing a more pronounced 
decline with decreasing scanning speed than the studies 
conducted at 135 µm. This could be explained by a differing 
heat accumulation occurring at a hatch distance of 100 µm, 
when compared with a hatch distance of 135 µm. Therefore, 
the relative volume energy density and its influence on 
specimen density is examined. Figure 6 depicts the relative 
density 𝜌𝜌𝜌𝜌𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟  of the specimens over the relative volume energy 
density. The volume energy density is calculated by  𝑃𝑃𝑃𝑃 (ℎ𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢)⁄ . 

The hatch distance is denoted by h, the layer height by t. For 
decreasing scanning speeds, the relative volume energy density 
is increasing in figure 6.  

On the one hand, figure 6 seems to indicate that we operate 
at the upper limit of the process window, as only the lowest 
values of relative volume energy density deliver specimens 
with high relative densities. This seems especially the case for 
the studies conducted at 100 µm hatch distance, as they 
decrease more sharply with increasing relative volume energy 
densities, which would point to higher heat accumulation in the 
100 µm specimens. One the other hand, the size of the melt pool 
for the 100 µm hatch distance studies is overestimated, while 
the size of the melt pool for the 135 µm is underestimated in 
figure 2 and figure 3 by the used analytical model. Therefore, 
we should expect that the studies conducted with a hatch 
distance of 135 µm should be more susceptible to the porosity 
resulting from excessive heat accumulation in the specimen, as 
we already stated that the absorptivity is underestimated for 
these studies. It also has to be accounted for the longer time 
necessary to finish one layer. The powers used for the 100 µm 
studies are overall lower than the power used for the 135 µm 
studies, but this effect is mostly compensated for by the 
additional number of scanned tracks. One way of resolving this 
issue is by acknowledging the fact that for higher scanning 
speeds, the thermal diffusion length during the laser dwell time 
is small, so the heat is localized during the dwell time of the 
laser. This is not the case for low scanning speeds where the 
conducted heat away from the laser-material interaction zone 
becomes more dominant and the heat thereby becomes 
delocalized. This could explain the steeper decrease in relative 
density when the heat becomes delocalized during the laser 
dwell time. 

In figure 7, the relative melt pool width and depth are 
normalized by their respective target value. The influence of the 
relative melt pool dimensions on specimen density is examined 
in figure 7. When looking at the influence of melt pool depth 
and melt pool width on part density, the parameters resulting in 
the predefined target size of the melt pool for both hatch 
distances delivers the highest densities. When comparing both, 
the melt pool depth seems to be the better indicator for dense 
specimens because, for the melt pool width, there are specimens 
that result in the target width while showing low relative 

Fig. 5. Relative density over laser scanning speed 

Fig. 6. Relative density over relative volume energy density 
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densities. This, however, does not occur when looking at the 
melt pool depth. This seems plausible, as it is known that 
building dense specimens with PBF-LB/M is – beside other 
mechanisms – depending on controlling melt pool depth [9]. It 
is noteworthy that there are many melt pool depths and widths 
below the target value, while the porosity is increasing with 
relative volume energy density. The context of this has already 
discussed for figure 6. There we argued for a too low heat 
accumulation for the 100 µm studies, which results in a high 
prosity. This nevertheless has to be proven with additional 
examinations as another explanation could also be too high heat 
accumulation, which results in material ejection from the melt 
pool and the powder layer, resulting in smaller melt pools than 
expected, while showing low relative densities. 

5. Conclusion 

The initial examination of the stated hypothesis –  achieving 
distinct melt pool geometry regarding width and depth for a 
defined hatch distance and layer thickness should result in 
dense specimens – seems promising. Nevertheless, this relation 
has to be examined more closely in the future as the role of the 
heat accumulations has to be estimated to receive specimens 
with higher densities through this strategy 

For low laser scanning speeds, the analytical approach 
shows increasing laser powers when reducing laser scanning 
speed, which seems to be physically unjustified. This has to be 
taken into account when adapting the process parameters. 

The sub-studies with a hatch distance of 135 µm show better 
results and are less susceptible to process defects. 

Controlling melt pool depth is significantly more critical 
than controlling the melt pool width in order to obtain dense 
specimens. 

The parameter B, respectively the normalized enthalpy, is a 
much better descriptor of the melted volume of a single track 
than line energy is, especially for materials with high thermal 
diffusivity and at low scanning speeds. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

Two-phase solidification microstructures of regular binary eutectic alloys are composed of lamellar or rod-like pattern. The corresponding 
characteristic length scale λ is the spacing between lamellae or rods and results from an interplay between lateral diffusion and capillary, i.e. 
interfacial curvature. The basic theory had been developed by Jackson and Hunt (JH) in the 1960’s and has been proven successfully for “slow” 
solidification. It leads to a scaling relation v⋅λ2=const. with v the growth velocity. In this work, we investigated eutectic solidification in Al-Ni 
for the faster growth rates in L-PBF processing by means of phase-field simulations. The consequences of the fast solidification on the 
deviation from the JH-scaling and the appearance of new features in the growth pattern are shown. Simulation results are confronted with 
microstructures seen in L-PBF build samples. Eventually, we discuss the opportunity to derive the local solidification speed from 
microstructure analysis. 
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1. Introduction 

Additive manufacturing (AM) of metallic alloys is 
currently receiving great attention due to its promises for the 
3D-printing of components presenting complex geometries. In 
particular, laser-based AM takes advantage of the modern 
developments of laser technologies, allowing for a sub-
millimeter precision and building rates that may be suitable 
for industrial production.  

The melting and solidification of the deposited material 
then takes place on time scales that are several orders of 
magnitude smaller than for conventional manufacturing such 
as casting or welding. Indeed, finite element calculations on 
the scale of the melt pool, i.e. the material that is locally 
melted owing to the energy of the laser, suggest cooling rates 

possibly reaching a million Kelvin per second with thermal 
gradients as large as hundred thousand Kelvin per cm [1]. 
Depending on the melt pool geometry and in particular on 
whether a keyhole develops when the evaporation temperature 
is reached, solidification velocities are typically in a range 
between 10-1 cm/s and 102 cm/s. These high solidification 
rates challenge the commonly accepted theories about the 
solidification microstructure evolution, which plays an 
important role for defect formation and eventually for the 
mechanical properties of the as build material. 

In a recent study [2], dendritic growth under 
“conventional” slow solidification conditions has been 
compared to dendritic growth under conditions typical for L-
PBF. Slow solidification corresponds to a weakly out-of-
equilibrium (WOE) regime leading to columnar dendrites with 
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1. Introduction 

Additive manufacturing (AM) of metallic alloys is 
currently receiving great attention due to its promises for the 
3D-printing of components presenting complex geometries. In 
particular, laser-based AM takes advantage of the modern 
developments of laser technologies, allowing for a sub-
millimeter precision and building rates that may be suitable 
for industrial production.  

The melting and solidification of the deposited material 
then takes place on time scales that are several orders of 
magnitude smaller than for conventional manufacturing such 
as casting or welding. Indeed, finite element calculations on 
the scale of the melt pool, i.e. the material that is locally 
melted owing to the energy of the laser, suggest cooling rates 

possibly reaching a million Kelvin per second with thermal 
gradients as large as hundred thousand Kelvin per cm [1]. 
Depending on the melt pool geometry and in particular on 
whether a keyhole develops when the evaporation temperature 
is reached, solidification velocities are typically in a range 
between 10-1 cm/s and 102 cm/s. These high solidification 
rates challenge the commonly accepted theories about the 
solidification microstructure evolution, which plays an 
important role for defect formation and eventually for the 
mechanical properties of the as build material. 

In a recent study [2], dendritic growth under 
“conventional” slow solidification conditions has been 
compared to dendritic growth under conditions typical for L-
PBF. Slow solidification corresponds to a weakly out-of-
equilibrium (WOE) regime leading to columnar dendrites with 
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pronounced side arm branches, being spatially arranged in a 
rather ordered network. Solidification at velocities between 
1 cm/s and 10 cm/s corresponds to a strongly out-of-
equilibrium (SOE) regime leading to disordered networks of 
unbranched columnar dendrites. These qualitative differences 
between the WOE and SOE regimes pertain to the relations 
between the different length scales characterizing the 
microstructure, i.e. dendrite tip radius, diffusion length and 
dendrite spacing. While in the WOE regime, the tip radius is 
much smaller than the two other length scales, the three length 
scales are of the same order in the SOE regime, inhibiting the 
development of side arms and the phase diffusion process 
responsible for the ordering of the dendritic network. 

In this work, we are interested in AM for eutectic alloys, 
especially Al-Ni. In eutectics, solidification at small velocities 
usually takes place through the coupled growth of two solid 
phases, which are thermodynamically stable below the 
eutectic temperature. The corresponding microstructure 
consists in a lamellar structure or fibers of one of the solid 
phases embedded in a matrix of the other one. The creation of 
ultrafine eutectic microstructures by AM processes is of 
general interest in view of the potential improvement of 
mechanical material properties due to the small length 
microstructure scales. In this respect, we simulate the 
solidification of binary Al-Ni alloys under L-PBF conditions 
using the phase field method. Phase field methods are the 
tools of choice when one aims at describing the microstructure 
evolution at the scale of the solid/liquid interface [3]. We use 
the software MICRESS that has already demonstrated its 
capabilities in describing eutectic-like structures at higher 
undercooling (see for example [4]). 

The paper is organized as follows. We first present the Al-
Ni phase diagram and the phenomenology of eutectic 
solidification. Second, we present results of phase field 
simulations at a growth velocity V = 1 cm/s. Then, we 
compare our simulations results with slow solidification 
simulations in order to estimate the validity of existing 
theories. Finally, we compare simulation results with real 
microstructures from samples build by Laser Powder Bed 
Fusion. 

2. Al-Ni phase diagram and weakly out-of-equilibrium 
eutectic solidification 

Fig. 1 shows the Temperature-Concentration phase 
diagram of Al-Ni calculated by ThermoCalc using the TCAL4 
database. The eutectic point is at 𝑇𝑇𝑇𝑇𝐸𝐸𝐸𝐸  = 920K and 𝐶𝐶𝐶𝐶𝐸𝐸𝐸𝐸 = 6wt% 
Ni. The eutectic temperature corresponds to a temperature at 
which a three-phase equilibrium exists between the liquid, the 
solid fcc α-Al phase (with a very small Ni solubility) and the 
solid orthorhombic β-Al3Ni phase (at 42 wt% Ni). As 
mentioned in the introduction, when the liquid at eutectic 
composition is cooled down in a temperature gradient at a 
slow rate, a coupled growth occurs, producing lamellae or 
fibers of α and β phases and an almost flat solidification front. 
The characteristic length scale λ associated with this 
microstructure is the inter-lamellae or inter-fibers distance. It 
is the scale on which the exchange of solute atoms actually 
takes place, and is much smaller than the so-called diffusion 

length 𝑙𝑙𝑙𝑙 = 𝐷𝐷𝐷𝐷/𝑉𝑉𝑉𝑉  where 𝐷𝐷𝐷𝐷  is the diffusion coefficient in the 
liquid phase, and 𝑉𝑉𝑉𝑉is the growth velocity of the solidification 
front. 

 

Fig. 1. Al-Ni phase diagram calculated using the TCAL4 ThermoCalc 
database. 

  The relations between λ, 𝑙𝑙𝑙𝑙  and the front temperature 𝑇𝑇𝑇𝑇0 , 
smaller than 𝑇𝑇𝑇𝑇𝐸𝐸𝐸𝐸 , has been theoretically analyzed by Jackson 
and Hunt (JH) in their seminal paper [5]. For a given λ, they 
consider a periodic steady-state and find 𝑙𝑙𝑙𝑙 and 𝑇𝑇𝑇𝑇0 such that a 
balance exists between the contributions to the diffusion flux 
provided by capillary effects, parametrized by the capillary 
length 𝑑𝑑𝑑𝑑  (comparable to the atomic distance), and the 
difference in liquid-solid equilibrium composition whether 
considering the liquid-α or liquid-β equilibria. It has been 
shown that only a certain interval δλ around the periodicity, 
called 𝜆𝜆𝜆𝜆0, leading to the largest 𝑇𝑇𝑇𝑇0, yields stable steady-state 
solutions (note that this selection of periodicity is soft in the 
sense that 𝛿𝛿𝛿𝛿𝜆𝜆𝜆𝜆/𝜆𝜆𝜆𝜆0~1). Without giving details, one should note 
that: 
𝛥𝛥𝛥𝛥 = (𝑇𝑇𝑇𝑇𝐸𝐸𝐸𝐸 − 𝑇𝑇𝑇𝑇0)/∆𝑇𝑇𝑇𝑇 ~ 𝑑𝑑𝑑𝑑/𝜆𝜆𝜆𝜆0 ~ �𝑑𝑑𝑑𝑑/𝑙𝑙𝑙𝑙  
where 𝛥𝛥𝛥𝛥𝑇𝑇𝑇𝑇 is the characteristic temperature interval, linked to 
liquidus slopes and the concentration interval on the eutectic 
plateau, here around 40 wt%. In slow solidification 
conditions, the undercooling verifies 𝛥𝛥𝛥𝛥 ≪  1 , yielding a 
separation of length scales 𝑑𝑑𝑑𝑑 ≪ 𝜆𝜆𝜆𝜆 ≪ 𝑙𝑙𝑙𝑙 . The coupled growth 
described by the JH theory may also take place in a certain 
interval of nominal concentrations around 𝐶𝐶𝐶𝐶𝐸𝐸𝐸𝐸  called the 
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‘coupled zone’, although in this case, an additional long range 
diffusion field on the scale of 𝑙𝑙𝑙𝑙 playing a minor role in the 
determination of the pattern, i.e. in the relations between Δ, λ 
and 𝑙𝑙𝑙𝑙. Beyond the boundaries of the coupled zone, a single-
phase growth can be observed forming dendrites of the solid 
phase that presents the higher liquidus temperature, i.e. α for 
nominal compositions that are smaller than  𝐶𝐶𝐶𝐶𝐸𝐸𝐸𝐸 (hypo-eutectic 
compositions) and β for nominal compositions that are larger 
(hyper-eutectic compositions). 

3. Strongly out-of-equilibrium solidification: phase field 
simulations 

When the cooling rate reaches values such that Δ becomes 
of order unity, the phenomenology corresponding to the JH 
theory does not hold anymore, especially because the Péclet 
number 𝑃𝑃𝑃𝑃 = 𝜆𝜆𝜆𝜆/𝑙𝑙𝑙𝑙  becomes also of order unity. Then, 
deviations from equilibrium at the interfaces or changes in the 
boundaries of the coupled zone occur [6]. 

As mentioned in the introduction, we have made phase 
field simulations at a prescribed growth velocity 𝑉𝑉𝑉𝑉=1cm/s. In 
order to reproduce thermal conditions typical for L-PBF 
experiments, a thermal gradient 𝐺𝐺𝐺𝐺 = 105 K/cm (yielding a 
cooling rate �̇�𝑇𝑇𝑇 = 𝐺𝐺𝐺𝐺𝑉𝑉𝑉𝑉 = 105 K/s) is superimposed on the 
simulation domain (the so called “frozen temperature 
approximation”). The phase field model is linked to the 
thermodynamic database for the computation of the driving 
forces and the element partitioning at the interfaces, which 
also provides the temperature dependent liquidus slopes [7]. 
In Fig. 2, the solidification front for a simulation with a 
nominal alloy composition Al-10.2 wt%Ni is shown. 

 

Fig. 2. Coupled eutectic growth at 𝑉𝑉𝑉𝑉= 1 cm/s and 𝐺𝐺𝐺𝐺=105 K/cm. The Al3Ni 
phase is drawn in orange, fcc-Al in grey. 

The result corresponds to a coupled growth structure. 
Perpendicularly to the growth direction, the box dimensions 
are 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 × 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿=0.288 μm × 0.4 μm. A moving frame algorithm 
allows following the solidification along much larger 
distances along the growth direction. Orange and white colors 
represent the β-liquid and α-liquid interfaces, respectively. 

In order to apprehend the qualitative differences between the 
microstructures inherited from the SOE and the WOE 
regimes, we represent in Fig. 3 also the growth front in the 
WOE regime. In the WOE regime, the shape and size of the β-
fibres are much more regular in comparison to the SOE 
regime. Moreover, the soild/liquid front is significantly more 
flat in the case of WOE compared to SOE. These effects are 
due to the qualitative change of Δ from the WOE to the SOE 
regime (𝛥𝛥𝛥𝛥 ≪ 1  in the WOE regime and 𝛥𝛥𝛥𝛥~1  in the SOE 
regime) and are related to the inhibition of the so-called phase 
diffusion process in the SOE (see [2]) and to the emergence of 
a flat front single-phase solution, here α.  

Let us now confront these observations with the JH theory. 
We first note that, although our nominal composition 
(10.2 wt%Ni) deviates from the eutectic one (6 wt%Ni), this 
may not alter significantly the relations between undercooling, 
spacing and diffusion length, since the eutectic plateau 
corresponds to a much wider concentration interval (around 
40 wt% Ni). The front undercooling of about 40K is about two 
times the difference between 𝑇𝑇𝑇𝑇𝐸𝐸𝐸𝐸  and the melting temperature 
of pure Al (verifying indeed a regime ∆~1 ). In order to 
quantify the inter-β distance in the simulation, we measure the 
number 𝑁𝑁𝑁𝑁  of β domains and define 𝜆𝜆𝜆𝜆 = �𝑁𝑁𝑁𝑁/(𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿)  for 
which we find a value close to 80 nm. Within the JH theory, a 
velocity 𝑉𝑉𝑉𝑉 = 1 cm/s provides an undercooling about 7 times 
smaller and a spacing about 2 times smaller than found in the 
simulation. Conversely, if one uses the undercooling found in 
the simulation to derive the growth velocity and the spacing, 
one finds a velocity 50 times larger than in our simulation and 
a spacing 7 times smaller. If instead we use the spacing λ 
resulting from the simulation, we find a velocity 4 times 
smaller than the one that is prescribed and we find an 
undercooling 2 times smaller than the one we obtain. 

 

Fig. 3. Plot of the simulated spacing λ as a function of the growth velocity 𝑉𝑉𝑉𝑉 
with corresponding microstructure (box dimensions: 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 = 18.5μm, 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 =
24.5μm for WOE, 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 = 0.288μm, 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 = 0.4μm for SOE). Circles: phase 
field simulations. Line: scaling corresponding to the JH theory (see text); 

blue color: interval corresponding to the L-PBF experiment in Fig. 4. 
 
Thus, we see that a substantial deviation from the JH theory 

occurs. In order to illustrate the deviation, in Fig. 3 the spacing 
obtained from a simulation at 𝑉𝑉𝑉𝑉=1 cm/s is plotted together 
with results for different velocities in the WOE regime. While 
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in the WOE regime the spacing follows the JH scaling, i.e. 
𝜆𝜆𝜆𝜆 ∝ 𝑉𝑉𝑉𝑉−1/2 , the result for the SOE regime deviates 
significantly from the extrapolation made using the data in the 
WOE regime (that corresponds quite faithfully to the JH 
theory). The deviation from the JH theory in the SOE regime 
is of course related, as mentioned above, to the breakdown of 
its assumptions, i.e. ∆~1, but also the steadiness and flatness 
of the growth front (in our simulation the waviness of the 
growth front is accompanied by a perpetual motion of the β-
domains perpendicularly to the growth direction).  

4. L-PBF experiment vs. Jackson-Hunt theory 

We now present results from an L-PBF build sample. The 
SEM image in Fig. 4 shows the microstructure for a 
transversal section (perpendicular to the build direction) of a 
sample additively built at a laser scanning speed of 50 cm/s. 

 The dark regions correspond to Ni-poor material and the 
bright regions correspond to Ni-rich one. We observe a rather 
irregular structure that does not resemble a dendritic one (in 
other samples one may find dendritic-like structures). One 
may interpret dark regions as α and bright regions as β 
(thereby neglecting the possible formation of a metastable 
phase such as Al9Ni2). The irregularity of this eutectic-like 
microstructure is rather in line with our simulations. The 
typical distance between bright regions falls into an interval 
between 100 nm and 300 nm. Hence our simulated inter-β 
distance around 80 nm is close to the lower bound of this 
interval, which supports not only the thermal conditions that 
are used but also the phase field model itself, owing to the 
deviation from equilibrium at the interfaces in the SOE 
regime. 

 
Fig. 4. SEM image of a transversal section in a L-PBF processed 
Al6.2wt%Ni0.5wt%Si alloy at laser scanning velocity 500mm/s. 

In Fig. 3, we have highlighted this interval in blue color in 
order to confront this experimental result also with the JH 
theory. We see that, in the frame of the JH theory, this interval 
of spacing corresponds to growth velocities in the interval 
0.01-0.1 cm/s. In comparison with the laser scanning velocity 
(50 cm/s), such a growth velocity is extremely small and 
would probably only correspond to solidification speeds that 
one finds at the interlayer boundaries between additive layers, 
where the cooling rate almost vanishes. In the bulk of the 

layers, no reason exists for having several orders of magnitude 
differences between scanning and growth velocities. 

Thus, we can conclude that, also in experiments a 
significant deviation from the predictions given by the JH 
theory is observed. The deviations caused by the departure 
from the WOE regime (∆ ≪ 1, equilibrium at the interfaces) 
should be necessarily taken into account when the eutectic 
microstructure is related to the thermal conditions, and 
especially the growth velocity. A straightforward derivation of 
the growth velocity from spacing measurements according to 
the JH-model leads to significantly wrong results. 

5. Conclusion 

We have performed phase field simulations of the 
solidification of an eutectic Al-Ni alloy under conditions that 
are typical for L-PBF experiments, i.e. with a prescribed 
growth velocity 𝑉𝑉𝑉𝑉= 1cm/s. We obtain α-β coupled eutectic 
growth and we find a significant deviation from the Jackson-
Hunt theory. In particular, the simulation leads to a 
solidification front undercooling 7 times larger and a spacing 
2 times larger than predicted by the theory. When analyzing a 
L-PBF processed Al-Ni alloy, we also find that the JH theory 
is not adequate for describing its microstructure. These 
deviations pertains to the different mechanisms operating in 
the strongly out-of-equilibrium (SOE) regime, inherent for the 
thermal conditions in L-PBF experiments, compared to the 
weakly out-of-equilibrium (WOE) regime, within which the 
JH theory is developed. In particular, the diffusion length is in 
the order of the spacing in the SOE regime, while it is much 
larger in the WOE regime. More investigations are needed to 
understand the qualitative differences between eutectic 
solidification in the SOE and in the WOE regimes. Especially, 
in view of our first simulations, the limits of the coupled zone 
should be determined with respect to the emergence of the flat 
front solution for the solidification of α phase. 

Acknowledgements 

We acknowledge the financial support provided by the 
Deutsche Forschungsgemeinschaft (DFG) in the framework 
of the Priority Program SPP2122. 

References 

[1] Keller T, Lindwall G, Ghosh S, Ma L, Lane BM, Zhang F, Kattner UR, 
Lass EA, Heigel JC, Idell Y, Williams ME, Allen AJ, Guyer JE, Levine 
LE. Application of finite element, phase-field and CALPHAD-based 
methods to additive manufacturing of Ni-based alloys. Acta Mater 
2017;139:244. 

[2] Boussinot G, Apel M, Zielinski J, Hecht U, Schleifenbaum JH. Strongly 
Out-of-Equilibrium Columnar Solidification During Laser Powder-Bed 
Fusion in Additive Manufacturing. Phys Rev Applied 2019; 11:014025.  

[3] Provatas N, Elder K. Phase-Field Methods in Materials Science and 
Engineering. Wiley-VCH Verlag GmbH & Co. KGaA: 2010. 

[4] Nakajima K, Apel M, Steinbach I. The role of carbon diffusion in ferrite 
on the kinetics of cooperative growth of pearlite: A multi-phase field 
study. Acta Mater 2006; 54:3665. 

[5] Jackson KA, Hunt JD, Trans Soc Min Eng AIME 1966; 236:1129. 
[6] Kurz W, Trivedi R, Eutectic growth under rapid solidification conditions. 

Metall Trans A 1991; 22A:3051. 



68 M. Apel  et al. / Procedia CIRP 94 (2020) 64–68
 M. Apel / Procedia CIRP 00 (2020) 000–000  5 

[7] Eiken J, Böttger B, Steinbach I. Multiphase field approach for 
multicomponent alloys with extrapolation scheme for numerical 
application. Phys Rev E (2006); 73:066122. 

 
 

 



ScienceDirect

Available online at www.sciencedirect.comAvailable online at www.sciencedirect.com

ScienceDirect
Procedia CIRP 00 (2017) 000–000

  www.elsevier.com/locate/procedia 

2212-8271 © 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 

28th CIRP Design Conference, May 2018, Nantes, France

A new methodology to analyze the functional and physical architecture of 
existing products for an assembly oriented product family identification 

Paul Stief *, Jean-Yves Dantan, Alain Etienne, Ali Siadat 
École Nationale Supérieure d’Arts et Métiers, Arts et Métiers ParisTech, LCFC EA 4495, 4 Rue Augustin Fresnel, Metz 57078, France 

* Corresponding author. Tel.: +33 3 87 37 54 30; E-mail address: paul.stief@ensam.eu

Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

Laser assisted additive manufacturing using binary Al-Li with increased Li content is presented. Al-Li alloys show high potential for future 
lightweight constructions due to increased stiffness at decreased mass. In particular, the elastic modulus significantly increases with increasing 
Li content. However, up to now, precipitation of the δ-AlLi limits the Li fraction to approximately 2 wt. %. In our approach, ultrashort laser 
pulses are used for powder fusion yielding increased cooling rates. As a result 3D printed parts of binary Al-Li with a Li content of 4 wt. % can 
be successfully demonstrated for the first time. 
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1. Introduction 

During the last two decades additive manufacturing (AM) 
evolved from a process used exclusively for rapid 
prototyping to an established fabrication method in industry 
worldwide [1,2]. Laser based powder bed fusion (LPBF) is 
one of the best-known representatives regarding the 
fabrication of sophisticated metal parts [3-5]. Nevertheless, 
considering available materials for metal AM, still a 
comparatively limited range of traditional alloys exists.  

Recently, ultrashort laser pulses were investigated as an 
alternative heating source for LPBF [6-8]. Ultrashort laser 
pulses are well-known for their advantages in subtractive 
manufacturing like cutting and drilling, often termed “cold 
ablation”. This term refers to the feature of ultrashort 
interaction between matter and radiation with minimal 
thermal effects. Using ultrashort laser pulses at fluences well 
above the ablation threshold, the irradiated material can be 

vaporized without transferring significant heat to the 
surrounding area. 

However, ultrashort pulse lasers can also be used for 
confined heating. In this case, the applied fluence must be 
chosen below the ablation threshold yielding a 
transformation of the absorbed energy into heat. Moreover, 
the heat distribution can be easily controlled via adapted 
pulse repetition rates and the heat accumulation effect, 
respectively [9]. This feature together with extremely high 
peak power allows the additive manufacturing of special 
materials like tungsten, glass, hypereutectic alloys or copper 
[6-8]. 

Some of the most popular AM materials today, are 
aluminium alloys such as Al6061, Al7005 or Al7020. 
Recently, newer alloys based on Al-Si with different 
fractions of silicon were used during LPBF due to their 
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1. Introduction 

During the last two decades additive manufacturing (AM) 
evolved from a process used exclusively for rapid 
prototyping to an established fabrication method in industry 
worldwide [1,2]. Laser based powder bed fusion (LPBF) is 
one of the best-known representatives regarding the 
fabrication of sophisticated metal parts [3-5]. Nevertheless, 
considering available materials for metal AM, still a 
comparatively limited range of traditional alloys exists.  

Recently, ultrashort laser pulses were investigated as an 
alternative heating source for LPBF [6-8]. Ultrashort laser 
pulses are well-known for their advantages in subtractive 
manufacturing like cutting and drilling, often termed “cold 
ablation”. This term refers to the feature of ultrashort 
interaction between matter and radiation with minimal 
thermal effects. Using ultrashort laser pulses at fluences well 
above the ablation threshold, the irradiated material can be 

vaporized without transferring significant heat to the 
surrounding area. 

However, ultrashort pulse lasers can also be used for 
confined heating. In this case, the applied fluence must be 
chosen below the ablation threshold yielding a 
transformation of the absorbed energy into heat. Moreover, 
the heat distribution can be easily controlled via adapted 
pulse repetition rates and the heat accumulation effect, 
respectively [9]. This feature together with extremely high 
peak power allows the additive manufacturing of special 
materials like tungsten, glass, hypereutectic alloys or copper 
[6-8]. 

Some of the most popular AM materials today, are 
aluminium alloys such as Al6061, Al7005 or Al7020. 
Recently, newer alloys based on Al-Si with different 
fractions of silicon were used during LPBF due to their 
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excellent compatibility with Ni-P coatings [7].  
A new candidate for lightweight constructions is Al-Li. 

This material exhibits a significant increase of the elastic 
modulus accompanied with a decrease in density with 
increasing Li fraction, as depicted in Fig. 1 up to 4 wt. % 
[10]. So far, the Li content in commercially available Al-Li 
alloys is limited to approximately 2 wt. % due to the 
precipitation of brittle δ-AlLi phase during conventional 
casting processes [11], resulting in deteriorated mechanical 
properties. In order to avoid pronounced precipitation, a 
significantly increased cooling rate is one of the key elements 
during processing. 

With the help of ultrashort pulses the cooling rate within 
the melt pool can be significantly increased due to the 
reduced interaction time between matter and radiation. This 
effect was already demonstrated on hypereutectic Al-Si [12]. 
As a consequence, the application of ultrashort pulse lasers 
shows the potential to allow single phase Al-Li alloys of 
higher Li content even beyond the maximal Li solubility. In 
addition, ultrashort pulses are suitable for precise control of 
the melt pool temperature, which is a critical parameter to 
avoid excessive evaporation of Li during laser fusion.  

In this paper, we present the additive manufacturing of 
binary Al-Li for the first time to the best of our knowledge. 
The process is based on the laser powder bed fusion (LBPF) 
method. In particular, ultrashort laser pulses were applied for 
selective laser melting of the primary material. This approach 
allows the fabrication of Al-Li parts with a significantly 
increased Li content (4 wt. %).  

2. Experimental Method 

Due to the high reactivity of Li, Al-Li with an increased 
Li content is not commercially available. Hence, the 
investigated material was produced in-house. Therefore, 
melting and casting of Al-Li 4 wt. % alloy from high-purity 
Al and Li (99.99%) was carried out in a glove box under 
protective argon atmosphere. A steel crucible lined with 
graphite foil was used for melting in order to prevent reaction 
between the melt and the crucible and the contamination of 
the Al-Li ingots, respectively. The as-cast structure of Al-Li 
4 wt. % alloy consists of primary bright α-Al phase and dark 
δ-AlLi phase at the grain boundaries as seen in Fig. 2. 

Afterwards, gas atomization was applied by NANOVAL 
(Germany) to produce Al-Li 4 wt. % powder. The size 
distribution of the powder was analyzed using a scanning 
electron microscope (SEM) which was equipped with a 
back-scattered electron (BSE) detector.  

For analyzing the microstructure, the powder was 
mounted in resin and grounded using a series of SiC papers 
up to a grit size of 1200. After polishing with 3 µm and 1 µm 
Al2O3 powder and finally polishing with 50 nm colloidal 
silica, the microstructure was characterized by SEM (BSE). 
The results as well as the grain size distribution within the 
powder can be seen in Fig. 2. The powder exhibits a particle 
diameter distribution between 1 µm and 20 µm, with a mean 
value of 13.3 µm. 

For the additive manufacturing process a typical setup for 
LBPF was used (see Fig. 3). It was based on a femtosecond 
fiber laser (Active Fiber Systems) as irradiation source. The 
laser delivers ultrashort pulses (USP) of a minimum pulse 
duration of 500 fs at a central wavelength of 1030 nm and 
maximum average power of 30 W. By employing an 
acousto-optic modulator (AOM) during the experiments, 
repetition rates of 10 MHz and 20 MHz were applied. For 

Fig. 2 (a) SEM (BSE) image of the microstructure of as-cast Al-Li 4wt. % 
ingot, (b) powder of Al-Li 4 wt. % alloy from gas atomization, and (c) 

cross section of the powder. (d) Grain size distribution of Al-Li 4 wt. % 
powder used in experiments. 

Fig. 1 Relation between the density, Young’s modulus and Li content in 
binary Al-Li alloys [10]. 

Fig. 3 Schematic of the experimental setup for LPBF. 
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irradiation an optical scanner (SCANLAB, intelliSCAN III 
14) was used together with an f-theta objective. The 
corresponding focusing length was 160 mm yielding a focal 
diameter of 35 µm (1/e2).  

In order to avoid oxidation, the process chamber was 
sealed and flooded with argon. During LBPF the measured 
oxygen concentration was below 1 %.  

Cubic samples with edge length in the range of a few 
millimeters were additively manufactured for different 
process parameter. Within this feasibility study the focus was 
on laser power of 30 W, repetition rate of 10 MHz and 20 
MHz, scanning speed from 0.1 m/s to 0.7 m/s, hatch distance 
from 30 µm to 60 µm and layer thickness from 20 µm to 40 
µm. 

After fabrication, the surfaces of the generated samples 
were analyzed by optical microscopy to evaluate the laser 
process parameters with respect to the achieved melt 
characteristics. For a deeper insight into the microstructure, 
the samples were prepared metallographically and then 
analyzed by SEM. In addition, the Brinell hardness of the as-
cast ingot and additively manufactured parts was 
characterized using a ball size of 2.5 mm and a maximal load 
of 196 N.  

3. Results 

At first, a parameter study was performed in order to 
generate robust samples. During our investigations the pulse 
length was kept constant at 500 fs. Fig. 4 shows different 
surface morphologies obtained at different pulse energies 
and scanning speeds while keeping the average laser power 
at 30 W. The other parameters were repetition rate = 
20 MHz, hatching distance = 30 µm and layer thickness = 
40 µm. It can be seen that samples with higher pulse energy 
exhibit pronounced balling effects (Fig 4. (a, b)). This is due 
to the fact that the melt pool on the surface enlarges when the 
pulse energy is increased and attracts surrounding powder 
into the melt pool. In general, this mechanism negatively 
affects the filling factor and surface quality. 

Fig. 5 (a) shows solid bodies generated with 20 MHz 
repetition rate and a pulse energy of 1.5 µJ at four different 
scanning speeds. The layer thickness and hatching distance 
was set to 40 µm and 30 µm, respectively. The influence of 
scanning speed can be seen in the corresponding subfigures 
(b) and (c). Scanning speeds of 0.3 m/s (Fig. 5 (b)) and below 
resulted in rippled surfaces due to an increased melt track 

yielding balling effects. Hence, for further investigations, the 
parameters applied in Fig. 5 (c) were chosen. In order to 
prove the feasibility of the process, a gear wheel was 
fabricated as an example for a complex 3D printed object 
(see Fig. 6). 

The laser processed samples were embedded in epoxy 
resin and the microstructures of the bulk samples were 
investigated by SEM with BSE. Fig. 7 (a) shows an SEM 
image of the Al-Li ingot with 4 wt. % Li content. The δ-AlLi 
phase can be identified as dark regions. In Fig. 7 (b) it can be 
seen, that the δ-AlLi phase is significantly decreased when 
ultrashort laser pulses are applied for melting.  

In order to measure the corresponding Brinell hardness, 
samples with a cubic shape were built. The corresponding 
dimensions were 6x6x6 mm3. Some of these samples can be 
seen in Fig. 8 (a). They were fabricated using different 
hatching distances in the range from 30 to 60 µm (repetition 
rate = 20 MHz, pulse energy = 1.5 µJ, scanning speed = 

Fig. 4 Influence of scanning speed, repetition rate and pulse energy on the 
surface morphology: (a) 0.1 m/s at 10 MHz and 3 µJ; (b) 0.2 m/s at 10 MHz  

and 3 µJ; (c) 0.1 m/s at 20 MHz and 1.5 µJ; (d) 0.2 m/s at 20 MHz and 
1.5 µJ. 

Fig. 5 (a) Typical samples built using four different scanning speeds (0.2, 
0.3, 0.5, 0.7 m/s; from left to right). Microscope images of the sample 

surface built with a scanning speed of (b) 0.3 m/s and (c) 0.7 m/s. 

Fig. 6 (a, b) Images of a gear wheel fabricated at 20 MHz repetition rate with 
a pulse energy of 1.5 µJ and a scanning speed of 0.7 m/s. (c, d) Light 

microscope images at different locations on the gear. 
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0.7 m/s, layer thickness = 40 µm). The results obtained can 
be seen in Fig. 8 (b). Here, the corresponding densities were 
estimated by measuring the individual weights.  

One can see, that at the current stage the produced samples 
exhibit a reduced hardness compared to the ingot reference 
hardness of 96 HB. The main reason was most likely the 
reduced relative density. This property must be optimized in 
the future. 

In particular, the average power of the laser system was 

limited to 30 W. During the experiments it was obvious, that 
higher values would have improved the process significantly. 
The study revealed that using 30 W was the absolute 
minimum of average power to realize mechanically stable 
structures.  

4. Conclusion 

This work demonstrates the additive manufacturing of 
binary Al-Li parts for the first time. In particular, Al-Li with 
an increased Li content of 4 wt. % was used. This alloy is 
one of the most promising candidates for future high 
stiffness, lightweight materials. One of the biggest 
challenges regarding Li-rich Al-Li is the precipitation of the 
δ-AlLi phase yielding an inhomogeneous microstructure and 
degraded mechanical properties, respectively. In order to 
minimize this behaviour, increased cooling rates and short 
solidification times must be achieved, respectively. In this 
respect, ultrashort laser pulses for LPBF were used. The 
observations support this approach, by measuring a 
decreased fraction of brittle δ-AlLi within the fabricated 
parts. 

During the investigation feasible processing parameters 
were identified to generate solid bodies and sophisticated 3D 
structures. However, an achieved relative density of 
approximately 75 % accompanied with reduced hardness 
reflected the limitation in available laser power so far. 
Further optimization will be done by performing a more 
extensive parameter study, however the bottleneck during 
the investigations was the limited output power of about 
30 W. Today, high-repetition rate ultrafast laser systems with 
a few hundred W average power are commercially available. 
Hence, achieving higher densities should be straightforward. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

Smoothed Particle Hydrodynamics simulations are used to study the thermo-viscous flow on the powder particle length scale. The effects of laser 
absorption, latent heat, thermal diffusion, melting and re-solidification, viscous diffusion, surface tension, Marangoni currents and gravity are 
considered in the model. Influences of varied laser scanning parameters are analyzed. The strongly different time scales of laser absorption, heat 
conduction and viscous flow as well as the transient behavior of temperature and strain rate observed in the simulations are predicted with good 
accuracy by a dimensional analysis. The simulation results for the transient surface temperature are validated by infrared camera measurements. 
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1. Introduction 

Early sintering models are provided by Frenkel [1] and 
Mackenzie & Shuttleworth [2] describing the behavior of metal 
particles. In both models the material properties particle 
diameter, viscosity and surface tension are used to quantify 
differences in the sintering behavior. The model of Frenkel is 
later used for the rotation sintering process and modified for the 
inclusion of viscoelastic effects [3]. The early models are 
modified and used by Schultz to describe the selective laser 
sintering (SLS) process of polycarbonate and polyethylene-
oxide [4]. Schultz validates his models with a self-built SLS 
machine and finds a basic agreement between calculated and 
measured part densities. Riedlbauer et al. model the heat 
transfer in laser sintering of polyamide 12 (PA12) using a 
homogenized finite element analysis [5]. They predict the 
width and depth of a melt track and find good agreement with 
experimental measurements. Wohlgemuth & Alig study the 
physical modelling of the additive sintering processes for 

polymer materials including viscoelasticity [6]. All models 
taking viscoelastic effects into account incorporate a relaxation 
time which can be measured in a rheometer. Osmanlic et al. 
develop a ray tracing model for the laser beam absorption in 
the powder bed [7]. They find that the effective laser 
penetration depth in the powder can be lower than in bulk 
material. Mokrane et al. provide homogenized simulations of 
the temperature field of a series of melt tracks [8]. They also 
predict spatial distributions of the porosity and of the degree of 
crystallization, however, without experimental validation. 
Balemans et al. model the laser sintering of two particles with 
high spatial resolution in 2D [9]. They also carry out a 
dimensional analysis of the system and vary several process 
parameters such as, e.g., laser power or ambient temperature to 
study the influence on the sintering behavior. 

In summary within this brief survey, several works [3, 4, 6] 
show that the models by Frenkel or Mackenzie & Shuttleworth 
can be used to describe the influence of some relevant material 
parameters on the sintering process. Yet to gain a deeper 
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Early sintering models are provided by Frenkel [1] and 
Mackenzie & Shuttleworth [2] describing the behavior of metal 
particles. In both models the material properties particle 
diameter, viscosity and surface tension are used to quantify 
differences in the sintering behavior. The model of Frenkel is 
later used for the rotation sintering process and modified for the 
inclusion of viscoelastic effects [3]. The early models are 
modified and used by Schultz to describe the selective laser 
sintering (SLS) process of polycarbonate and polyethylene-
oxide [4]. Schultz validates his models with a self-built SLS 
machine and finds a basic agreement between calculated and 
measured part densities. Riedlbauer et al. model the heat 
transfer in laser sintering of polyamide 12 (PA12) using a 
homogenized finite element analysis [5]. They predict the 
width and depth of a melt track and find good agreement with 
experimental measurements. Wohlgemuth & Alig study the 
physical modelling of the additive sintering processes for 

polymer materials including viscoelasticity [6]. All models 
taking viscoelastic effects into account incorporate a relaxation 
time which can be measured in a rheometer. Osmanlic et al. 
develop a ray tracing model for the laser beam absorption in 
the powder bed [7]. They find that the effective laser 
penetration depth in the powder can be lower than in bulk 
material. Mokrane et al. provide homogenized simulations of 
the temperature field of a series of melt tracks [8]. They also 
predict spatial distributions of the porosity and of the degree of 
crystallization, however, without experimental validation. 
Balemans et al. model the laser sintering of two particles with 
high spatial resolution in 2D [9]. They also carry out a 
dimensional analysis of the system and vary several process 
parameters such as, e.g., laser power or ambient temperature to 
study the influence on the sintering behavior. 

In summary within this brief survey, several works [3, 4, 6] 
show that the models by Frenkel or Mackenzie & Shuttleworth 
can be used to describe the influence of some relevant material 
parameters on the sintering process. Yet to gain a deeper 
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understanding of the SLS process, more sophisticated material 
models are necessary which include process parameters [5, 9], 
consider the granular nature of the powder bed [7] and link 
model predictions to part quality [8]. 

Our research aims ultimately at a profound understanding of 
the physical processes taking place in the melt pool during 
selective laser sintering. It shall clarify origins of remaining 
porosity after re-solidification and quantify the resulting 
surface roughness. As practical benefit, processability 
windows shall be predicted based on material properties and 
process parameters. These windows would also enable an 
accelerated development of new materials for SLS. 

In the present work simulations of the melt pool dynamics 
by means of Smoothed Particle Hydrodynamics (SPH) [10] are 
presented. These simulations of polymeric powders on the 
particle scale yield detailed insights in the dynamics of the 
process. Theoretical analyses of the melt pool temperature, the 
melt viscosity and the strain rate are used to normalize the data 
obtained from the simulations yielding dimensionless master 
curves. Such master curves provide the basis for the envisioned 
processability windows as they reveal the relations between 
process parameters and material properties on the one hand and 
the thermo-viscous process dynamics on the other hand. 
Measurements of the transient surface temperature are used to 
validate the respective simulation results. 

 
2. Numerical Simulation Model 

The melt pool dynamics is analyzed by solving the 
continuity equation, 
𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷
𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷

= −𝜌𝜌𝜌𝜌 𝛁𝛁𝛁𝛁 ⋅ 𝒖𝒖𝒖𝒖 , (1) 

as well as the Navier-Stokes momentum equation, 

𝜌𝜌𝜌𝜌 𝐷𝐷𝐷𝐷𝒖𝒖𝒖𝒖
𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷

= −𝛁𝛁𝛁𝛁𝑝𝑝𝑝𝑝 + 𝜇𝜇𝜇𝜇 𝛁𝛁𝛁𝛁2𝒖𝒖𝒖𝒖 + 𝒇𝒇𝒇𝒇Σ + 𝜌𝜌𝜌𝜌 𝒈𝒈𝒈𝒈 . (2) 

Here, 𝒖𝒖𝒖𝒖  is the velocity, 𝜌𝜌𝜌𝜌  is the mass density, 𝑝𝑝𝑝𝑝  is the 
hydrostatic pressure, 𝜇𝜇𝜇𝜇  is the dynamic viscosity, 𝒇𝒇𝒇𝒇Σ  is the 
volumetric surface tension force and 𝒈𝒈𝒈𝒈 = −𝑔𝑔𝑔𝑔𝒛𝒛𝒛𝒛�  is the 
acceleration due to gravity. Bold face symbols denote vector 
quantities. 

The hydrostatic pressure is given by an equation of state, 

𝑝𝑝𝑝𝑝 = 𝜌𝜌𝜌𝜌0 𝑠𝑠𝑠𝑠2 �1
𝛾𝛾𝛾𝛾
�� 𝐷𝐷𝐷𝐷
𝐷𝐷𝐷𝐷0
�
𝛾𝛾𝛾𝛾
− 1� + 𝑑𝑑𝑑𝑑 𝛽𝛽𝛽𝛽 (𝑇𝑇𝑇𝑇 − 𝑇𝑇𝑇𝑇a)� , (3) 

where 𝜌𝜌𝜌𝜌0  is the equilibrium solid density, 𝑠𝑠𝑠𝑠  is the speed of 
sound, 𝛾𝛾𝛾𝛾 is the isentropic exponent, 𝑑𝑑𝑑𝑑 is the number of spatial 
dimensions and 𝛽𝛽𝛽𝛽 is the linear thermal expansion coefficient. 𝑇𝑇𝑇𝑇 
is the temperature and 𝑇𝑇𝑇𝑇a is the ambient temperature. 

The melt rheology is modeled by means of a temperature-
dependent viscosity. The viscosity 𝜇𝜇𝜇𝜇 changes depending on the 
state of matter of the material. Here, we differentiate three 
states: fully solid (S)  below the solidus temperature 𝑇𝑇𝑇𝑇S , fully 
liquid (L)  above the liquidus temperature 𝑇𝑇𝑇𝑇L  and an 
intermediate state in between, 

 
 

𝜇𝜇𝜇𝜇(𝑇𝑇𝑇𝑇) =

⎩
⎨

⎧ 𝜇𝜇𝜇𝜇L  exp �𝐸𝐸𝐸𝐸a
𝑅𝑅𝑅𝑅
�1

 𝑇𝑇𝑇𝑇
− 1

𝑇𝑇𝑇𝑇L
�� ,  𝑇𝑇𝑇𝑇 ≥ 𝑇𝑇𝑇𝑇L ,

𝜇𝜇𝜇𝜇S + (𝜇𝜇𝜇𝜇L − 𝜇𝜇𝜇𝜇S) 𝑇𝑇𝑇𝑇−𝑇𝑇𝑇𝑇S
𝑇𝑇𝑇𝑇L−𝑇𝑇𝑇𝑇S

 , 𝑇𝑇𝑇𝑇S < 𝑇𝑇𝑇𝑇 < 𝑇𝑇𝑇𝑇L ,
∞ , 𝑇𝑇𝑇𝑇 ≤ 𝑇𝑇𝑇𝑇S .

 (4) 

Above the liquidus temperature, the viscosity is modeled by 
an Arrhenius law using the activation energy 𝐸𝐸𝐸𝐸a  and the 
universal gas constant 𝑅𝑅𝑅𝑅. Below the solidus temperature the 
material is spatially fixed. The asymmetry between heating and 
cooling of polymers is considered by subtracting an offset 
temperature 𝜃𝜃𝜃𝜃 from 𝑇𝑇𝑇𝑇S and 𝑇𝑇𝑇𝑇L if the material is cooling and has 
reached 𝑇𝑇𝑇𝑇L during the process, 

𝑇𝑇𝑇𝑇Scool = 𝑇𝑇𝑇𝑇S − 𝜃𝜃𝜃𝜃, 𝑇𝑇𝑇𝑇Lcool = 𝑇𝑇𝑇𝑇L − 𝜃𝜃𝜃𝜃 . (5) 

The surface tension force, 

𝒇𝒇𝒇𝒇Σ = (−𝜎𝜎𝜎𝜎N  𝜅𝜅𝜅𝜅 𝒏𝒏𝒏𝒏 + 𝜎𝜎𝜎𝜎T 𝛁𝛁𝛁𝛁Σ𝑇𝑇𝑇𝑇) 𝛿𝛿𝛿𝛿Σ , (6) 

is composed of a contribution normal to and a contribution 
tangential to the local surface. Here, 𝜎𝜎𝜎𝜎N is the surface tension, 
𝜅𝜅𝜅𝜅 the surface curvature and 𝒏𝒏𝒏𝒏 the surface unit normal vector. 
𝜎𝜎𝜎𝜎T  is the Marangoni coefficient describing the variation of 
surface tension with temperature and 𝛁𝛁𝛁𝛁Σ𝑇𝑇𝑇𝑇 is the gradient of the 
surface temperature field. 𝛿𝛿𝛿𝛿Σ is a delta function marking the 
location of the surface in space [11]. 

The evolution for the thermal energy per unit mass 𝑒𝑒𝑒𝑒, 

𝜌𝜌𝜌𝜌 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷
𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷

= 𝑘𝑘𝑘𝑘 𝛁𝛁𝛁𝛁2𝑇𝑇𝑇𝑇 + 2 𝜇𝜇𝜇𝜇 𝐸𝐸𝐸𝐸 ∶ 𝐸𝐸𝐸𝐸 − 𝜀𝜀𝜀𝜀 𝜎𝜎𝜎𝜎B(𝑇𝑇𝑇𝑇4 − 𝑇𝑇𝑇𝑇a4) 𝛿𝛿𝛿𝛿Σ + 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

  (7) 

is influenced by contributions from heat conduction, viscous 
heating, Stefan-Boltzmann radiation and absorbed laser 
radiation. Here, 𝑘𝑘𝑘𝑘 is the thermal conductivity of both powder 
and molten phase, 𝐸𝐸𝐸𝐸 is the strain rate tensor, 𝜀𝜀𝜀𝜀 is the emissivity, 
𝜎𝜎𝜎𝜎B is the Stefan-Boltzmann constant and 𝐼𝐼𝐼𝐼 is the local intensity 
of the laser radiation. 

The strain rate tensor is defined as 

𝐸𝐸𝐸𝐸 = 1
2

[𝛁𝛁𝛁𝛁𝒖𝒖𝒖𝒖 + (𝛁𝛁𝛁𝛁𝒖𝒖𝒖𝒖)𝑻𝑻𝑻𝑻] , (8) 

while the effective strain rate is given by  

𝐸𝐸𝐸𝐸 = �2 𝐸𝐸𝐸𝐸:𝐸𝐸𝐸𝐸 . (9) 

The absorption of the laser radiation along the vertical 
coordinate 𝑧𝑧𝑧𝑧  is described by the Lambert-Beer law with an 
attenuation coefficient 𝑎𝑎𝑎𝑎, 
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

= 𝑎𝑎𝑎𝑎 𝐼𝐼𝐼𝐼 . (10) 

The relation between temperature 𝑇𝑇𝑇𝑇 and thermal energy per 
unit mass 𝑒𝑒𝑒𝑒 is given by the following expression which takes 
into account the specific heat capacity 𝑐𝑐𝑐𝑐 and the latent heat of 
melting 𝐻𝐻𝐻𝐻 [12], 

 

𝑇𝑇𝑇𝑇(𝑒𝑒𝑒𝑒) =

⎩
⎪
⎨

⎪
⎧ 𝑇𝑇𝑇𝑇L + 𝐷𝐷𝐷𝐷−𝐷𝐷𝐷𝐷L

𝑐𝑐𝑐𝑐
 ,  𝑒𝑒𝑒𝑒 ≥ 𝑒𝑒𝑒𝑒L ,

𝑇𝑇𝑇𝑇S + 𝐷𝐷𝐷𝐷−𝐷𝐷𝐷𝐷S
𝑐𝑐𝑐𝑐 + 𝐻𝐻𝐻𝐻

𝑇𝑇𝑇𝑇L−𝑇𝑇𝑇𝑇S

 , 𝑒𝑒𝑒𝑒S < 𝑒𝑒𝑒𝑒 < 𝑒𝑒𝑒𝑒L ,

𝐷𝐷𝐷𝐷
𝑐𝑐𝑐𝑐

 , 𝑒𝑒𝑒𝑒 ≤ 𝑒𝑒𝑒𝑒S .

  (11) 

Here, 𝑒𝑒𝑒𝑒S = 𝑐𝑐𝑐𝑐 𝑇𝑇𝑇𝑇S is the solidus thermal energy per unit mass 
and 𝑒𝑒𝑒𝑒L = 𝑐𝑐𝑐𝑐 𝑇𝑇𝑇𝑇L + 𝐻𝐻𝐻𝐻 is the liquidus thermal energy per unit mass. 
For the cooling phase, 𝑒𝑒𝑒𝑒Scool = 𝑒𝑒𝑒𝑒S − 𝑐𝑐𝑐𝑐 𝜃𝜃𝜃𝜃  and 𝑒𝑒𝑒𝑒Lcool = 𝑒𝑒𝑒𝑒L − 𝑐𝑐𝑐𝑐 𝜃𝜃𝜃𝜃 
apply. 

The laser radiation is described by a Gaussian intensity 
profile in 2D [13], 
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𝐼𝐼𝐼𝐼(𝑥𝑥𝑥𝑥) = 𝑃𝑃𝑃𝑃
√2𝜋𝜋𝜋𝜋 𝑤𝑤𝑤𝑤 ℎ

exp �− (𝑥𝑥𝑥𝑥−𝑥𝑥𝑥𝑥0)2

2𝑤𝑤𝑤𝑤2 � , (12) 

with power 𝑃𝑃𝑃𝑃, characteristic spot size 𝑤𝑤𝑤𝑤, hatch distance ℎ and 
the variable laser spot center coordinate 𝑥𝑥𝑥𝑥0. 

An overview of all used simulation parameters is given in 
Table 1. The process parameters are based on a working set for 
the present experimental setup (EOS FORMIGA P 110 CO2 
laser system using PA2200 powder). 

All simulations are carried out using the SimPARTIX® 
simulation software developed at the Fraunhofer IWM 
(http://www.simpartix.com). 

 

Table 1. Simulation parameters. 

Quantity Symbol Value 

Powder particle radius 𝑟𝑟𝑟𝑟 25 µm 

Powder area fraction 𝜙𝜙𝜙𝜙 0.77 

Solid density 𝜌𝜌𝜌𝜌0 1020 kg/m³ 

Speed of sound 𝑠𝑠𝑠𝑠 1 m/s 

Isentropic exponent 𝛾𝛾𝛾𝛾 7 

Heat capacity 𝑐𝑐𝑐𝑐 2.8 kJ/(kg K) 

Thermal conductivity 𝑘𝑘𝑘𝑘 0.24 W/(m K) 

Thermal expansion 𝛽𝛽𝛽𝛽 1.71 ⋅ 10-4 / K 

Latent heat 𝐻𝐻𝐻𝐻 100 kJ/kg 

Attenuation coefficient 𝑎𝑎𝑎𝑎 1.3 ⋅ 104 / m 

Emissivity 𝜀𝜀𝜀𝜀 0.5 

Liquidus temperature 𝑇𝑇𝑇𝑇L 463.15 K; 190 °C 

Solidus temperature 𝑇𝑇𝑇𝑇S 443.15 K; 170 °C 

Offset temperature 𝜃𝜃𝜃𝜃 40 K 

Activation energy 𝐸𝐸𝐸𝐸a 22.6 kJ/mol 

Liquidus viscosity 𝜇𝜇𝜇𝜇L  14.26 kPa s 

Solidus viscosity 𝜇𝜇𝜇𝜇S 35 kPa s 

Surface tension 𝜎𝜎𝜎𝜎N 35 mN/m 

Marangoni coefficient 𝜎𝜎𝜎𝜎T -1.2 ⋅ 10-4 N/(m K) 

Laser power 𝑃𝑃𝑃𝑃 18 W; 21.5 W; 25 W 

Laser spot diameter 4 𝑤𝑤𝑤𝑤 240 µm 

Laser hatch distance ℎ 200 µm; 250 µm; 300 µm 

Laser scan speed 𝑣𝑣𝑣𝑣 2.6 m/s; 3 m/s; 3.4 m/s 

Ambient temperature 𝑇𝑇𝑇𝑇a 442.15 K; 169 °C 

Stefan-Boltzmann constant 𝜎𝜎𝜎𝜎B 5.67 ⋅ 10-8 W/(m2 K4) 

Universal gas constant 𝑅𝑅𝑅𝑅 8.31 J/(mol K) 

Gravitational acceleration 𝑔𝑔𝑔𝑔 9.81 m/s² 

Number of dimensions 𝑑𝑑𝑑𝑑 2 

Surface layer 𝛥𝛥𝛥𝛥𝑧𝑧𝑧𝑧 5 µm 

 
 

3. Theoretical analysis of laser energy absorption and 
thermo-viscous properties of the SLS process 

As the time scale of laser energy absorption is much smaller 
than the thermal diffusion time scale, it is reasonable to assume 
the initial temperature distribution at time 𝑡𝑡𝑡𝑡0 = 0  to be an 
exponential function of the powder bed depth 𝑧𝑧𝑧𝑧 according to 
the Lambert-Beer law, 

𝑇𝑇𝑇𝑇(𝑡𝑡𝑡𝑡0, 𝑧𝑧𝑧𝑧) = 𝑎𝑎𝑎𝑎 𝑃𝑃𝑃𝑃 exp(−𝜙𝜙𝜙𝜙 𝑎𝑎𝑎𝑎 𝑑𝑑𝑑𝑑)
𝐷𝐷𝐷𝐷0 𝑐𝑐𝑐𝑐 ℎ 𝑣𝑣𝑣𝑣 

− 𝐻𝐻𝐻𝐻
𝑐𝑐𝑐𝑐

+ 𝑇𝑇𝑇𝑇a . (13) 

By solving 𝑇𝑇𝑇𝑇(𝑡𝑡𝑡𝑡0, 𝑧𝑧𝑧𝑧m) = 𝑇𝑇𝑇𝑇L one obtains the initial depth 𝑧𝑧𝑧𝑧m 
of the melt pool, 

𝑧𝑧𝑧𝑧m(𝑡𝑡𝑡𝑡0) = 1
𝜙𝜙𝜙𝜙 𝑎𝑎𝑎𝑎

 log � 𝑎𝑎𝑎𝑎 𝑃𝑃𝑃𝑃

𝐷𝐷𝐷𝐷0 𝑐𝑐𝑐𝑐 ℎ 𝑣𝑣𝑣𝑣 �𝑇𝑇𝑇𝑇L−𝑇𝑇𝑇𝑇a+
𝐻𝐻𝐻𝐻
𝑐𝑐𝑐𝑐�
� . (14) 

Integrating over the vertical coordinate 𝑧𝑧𝑧𝑧  along the melt 
pool and normalizing by the pool depth yields the initial 
average melt pool temperature 

〈𝑇𝑇𝑇𝑇〉 = 𝑃𝑃𝑃𝑃
𝐷𝐷𝐷𝐷0  𝑐𝑐𝑐𝑐 ℎ 𝑣𝑣𝑣𝑣 𝜙𝜙𝜙𝜙 𝑑𝑑𝑑𝑑m(𝐷𝐷𝐷𝐷0)

−
𝑇𝑇𝑇𝑇L−𝑇𝑇𝑇𝑇a+

𝐻𝐻𝐻𝐻
𝑐𝑐𝑐𝑐

𝜙𝜙𝜙𝜙 𝑎𝑎𝑎𝑎 𝑑𝑑𝑑𝑑m(𝐷𝐷𝐷𝐷0)
− 𝐻𝐻𝐻𝐻

𝑐𝑐𝑐𝑐
+ 𝑇𝑇𝑇𝑇a . (15) 

By integrating only over a shallow surface layer 𝛥𝛥𝛥𝛥𝑧𝑧𝑧𝑧  the 
initial surface temperature is obtained, 

〈𝑇𝑇𝑇𝑇surf〉 = 𝑃𝑃𝑃𝑃 1−exp(−𝜙𝜙𝜙𝜙 𝑎𝑎𝑎𝑎 𝛥𝛥𝛥𝛥𝑑𝑑𝑑𝑑)
𝐷𝐷𝐷𝐷0  𝑐𝑐𝑐𝑐 ℎ 𝑣𝑣𝑣𝑣 𝜙𝜙𝜙𝜙 𝛥𝛥𝛥𝛥𝑑𝑑𝑑𝑑

− 𝐻𝐻𝐻𝐻
𝑐𝑐𝑐𝑐

+ 𝑇𝑇𝑇𝑇a . (16) 

An average viscosity of the melt pool is obtained by 
integrating the viscosity over the vertical coordinate 𝑧𝑧𝑧𝑧 along 
the melt pool, 

〈𝜇𝜇𝜇𝜇〉 = 𝜇𝜇𝜇𝜇L
𝑑𝑑𝑑𝑑m(𝐷𝐷𝐷𝐷0)∫ exp �𝐸𝐸𝐸𝐸a

𝑅𝑅𝑅𝑅
� 1

 𝑇𝑇𝑇𝑇(𝐷𝐷𝐷𝐷0,𝑑𝑑𝑑𝑑)
− 1

𝑇𝑇𝑇𝑇L
��  𝑑𝑑𝑑𝑑𝑧𝑧𝑧𝑧𝑑𝑑𝑑𝑑m(𝐷𝐷𝐷𝐷0)

0  . (17) 

A normalization of the strain rate during the process is 
assumed to be given by multiplication with the Frenkel time 
scale 𝜇𝜇𝜇𝜇 𝑟𝑟𝑟𝑟 𝜎𝜎𝜎𝜎N⁄  [1], 

𝐸𝐸𝐸𝐸∗ = 𝐸𝐸𝐸𝐸 𝜇𝜇𝜇𝜇 𝑟𝑟𝑟𝑟
𝜎𝜎𝜎𝜎N

 . (18) 

In order to complete the analysis of the thermal behavior of 
the melt pool, the relevant thermal process time scales need to 
be identified. For the thermal diffusion within the melt pool the 
length scale of the initial pool depth 𝑧𝑧𝑧𝑧m(𝑡𝑡𝑡𝑡0)  and the length 
scale of attenuation 1 (𝜙𝜙𝜙𝜙 𝑎𝑎𝑎𝑎)⁄  are combined with the thermal 
diffusivity 𝑘𝑘𝑘𝑘 (𝜌𝜌𝜌𝜌0 𝑐𝑐𝑐𝑐) ⁄  yielding a time scale 

𝑡𝑡𝑡𝑡pool = 𝑑𝑑𝑑𝑑m(𝐷𝐷𝐷𝐷0) 𝐷𝐷𝐷𝐷0 𝑐𝑐𝑐𝑐
𝜙𝜙𝜙𝜙 𝑎𝑎𝑎𝑎 𝑘𝑘𝑘𝑘

 . (19) 

For the thermal diffusion on the melt pool surface the 
particle radius 𝑟𝑟𝑟𝑟  is considered as the relevant length scale 
instead of the pool depth yielding a time scale 

𝑡𝑡𝑡𝑡surf = 𝑟𝑟𝑟𝑟 𝐷𝐷𝐷𝐷0 𝑐𝑐𝑐𝑐
𝜙𝜙𝜙𝜙 𝑎𝑎𝑎𝑎 𝑘𝑘𝑘𝑘

 . (20) 



 Claas Bierwisch  et al. / Procedia CIRP 94 (2020) 74–79 77
4 Bierwisch / Procedia CIRP 00 (2020) 000–000 

4. Results 

4.1. Numerical simulation of a melt track 

Figures 1 and 2 show snapshots from simulations using a 
vertical laser source of 𝑃𝑃𝑃𝑃 = 25 W power moving with constant 
scan speed 𝑣𝑣𝑣𝑣 = 3 m/s along a random arrangement of PA12 
particles. The 2D sample is 2 mm long and has periodic 
boundary conditions. The hatch distance is implicitly given by 
setting ℎ = 250 µm in the laser intensity formulation. The six 
subfigures show the system at different times. The left part of 
each subfigure shows results from a simulation with adiabatic 
boundary conditions at the substrate while the right part shows 
results with a thermally conductive substrate which is held at 
ambient temperature 𝑇𝑇𝑇𝑇a. Note that the length of the simulation 
domain for each case corresponds to the total figure width, i.e. 
the left column shows only the left half of the adiabatic 
simulations while the right column contains only the right half 
of the simulations with the conductive substrate.  

Fig. 1. 2D SLS energy deposition and melt process simulation with color-
coded temperature field using either adiabatic (left column) or cooling (right 

column) boundary conditions at the substrate. 

The laser moves until 𝑡𝑡𝑡𝑡 = 0 s and is then turned off. While 
the laser traverses the particles negligible thermal diffusion 
occurs. Then, the temperature field becomes more and more 
homogeneous. On the largest time scale densification due to 
fusion of the particles becomes apparent. The particles already 
start melting once they are irradiated. However, because of the 

large viscosity of polymers in the SLS process the viscous flow 
leading to densification happens on a much larger time scale 
than the heat flow. Differences between the thermal boundary 
conditions at the substrate are initially negligible but 
pronounced in the end. In both cases the thickness of the fully 
liquid layer (green in Fig. 2) is comparable. The melting layer 
(blue in Fig. 2) reaches for the adiabatic case down to the 
substrate until the end of the simulation. For the cooling 
substrate, however, all of the material below the liquid pool 
becomes solid again for large times (purple in Fig. 2). This 
difference explains why strong densification can be observed 
in the adiabatic case throughout the powder bed while in the 
cooling case only in a surface layer. Furthermore, some pores 
between the particles do not completely vanish even in the 
adiabatic case. A surface roughness profile at the final stage can 
to some extend be related to the initial particle positions. 

From these simulations it can be deduced that three distinct 
time scales are relevant. First, a laser irradiation time scale of 
the order of hundreds of microseconds, second, a thermal 
diffusion time scale of the order of hundreds of milliseconds, 
and third, a viscous flow time scale of the order of seconds 
exist. 

Fig. 2. Like Fig. 1 but with color-coded state of matter: solid (𝑇𝑇𝑇𝑇 ≤ 𝑇𝑇𝑇𝑇S), 
melting (𝑇𝑇𝑇𝑇S < 𝑇𝑇𝑇𝑇 < 𝑇𝑇𝑇𝑇L) or liquid (𝑇𝑇𝑇𝑇 ≥ 𝑇𝑇𝑇𝑇L). 

With respect to the experiment we assume that the adiabatic 
thermal boundary condition underestimates the cooling from 
the substrate or from lower powder layers, respectively. The 
thermally conductive substrate, on the other hand, probably 
causes an overestimation of the cooling due to its constant 
temperature. 
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4.2. Dimensional analysis of laser energy absorption and 
thermo-viscous properties of the SLS process 

In order to test the analytical models for the melt pool 
temperature, the reference 2D melt track simulation with 
adiabatic substrate is repeated with varied process parameters. 
In each simulation only one parameter is changed with respect 
to the reference case. The varied parameter is mentioned in the 
figure legend for each respective simulation. Note that melt 
pool refers to the fully liquid material (green in Fig. 2). 

The average melt pool temperature obtained from the 
simulations is shown in Fig. 3 using dimensional units. The 
spread of the initial temperature is about 30 °C. The same data 
collapses on a single master curve if the average melt pool 
temperature is scaled using Equation (15) and the time is scaled 
using Equation (19) as can be seen in Fig. 4. This observation 
strongly supports the relevance and validity of the analytically 
derived scales.  

Fig. 3. Transient behavior of the average melt pool temperature from 2D 
simulations using various process parameters. 

Fig. 4. Like Fig. 3 but using a dimensionless scaling for melt pool 
temperature and time. 

Complementary to the average melt pool temperature the 
immediate surface temperature is analyzed. Figure 5 shows the 
obtained data from the simulations. In comparison to the 
average pool temperature the initial temperature spread is now 
significantly larger, namely about 70 °C. In order to validate 
the numerical results, the surface temperature is measured in 
SLS experiments (EOS FORMIGA P 110 system) with PA12 
powder (EOS PA2200) using an infrared camera. In the 
experiment a 10 x 10 mm² monolayer is created. The 
measurement spot of the camera has a size of 0.8 x 0.8 mm². 
The experimental data is shown in Fig. 6. More details on the 
experimental procedures can be found in the paper by Rudloff 
et al. in this issue [14]. 

Fig. 5. Like Fig. 3 but for the surface temperature of the melt pool. 

Fig. 6. Like Fig. 5 but for experimental data using an infrared camera. 

Fig. 7. Data of Figs. 5 and 6 combined and normalized. 

A data collapse of both the experimental and numerical data 
is achieved by using Equation (16) to scale the surface 
temperature and using Equation (20) to scale the process time 
as can be clearly observed in Figure 7. Note that the volume 
fraction in the experiments is different than the area fraction in 
the simulations and, thus, 𝜙𝜙𝜙𝜙 = 0.45 is used to normalize the 
experimental data. The quantitative agreement between theory, 
simulation and experiment is very good. 

The transient evolution of the average viscosity in the melt 
pool is shown in Fig. 8. Due to the decrease of viscosity with 
increasing temperature the average viscosity starts from small 
values and approaches large values over time. Again, a 
satisfactory data collapse is obtained by scaling the average 
viscosity using Equation (17) and scaling the process time 
using Equation (19) as shown in Fig. 9. 

Finally, the average effective rate of strain in the melt pool 
is analyzed. The data from the numerical simulations is shown 
in Fig. 10. Initially the strain rate is largest which is caused by 
the decreased viscosity at high temperature. Then the strain rate 
decreases during the process. The scaling of the effective strain 
rate using the Frenkel time scale according to Equation (18) 
works rather well as shown in Fig. 11. The normalized strain 
rates are not perfectly constant but vary only in a small window 
roughly between 0.5 and 0.6. This result proofs the 
applicability of the Frenkel scaling. 
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Fig. 8. Transient behavior of the average melt pool viscosity. 

Fig. 9. Like Fig. 8 but using a dimensionless scaling. 

Fig. 10. Transient behavior of the average strain rate in the melt pool. 

Fig. 11. Like Fig. 10 but using a dimensionless scaling. 

5. Conclusions 

Particle-based simulations of the SLS process reveal that the 
laser irradiation and subsequent polymer flow can be divided 
into three temporal regimes: (1) laser motion, (2) thermal 
diffusion and (3) viscous flow. The actual choice of the thermal 
boundary conditions at the substrate is found to be of minor 
importance during the initial phase of the process while it is 
crucial for the long term densification behavior. 

Analytical models for the transient behavior of the surface 
temperature, melt pool temperature and viscosity enable a 
collapse of all gathered numerical data from simulations with 
different process parameters on single master curves. The strain 
rate in the system follows the scaling proposed by Frenkel. 
These master curves enable quantitative predictions of the 

temperature, viscosity and strain rate in the melt pool for any 
set of material properties and process parameters. Hereby, they 
form the basis for predicting the transient densification rate 
which in turn is a key ingredient for the assessment of 
processability of an SLS material.  

The numerical predictions of the transient surface 
temperature of the melt pool are validated by measurements. 
The agreement between numerical and experimental data is 
remarkable. Yet, further validations of other results of the 
numerical simulations are required in future work. Obvious 
candidates for this purpose are the thickness and the porosity 
of the sintered layer. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

For laser sintering the knowledge about which material properties are important for the process and the product quality is insufficient. This causes 
significant difficulties in developing new materials. To address this problem, a link between material data, process parameters and component 
quality is necessary. This link can be achieved by a combination of experimental investigations and theoretical considerations to develop 
dimensionless characteristic numbers. As a first step to derive such numbers, this paper presents experimental methods to determine temperature 
development and sintered volume during the sintering process. These methods are used to investigate different process parameter settings during 
the sintering of polyamide 12. The measurement results are then compared with simulated results. 
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1. Introduction 

There is a high growth of additively manufactured parts in 
the polymer industry [1]. Nevertheless, especially for laser 
sintering (LS) the material selection is very limited in 
comparison to other polymer production processes like, for 
example, extrusion or injection molding. One major reason for 
that problem is that there is almost no knowledge which 
material properties are important for the process and how the 
material parameters affect the product quality. This is 
particularly disadvantageous because there are many potential 
influencing factors for polymer sintering.  Thus, developing 
new materials for the LS is a complex process. Even a 
specification of limit values for powder properties to classify 
new powders as "definitely suitable" or "definitely not suitable" 
for LS cannot be carried out 100 % reliably at present. In some 
cases, "worse" property values can be compensated by plant 
options and process parameters via - extremely time-consuming 
"trial and error" experiments [2, 3]. 

 In order to develop and qualify a polymer powder suitable 
for the LS process, various properties - both intrinsic and 
extrinsic - have to be investigated. These are determined on the 
one hand by the basic chemical structure and on the other hand 
by the method of production and processing [4]. The 
influencing factors can be divided in material and process 
parameters, but in order to predict the behavior of a material 
during laser sintering, both types of parameters must be linked 
together.  

This link can be achieved by a combination of experimental 
investigations, numerical simulations and analytical 
considerations to develop dimensionless characteristic numbers 
(DCN). As a first step to derive such numbers, this paper 
presents experimental methods to determine temperature 
development and sintered volume during the sintering process. 
These methods are used to investigate different process 
parameter settings during the sintering of polyamide 12 (PA12). 
The measurement results are then compared with simulated 
results. 
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There is a high growth of additively manufactured parts in 
the polymer industry [1]. Nevertheless, especially for laser 
sintering (LS) the material selection is very limited in 
comparison to other polymer production processes like, for 
example, extrusion or injection molding. One major reason for 
that problem is that there is almost no knowledge which 
material properties are important for the process and how the 
material parameters affect the product quality. This is 
particularly disadvantageous because there are many potential 
influencing factors for polymer sintering.  Thus, developing 
new materials for the LS is a complex process. Even a 
specification of limit values for powder properties to classify 
new powders as "definitely suitable" or "definitely not suitable" 
for LS cannot be carried out 100 % reliably at present. In some 
cases, "worse" property values can be compensated by plant 
options and process parameters via - extremely time-consuming 
"trial and error" experiments [2, 3]. 

 In order to develop and qualify a polymer powder suitable 
for the LS process, various properties - both intrinsic and 
extrinsic - have to be investigated. These are determined on the 
one hand by the basic chemical structure and on the other hand 
by the method of production and processing [4]. The 
influencing factors can be divided in material and process 
parameters, but in order to predict the behavior of a material 
during laser sintering, both types of parameters must be linked 
together.  

This link can be achieved by a combination of experimental 
investigations, numerical simulations and analytical 
considerations to develop dimensionless characteristic numbers 
(DCN). As a first step to derive such numbers, this paper 
presents experimental methods to determine temperature 
development and sintered volume during the sintering process. 
These methods are used to investigate different process 
parameter settings during the sintering of polyamide 12 (PA12). 
The measurement results are then compared with simulated 
results. 
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Nomenclature 

ds Layer thickness (process parameter) 
EA Surface energy density 
EV Volume energy density 
hS    Hatch distance 
PL     Laser power 
vs Scan speed 
TB Part bed temperature 

2. Material Properties 

In the past, there have been various efforts to examine the 
most important material properties, especially for PA12, 
individually for their influence on the LS process and on the 
quality properties of components. Mielicki et al. dealt, for 
example, with the melt viscosity [5]. Schmid and Drummer et 
al. dealt with the particle geometry and the resulting powder 
flowability [4,6], also at elevated temperatures [7]. Sutton et al. 
investigated the "powder chemistry" and the thermal properties 
[8]. Laumer et al. analyzed the absorption behavior [9]. 
However, no weightings or correlations among each other were 
evaluated. This is problematic because an ideal interplay of 
several material properties must exist in order to be able to 
process a material successfully in the LS process [10].  

The interplay of the material properties can be investigated 
in numerical simulations. Therefore, a set of material data 
suitable for simulations is necessary. This material data was 
determined for PA12 type EOS PA2200 with a mixture of 50 % 
virgin powder and 50 % recycled powder (compare Table 1).  

Table 1. Material data 

Quantity Symbol Value 

Powder particle radius 𝑟𝑟𝑟𝑟 25 µm 

Solid density 𝜌𝜌𝜌𝜌0 1020 kg/m³ 

Powder bulk density 𝜌𝜌𝜌𝜌𝐵𝐵𝐵𝐵 436 kg/m³ 

Heat capacity 𝑐𝑐𝑐𝑐 2.8 kJ/(kg K) 

Thermal conductivity 𝑘𝑘𝑘𝑘 0.24 W/(m K) 

Thermal expansion 𝛽𝛽𝛽𝛽 1.71 ⋅ 10-4 / K 

Latent heat 𝐻𝐻𝐻𝐻 100 kJ/kg 

Melting / Liquidus temperature 𝑇𝑇𝑇𝑇𝐿𝐿𝐿𝐿 463.15 K; 190 °C 

Solidus temperature 𝑇𝑇𝑇𝑇𝑆𝑆𝑆𝑆 443.15 K; 170 °C 

Offset temperature 𝜃𝜃𝜃𝜃 40 K 

Activation energy 𝐸𝐸𝐸𝐸𝑎𝑎𝑎𝑎 22.6 kJ/mol 

Liquidus viscosity 𝜇𝜇𝜇𝜇𝐿𝐿𝐿𝐿  14.26 kPa s 

Solidus viscosity 𝜇𝜇𝜇𝜇𝑆𝑆𝑆𝑆  35 kPa s 

Surface tension 𝜎𝜎𝜎𝜎𝑁𝑁𝑁𝑁 35 mN/m 

 
The viscosity was measured in a plate-plate rheometer in 

oscillation mode at 195, 215 and 235 °C and shear rates from 
0,6 to 450 1/s and extrapolated to a shear rate of 0,1 with a 
Carreau Modell. An Arrhenius model describes the 
temperature dependency. The bulk density of the powder was 
measured according to DIN EN ISO 60 at room temperature. 
The solid density and thermal expansion was determined with 

a pressure-volume-temperature measurement in a high-
pressure capillary rheometer. The thermal conductivity was 
measured with a laser flash system, the specific heat capacity, 
the latent heat, the liquidus and solidus temperature with 
differential scanning calorimetry for a temperature range of 0 - 
250 °C. Surface tension was determined with sessile drop 
method on sintered and injection-moulded plates at room 
temperature. 

3. Process Parameter 

In addition to the material properties, process parameters 
have a major influence on surface qualities (e.g. roughness) and 
the mechanical properties (e.g. tensile strength, surface 
hardness and density) of parts produced by LS. The most 
important process parameters are the part bed temperature TB, 
the laser power PL, the scan spacing or hatch distance hS, the 
scan speed vs and the layer thickness ds  [11]. 

During the laser sintering process, the powder bed is heated 
up to just below its melting temperature to enable sintering and 
reduce thermal stress and thus distortion of the parts. The 
temperature is achieved by several heating elements inside the 
process chamber in order to get an even temperature 
distribution on the powder surface. The laser beam then 
liquefies this preheated powder bed at defined points and fuses 
the particles of the material [12,13,14]. 

To get the temperature of the powder to a level over the 
melting temperature Tm of the material in a short period of time 
the laser power PL is used. At a temperature above melting 
temperature TL the polymer is able to flow because of its liquid 
state. As a result of this flowability the porosity is reduced and 
the mechanical properties of the part are improved [11]. 

The scan speed vs describes the speed at which the scanner 
directs the laser beam over the powder bed. A high speed is 
preferable, as this results in a shorter construction time. The 
hatch distance hs is the distance between the sintering lines 
(perpendicular to the direction of the laser spot movement). 
This determines the overlapping of the nearby tracks, which 
results in their connection strength. The layer thickness ds 
indicates the height of each powder layer and, thus, is a major 
influence parameter of the morphology and density of final 
parts. The minimum possible layer thickness depends on the 
material. The standard layer thickness for PA 12 material is 0.1 
mm [13]. On the laser-sintering system FORMIGA P 110 from 
EOS GmbH, additional layer thicknesses of 0.06 mm and 
0.12 mm can be realized [15]. 

For the description of the energy introduced by the laser, the 
surface energy density EA as energy input into a layer, is often 
used. It represents the ratio, according to equation 1, of the laser 
power PL, the scan speed vs and the hatch distance hs. 
Furthermore, the volume energy density EV is often used 
(equation 2). The layer thickness ds is also taken into account 
here. These equations are nowadays used to describe the energy 
input and the correlation of process contexts of laser sintering 
[10,16].  

𝐸𝐸𝐸𝐸𝐴𝐴𝐴𝐴 = 𝑃𝑃𝑃𝑃𝐿𝐿𝐿𝐿
𝑣𝑣𝑣𝑣𝑠𝑠𝑠𝑠∙ℎ𝑠𝑠𝑠𝑠

                             (1) 



82 Johannes Rudloff  et al. / Procedia CIRP 94 (2020) 80–84
 Johannes Rudloff / Procedia CIRP 00 (2020) 000–000  3 

𝐸𝐸𝐸𝐸𝑉𝑉𝑉𝑉 = 𝑃𝑃𝑃𝑃𝐿𝐿𝐿𝐿
𝑣𝑣𝑣𝑣𝑠𝑠𝑠𝑠∙ℎ𝑠𝑠𝑠𝑠∙𝑑𝑑𝑑𝑑𝑠𝑠𝑠𝑠

                             (2) 

Numerically the same values for each, EA or EV, can be obtained 
using different input parameters. As a result, even if, e.g., EA is 
kept constant by reducing PL and reducing vS by the same 
factor, different sintering results will be generated. However, 
parts built with higher scan speeds tend to exhibit lower 
mechanical properties, although the energy density remains 
constant through compensation with the laser power. One 
assumption for this is that the time dependency of energy 
absorption has not been taken into account. Since the materials 
used in LS have a limited specific energy absorption capacity 
per unit of time, compensation cannot be achieved by 
increasing the laser power. Therefore, a low laser power with 
low scan speed of the laser is desirable in terms of mechanical 
properties. However, this approach conflicts with economical 
consideration of LS in which high laser speeds and thus short 
construction times are aimed at [10]. Furthermore, to use the 
energy density as a quality parameter for material development, 
a link to material properties as melting enthalpy, particle 
geometry and density is necessary. 

4. Experimental and numerical Investigations 

To achieve a better understanding of the energy input and 
distribution during laser sintering, experimental investigations 
on an EOS Formiga P110 with a CO2 laser were conducted. 
Thereby, 10 x 10 mm monolayer plates were printed. The 
material PA2200 50/50, the layer height of 0.1 mm and the 
laser spot diameter of 0.24 mm were kept constant. The varied 
parameters are shown in Table 2. When a given parameter was 
varied, the bold written values of the other parameters were 
kept constant.  

Table 2. Experimental design 

Parameter Values Unit 

Laser power 18.0, 21.5, 25.0 W 

Hatch distance 0.20, 0.25, 0.30 mm 

Scan speed 2600, 3000, 3400 mm/s 

Part bed temperature 164, 169, 174 °C 

 
In order to measure the temperature during the sintering 

process, an infrared camera type TIM 400 from MICRO-
EPSILON was used. The resolution of this camera is 
0.8 x 0.8 mm per pixel. The camera was calibrated with LS 
machine pyrometer. To enable a measurement when the laser 
is active, a special wave length filter was installed. Furthermore 
the thickness of the printed monolayer plates was determined 
with a dial gauge and on microscopy images.  

Parallel to the experimental investigations, the process was 
analysed numerically. For this purpose, simulations based on 
the Smoothed Particle Hydrodynamics (SPH) method [17] 
were conducted. Thereby, the LS of a 2D system of randomly 
positioned PA12 particles was simulated.  Material and process 
parameters were selected according to the experimental 
studies [18].  

5. Results and Discussion 

First, the results of the experimental investigations are 
considered. Afterwards they are compared with numerical 
determined results.  

5.1. Experimental Results 

 Images of the infrared camera for three time steps during 
the printing of a monolayer plate with the bold parameter 
values of table 2 are shown in Fig. 1. It can be seen that the 
temperature of the whole monolayer plate is above 225 °C after 
complete exposure. Furthermore there is a slight temperature 
gradient of approximately 25 °C across the plate width, 
wherein the temperature across the plate length is 
approximately constant.  

 

Fig. 1. Images of the infrared camera for three time steps during sintering 

The temperature development after exposure in the center of 
the plate for different PL values is shown in Fig. 2. It is 
noticeable that the curves are very similar for all three PL 
values. In the first 50 ms a rapid temperature rise to 
temperatures above 250 °C can be seen. With increasing PL the 
maximum temperature increases as well. It should be noted that 
due to the resolution of the thermal camera no single exposure 
process can be recorded here. The laser moves over the pixel 
about 4 times until a complete exposure of the pixel is achieved. 
For a single exposure process, the measured temperature rise 
would probably be even more pronounced. After reaching the 
maximum temperature, the temperature drops continuously and 
approaches TB. During the cooling process, thermal energy is 
probably released into the powder bed by heat conduction. This 
leads to a further melting of powder.  

 
Fig. 2. Measured temperature as a function of time and set laser power of  

EOS Formiga P110 
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A similar behavior could also be determined for the other 
process parameters. This is shown as an example for vs in 
Fig. 3. With decreasing vs the maximal temperature increases 
due to a higher EA. 

 
Fig. 3. Measured temperature as a function of time and scan speed 

In order to be able to completely evaluate the process from 
an energetic point of view, not only the temperature 
development but also the volume or mass into which the energy 
is introduced is relevant. Figure 4 shows the measured 
thickness of the monolayer plates as a function of EA for the 
experiments performed. For both measuring methods a clear 
increase of the monolayer thickness with increasing EA can be 
detected. This means that the mass to which the introduced 
energy is distributed increases with increasing introduced 
energy. It is noticeable that the measured thickness differs 
significantly depending on the measuring method. For the 
measurements with the dial gauge, a linear increase with a 
slope of ten can be seen and the straight line cuts the abscissa 
close to the origin. The values determined from microscopic 
images scatter more strongly and the straight line runs much 
flatter. The standard deviation for the dial gauge values, at an 
average of 5 µm, was also significantly lower than for the 
microscopy values, at an average of 20 µm. This can partly be 
attributed to the fact that the interpretation of the microscopic 
images is difficult, especially with regard to the differentiation 
of melted powder that is not located in the plane to be 
measured. In addition, the dial gauge had a flattened tip so that 
unevenness could not be determined. This value therefore 
probably corresponds to a maximum thickness of the plates. 

 

Fig. 4. Measured monolayer thickness as a function of surface energy density 

5.2. Numerical Results 

The numerical calculated temperature development over 
time for a variation of laser power and scan speed is shown in 
Fig. 5 and Fig. 6. The curve progressions correspond very well 
with the experimentally determined values. This suggests that 
the real temperature development during LS can be well 
represented by SPH simulations. 

 
Fig. 5. Numerically calculated temperature as a function of time and laser 

power 

 
Fig. 6. Numerically calculated temperature as a function of time and scan 

speed 

The simulated thickness of the sintered material is shown in 
Fig. 7. As with the experimental determination of the thickness, 
there are different possibilities to determine this value. The 
Maximum Thickness is best compared to a dial gauge with a 
flattened tip. Here, the difference between the highest and 
lowest point of the simulation area was formed, which each 
exceeded the liquidus temperature. The local thickness is more 
comparable to values determined under a microscope or with a 
dial gauge with a fine tip. To determine this value, the 
difference between the highest and lowest points was 
determined at 40 positions and then averaged over these values. 

Although the four curves shown in Fig. 4 and Fig. 7 differ 
significantly in their gradient and absolute values, it can 
nevertheless be stated, that the sintered thickness increases 
linear with increasing surface energy density. The deviation 
between experiment and simulation can be explained, among 
other things, by the fact that in experiments unsintered powder 
can stick to the sintered plate, which cannot be considered in 
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the simulation. In addition, more monolayers were printed in 
one experimental run, so that plates were arranged above each 
other and separated by several layers of unexposed powder. 
This leads to unexposed powder on the top of the plate that 
adheres to them. Here, experimental and numerical procedures 
must be better harmonized in order to be able to make a 
statement about which absolute thicknesses occur.   

 

 

Fig. 7. Simulated monolayer thickness as a function of surface energy density 

6. Conclusion 

The temperature development over time during laser 
sintering was recorded with a thermal camera. The differences 
between different energy inputs are much less pronounced than 
expected. This can be attributed to the fact that the thickness of 
the molten material and thus the volume into which energy is 
introduced also increases with increasing energy input. This is 
shown by an increase of monolayer thickness with increasing 
surface energy density. The experimentally determined 
behavior could also be observed in numerical 2D simulations. 
This confirms that both the numerical and the experimental 
methods provide valid results. Further work in the project will 
concentrate on presenting the results for both methods in a 
dimensionless form. Furthermore, the investigations will be 
extended to other material systems such as polypropylene. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
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systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
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these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Energy density, scanning strategy and laser spot size are some of the parameters influencing the optical energy input during laser-based powder 
bed fusion of polymers. For newly developed polymer powders, such parameters must still be determined empirically. Understanding the complex 
mechanisms underlying the beam-matter interaction, including absorption characteristics or multiple scattering behavior, is crucial to predict 
material processability and to improve interlayer fusion for enhanced final part properties. 
A measurement system based on two integrating spheres is employed to analyze the scattering processes during the interaction of a CO2 laser 
beam with polymeric powder materials. The setup is used to measure total reflection from the sample surface as well as unscattered and diffuse 
transmission through the sample. The resulting optical properties of polyamide 12 powder are evaluated and compared to those of thin films of 
the same base material. Thus, the influence of particle interfaces on the energy deposition characteristics can be analyzed qualitatively. 
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1. Introduction 

During laser sintering or laser-based powder bed fusion of 
polymers (PBF-LB/P), the interaction between the incident 
laser beam and the powder material significantly influences the 
building process and final part properties [1]. While a certain 
amount of radiation is reflected from the surface, the main part 
should penetrate deeper regions where it can either be absorbed 
by or transmitted through the powder layer. The relation 
between total reflectance (R), total transmittance (T) and 
absorbance (A) is given in equation 1 [2].  

 
𝑅𝑅𝑅𝑅 + 𝑇𝑇𝑇𝑇 + 𝐴𝐴𝐴𝐴 = 1 (1)  

 

R and T can be subdivided into diffuse and unscattered 
portions which, depending on the experimental setup, can be 
measured separately. The separate detection of diffuse and 
unscattered radiation can contain valuable information about 
material properties such as microstructural features [3,4].  

 For the case of a CO2 laser with a wavelength λ of 10.6 µm 
interacting with PBF-LB/P powders with particle sizes ranging 
roughly from 1 µm to 150 µm and sub-micron sized 
intraparticle features, also scattering phenomena on multiple 
scales may occur, as proposed by Wegner [1]. However, the 
effect of scattering in the PBF-LB/P context has not yet been 
studied experimentally and has very rarely been considered in 
the modelling of the beam-matter interaction [1,5-7]. Hence, 
the influence of scattering phenomena on the absorption 
characteristics of PBF-LB/P powders is still unknown. 
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building process and final part properties [1]. While a certain 
amount of radiation is reflected from the surface, the main part 
should penetrate deeper regions where it can either be absorbed 
by or transmitted through the powder layer. The relation 
between total reflectance (R), total transmittance (T) and 
absorbance (A) is given in equation 1 [2].  
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unscattered radiation can contain valuable information about 
material properties such as microstructural features [3,4].  

 For the case of a CO2 laser with a wavelength λ of 10.6 µm 
interacting with PBF-LB/P powders with particle sizes ranging 
roughly from 1 µm to 150 µm and sub-micron sized 
intraparticle features, also scattering phenomena on multiple 
scales may occur, as proposed by Wegner [1]. However, the 
effect of scattering in the PBF-LB/P context has not yet been 
studied experimentally and has very rarely been considered in 
the modelling of the beam-matter interaction [1,5-7]. Hence, 
the influence of scattering phenomena on the absorption 
characteristics of PBF-LB/P powders is still unknown. 
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Understanding such scattering mechanisms and correlating 
these to the underlying powder material properties could 
potentially lead to an improved energy deposition and 
ultimately resolve some of the remaining limitations of PBF-
LB/P parts such as lacking interlayer fusion due to insufficient 
(unmolten powder particles) or excessive (formation of pores 
as a result of degradation) energy input [8].  

The aim of this contribution is the successful employment 
and adaptation of a previously described measurement system 
based on two integrating spheres for the characterization of 
PBF-LB/P powders [9-11] to analyze scattering processes 
during the interaction of a CO2 laser beam with 
polyamide 12 (PA12) powder and solid films. By separately 
measuring the diffuse and the unscattered transmittance, 
information about scattering processes is extracted and 
evaluated, thus deepening the understanding of the beam-matter 
interaction during PBF-LB/P. 

2. Materials and methods 

2.1. Double-integrating-sphere setup and optical 
measurements 

The setup used for measurement of the optical properties is 
depicted in Fig. 1. 

 

 

Fig. 1. Double-integrating-sphere setup for reflectance and transmittance 
measurements. 

Both integrating spheres possess a highly reflective, diffuse 
gold coating on the interior and several ports for light entrance 
or detection of either integrated (R, T, Tdiff) or direct (Tunsc) 
radiant power. Highly sensitive thermopile sensors were used 
for power detection and longpass filters were placed in front of 
each sensor to minimize power fluctuations due to variations of 
thermal conditions inside the laboratory. It should be 
mentioned that in case of a sealed Tunsc-port, the Tdiff-sensor 
then measured the total transmittance T instead of only the 
diffuse portion.  

For measurement of the optical properties, the collimated 
CO2 laser beam (firestar-ti60, Synrad, USA) was directed into 
the top sphere via gold mirrors, irradiating the sample under an 
angle of 8 ° in accordance with DIN 5036-3. The analyzed 
samples were placed between reflection (top) and transmission 

(bottom) sphere, on top of a 3-mm-thick barium fluoride (BaF2) 
infrared (IR) window. Besides its excellent transmission 
behavior (T at 10.6 µm > 90 %, low reflective loss < 10 %), 
BaF2 was selected due to its hazard-free application (in contrast 
to e. g. zinc selenide) and its high robustness against 
atmospheric humidity (compared to e. g. sodium chloride or 
potassium chloride).  

To prevent laser-induced changes of the samples such as 
partial sintering or a phase transition, which would in turn alter 
the absorption characteristics, all experiments were conducted 
with a low laser power of 4 W and a short irradiation time of 
0.5 s.  

Prior to sample analysis, reference measurements for both 
spheres were performed. A diffusive gold reflectance standard 
and the empty BaF2 window were used for referencing the 
reflection and the transmission sphere, respectively. These 
reference measurements also take the inherent reflectance and 
transmittance properties of BaF2 into account. Referring the 
subsequently conducted sample measurements to these 
references gave the values of R, T and Tunsc. Finally, the values 
of Tdiff and A were calculated. 

All measurements were conducted at room temperature and 
performed 10 times. Mean values and measurement 
uncertainties (calculated via error propagation) are shown in 
the figures as data points and error bars, respectively. If no 
errors bars are visible, the uncertainties are too low to display.  

2.2. Sample preparation 

PA12 powder (PA2200, EOS GmbH, Germany) was used 
for all samples. For optical measurements, powder layers and 
solid thin films were prepared. Powder layers were coated 
directly onto the BaF2 window using a quadruple film 
applicator (Erichsen GmbH & Co. KG, Germany) with gap 
heights of 150 µm, 200 µm, 250 µm and 300 µm. Thin films 
were prepared by melting of powder layers of varying thickness 
in an industrial oven. The layers were allowed to fully melt at 
200 °C and were either slowly cooled to room temperature 
(cooling rate 20 K/h) or rapidly quenched in air to facilitate the 
correlation of the measured optical properties to the different 
microstructural characteristics.  

For microscopic analysis, a defined amount of PA12 powder 
was poured into ceramic crucibles and the same 
melting/solidifying strategy was applied to generate bulk 
specimens. From these, thin sections were cut and prepared for 
optical microscopy. 

2.3. Microstructural characterization 

The microstructure of the thin sections was characterized by 
means of polarized transmitted light microscopy. 

3. Results and discussion 

3.1. Optical properties of powder layers compared to solid 
thin films 

To evaluate the influence of particle interfaces on beam 
propagation within PBF-LB/P powder layers, the measured 
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optical properties of powder layers are compared to the 
solidified thin film samples. The resulting values of PA12 
powders and thin films (slowly cooled) are shown in Fig. 2 and 
Fig. 3, respectively.  

 

 

Fig. 2. Optical properties of PA12 powder of varying layer thickness. 

 

Fig. 3. Optical properties of PA12 thin films (slowly cooled at a rate of 
20 K/h) of varying film thickness. 

As shown, in both cases the trend of R is independent of 
sample thickness. However, powder layers exhibit a slightly 
increased overall R compared to the thin films. This is due to 
the increased surface roughness of powder layers compared to 
molten and solidified films [12], leading to diffuse back 
scattering of photons from the powder surfaces [1] which is not 
the case for the smooth film surfaces.  

The measured portions of transmitted laser power differ 
significantly between powdery and solid samples. While T 
mainly consists of Tdiff in the former (i. e. most of the 
transmitted radiation is diffusely scattered), the latter exhibits 
higher values of Tunsc. This behavior can be attributed to the 
effect of multiple scattering through a powder material due to 
particle-air interfaces and therefore refractive index changes 
[13], which is not the case in the solid thin films. For a 
thickness of 150 µm, this leads to an effective increase of Tdiff 

by approximately 15 % for powder compared to thin films. 
During the PBF-LB/P process, this reduces the probability of 
the laser beam penetrating into deeper regions of the powder 
bed. Hence, most of the absorption is considered to take place 
in near-surface regions [14]. 

It can furthermore be observed from Fig. 2 that the values of 
A increase as the powder layer thickness increases until a 
constant value between 83 % and 91 % is reached. This range 
of A is in good agreement with values for PA12 powder 
reported throughout literature [1]. 

3.2. Correlation of optical properties and microstructure of 
solid thin films 

Fig. 4 depicts the optical properties of the rapidly quenched 
thin films. 

 

 

Fig. 4. Optical properties of PA12 thin films (quenched) of varying film 
thickness. 

Since the R-values are the same as in the slowly cooled 
samples (cf. Fig. 3), the cooling rate does not seem to affect the 
thin films’ reflective properties. This is reasonable since in both 
cases the polymer was melted completely which determined 
the resulting surface roughness of the thin films. 

On the contrary, the amount of transmitted laser light is 
strongly influenced by the thermal history (i. e. cooling rate). 
Regardless of film thickness, the values of both Tunsc and Tdiff 
(and therefore T) are significantly higher in the case of slowly 
cooled thin films compared to the quenched samples. This is 
particularly interesting since the quenching of the molten 
polymer is expected to lead to (a) the suppression of 
crystallization, therefore to (b) a low degree of crystallinity (or 
high degree of amorphy) [15,16] and ultimately to (c) a higher 
transmittance than in the case of slowly cooled films.  

Still, the observed behavior can be correlated to the applied 
cooling rate and thus to the resulting microstructural features 
(see Fig. 5 and the subsequent text passage).  

The absorptance values which are therefore mainly 
determined by the degree of transmission (since reflectance is 
unaffected by the cooling rate) are higher in the case of 
quenched thin films. 
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thin films 

To evaluate the influence of particle interfaces on beam 
propagation within PBF-LB/P powder layers, the measured 
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optical properties of powder layers are compared to the 
solidified thin film samples. The resulting values of PA12 
powders and thin films (slowly cooled) are shown in Fig. 2 and 
Fig. 3, respectively.  

 

 

Fig. 2. Optical properties of PA12 powder of varying layer thickness. 

 

Fig. 3. Optical properties of PA12 thin films (slowly cooled at a rate of 
20 K/h) of varying film thickness. 

As shown, in both cases the trend of R is independent of 
sample thickness. However, powder layers exhibit a slightly 
increased overall R compared to the thin films. This is due to 
the increased surface roughness of powder layers compared to 
molten and solidified films [12], leading to diffuse back 
scattering of photons from the powder surfaces [1] which is not 
the case for the smooth film surfaces.  

The measured portions of transmitted laser power differ 
significantly between powdery and solid samples. While T 
mainly consists of Tdiff in the former (i. e. most of the 
transmitted radiation is diffusely scattered), the latter exhibits 
higher values of Tunsc. This behavior can be attributed to the 
effect of multiple scattering through a powder material due to 
particle-air interfaces and therefore refractive index changes 
[13], which is not the case in the solid thin films. For a 
thickness of 150 µm, this leads to an effective increase of Tdiff 

by approximately 15 % for powder compared to thin films. 
During the PBF-LB/P process, this reduces the probability of 
the laser beam penetrating into deeper regions of the powder 
bed. Hence, most of the absorption is considered to take place 
in near-surface regions [14]. 

It can furthermore be observed from Fig. 2 that the values of 
A increase as the powder layer thickness increases until a 
constant value between 83 % and 91 % is reached. This range 
of A is in good agreement with values for PA12 powder 
reported throughout literature [1]. 

3.2. Correlation of optical properties and microstructure of 
solid thin films 

Fig. 4 depicts the optical properties of the rapidly quenched 
thin films. 

 

 

Fig. 4. Optical properties of PA12 thin films (quenched) of varying film 
thickness. 

Since the R-values are the same as in the slowly cooled 
samples (cf. Fig. 3), the cooling rate does not seem to affect the 
thin films’ reflective properties. This is reasonable since in both 
cases the polymer was melted completely which determined 
the resulting surface roughness of the thin films. 

On the contrary, the amount of transmitted laser light is 
strongly influenced by the thermal history (i. e. cooling rate). 
Regardless of film thickness, the values of both Tunsc and Tdiff 
(and therefore T) are significantly higher in the case of slowly 
cooled thin films compared to the quenched samples. This is 
particularly interesting since the quenching of the molten 
polymer is expected to lead to (a) the suppression of 
crystallization, therefore to (b) a low degree of crystallinity (or 
high degree of amorphy) [15,16] and ultimately to (c) a higher 
transmittance than in the case of slowly cooled films.  

Still, the observed behavior can be correlated to the applied 
cooling rate and thus to the resulting microstructural features 
(see Fig. 5 and the subsequent text passage).  

The absorptance values which are therefore mainly 
determined by the degree of transmission (since reflectance is 
unaffected by the cooling rate) are higher in the case of 
quenched thin films. 
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a) Slowly cooled (20 K/h) b) Quenched 

Fig. 5. Polarization microscopy images of PA12 thin sections (scale bars 
equal 40 µm). 

The influence of the cooling rate is reflected in the 
microscopic structure by the different sizes of spherulites 
(clearly visible as radially symmetrical lamellae in Fig. 5a). 
While a low cooling rate leads to a coarsely grained 
morphology with spherulite sizes of up to about 40 µm 
(Fig. 5a), the air-quenched samples exhibit a much finer 
spherulitic structure (Fig. 5b). This observation agrees very 
well with the measured optical properties: During quenching, 
the crystallization process is interrupted after a few seconds 
rather than completely suppressed. After initial nucleation and 
growth, the quenching results in many small spherulites. Since 
the number of scattering interfaces (crystalline/amorphous) is 
higher in these quenched samples, the measured T is lower. On 
the contrary, if controlled cooling is applied, spherulites can 
further grow until they impinge on each other. Thus, the 
effective number of scattering interfaces is reduced and the 
transmittance increases again. 

This effect of increased multiple scattering in the finer 
microstructure compared to the coarser one leads to an 
effective increase of A by more than 10 % (cf. Fig. 3 and Fig. 4) 
depending on the film thickness. These correlations between 
optical behavior and morphological features are supported very 
well by theoretical studies found in literature such as [16]. 

4. Conclusion 

The presented experimental results show the suitability of 
the adapted double-integrating-sphere setup for the analysis of 
scattering processes during the interaction of a CO2 laser beam 
with PBF-LB/P powders. 

By measurement of diffuse and unscattered transmittance, 
scattering mechanisms both within powder layers and inside 
thin films of different microstructures can be detected and 
qualitatively evaluated. This can be extremely useful for the 
optimization of energy deposition during PBF-LB/P and 
ultimately for enhanced part properties.  

A practical example can be the identification of different 
intraparticle morphologies, since usually a mixture of aged and 
new powder is processed in PBF-LB/P build jobs. For different 
ageing histories or varying mixing ratios this could lead to 
different scattering properties, penetration depths and 
ultimately process parameters. 

In future works, the gained knowledge will be extended by 
temperature-dependent measurements to obtain insights into 
the change of scattering properties during phase transitions, 
which is essential for the development of a process-adapted 
powder characterization and qualification technique.  
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

In laser sintering of polymers, the exposure strategy, consisting of hatching strategy, laser power and scan speed determines the final properties. 
In polymer processing, mainly the meander hatching strategy is applied, which leads to geometry-dependent part properties at supposedly iden-
tical processing parameters due to overlay effects of temperature fields. Within this work, different hatching strategies, originating from laser 
beam melting of metals are investigated to overcome the limitations of laser sintering of polymers. The processability is evaluated characteriz-
ing single- and multi-layer parts. A direct correlation between the predominant temperature fields resulting from different hatching strategies 
and the resulting part properties, such as surface topology or part height, could be evidenced. These results contribute to the understanding of 
the impact of hatching strategy on the laser sintering process and should be considered in the future development of geometry-invariant pro-
cessing strategies.  
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1. Introduction 

Laser sintering of polymers (LS) allows for the direct fabri-
cation of individualized geometrical structures without the need 
of support structures. However, the reproducibility of part prop-
erties is limited, due to the complexly interacting thermal fields 
during processing [1,2]. Besides the fundamental thermal influ-
ences during the repeating sub-process steps powder coating, 
exposure and consolidation, the geometry of the exposed cross 
section affects the resulting temperature fields within the 
melt [3-5]. Infrared (IR) thermographic investigations, as 
shown in [6] and [7], allow for the correlation of temperature 
fields resulting from exposure to the final part properties, which 
is necessary for the generation of a basic understanding of the 
LS process. The variation of the exposure parameters, such as 
laser power, scan speed, hatch distance and the resulting energy 
density is essential for the optimum part properties and there-
fore in the focus of most studies [8-10]. In addition to that, the 

delay time or laser return time plays a crucial role for the result-
ing temperature fields and mechanical part properties [11]. In 
LS, the laser return time can be varied by changing to orienta-
tion of the standard meander scan pattern.  

In laser beam melting of metals (LBM), a wide range of 
more elaborate hatching strategies, which can be described as 
the spatial layout of scan vectors has been under scientific in-
vestigation. The impact of spiral [12] or island hatching strate-
gies [13,14], which are similar to a chessboard structure, on 
temperature distribution, microstructure or part mechanics was 
studied. Furthermore, fractal hatching strategies based on math-
ematical area filling curves [15,16] were implemented for 
LBM. The aim of these strategies is to reduce the scan vector 
length in order to homogenize the temperature distribution of 
the melt. The modification of the hatching strategies allows for 
homogenous melting of the metal material, the processability 
of new materials and the avoidance of process defects like hot 
cracks or splatters [17]. However, the potential of a modified 
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1. Introduction 

Laser sintering of polymers (LS) allows for the direct fabri-
cation of individualized geometrical structures without the need 
of support structures. However, the reproducibility of part prop-
erties is limited, due to the complexly interacting thermal fields 
during processing [1,2]. Besides the fundamental thermal influ-
ences during the repeating sub-process steps powder coating, 
exposure and consolidation, the geometry of the exposed cross 
section affects the resulting temperature fields within the 
melt [3-5]. Infrared (IR) thermographic investigations, as 
shown in [6] and [7], allow for the correlation of temperature 
fields resulting from exposure to the final part properties, which 
is necessary for the generation of a basic understanding of the 
LS process. The variation of the exposure parameters, such as 
laser power, scan speed, hatch distance and the resulting energy 
density is essential for the optimum part properties and there-
fore in the focus of most studies [8-10]. In addition to that, the 

delay time or laser return time plays a crucial role for the result-
ing temperature fields and mechanical part properties [11]. In 
LS, the laser return time can be varied by changing to orienta-
tion of the standard meander scan pattern.  

In laser beam melting of metals (LBM), a wide range of 
more elaborate hatching strategies, which can be described as 
the spatial layout of scan vectors has been under scientific in-
vestigation. The impact of spiral [12] or island hatching strate-
gies [13,14], which are similar to a chessboard structure, on 
temperature distribution, microstructure or part mechanics was 
studied. Furthermore, fractal hatching strategies based on math-
ematical area filling curves [15,16] were implemented for 
LBM. The aim of these strategies is to reduce the scan vector 
length in order to homogenize the temperature distribution of 
the melt. The modification of the hatching strategies allows for 
homogenous melting of the metal material, the processability 
of new materials and the avoidance of process defects like hot 
cracks or splatters [17]. However, the potential of a modified 
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hatching strategy has not been exploited in LS of polymers. A 
more homogenous temperature distribution as induced by is-
land or fractal hatching strategies bears the potential to improve 
the reproducibility of part properties.Within this work, different 
hatching strategies, such as spiral or fractal strategies, originat-
ing from laser melting of metals are investigated using IR ther-
mography to study the impact of the temperature fields on part 
properties and to reveal new potentials for increasing reproduc-
ibility of part properties in LS. 

2. Experimental 

2.1. Material system  

Polyamide 12 (PA12) powder (PA 2200, EOS GmbH, 
Krailling, Germany) is used for the shown LS experiments and 
the production of single- and multi-layer parts. A refreshed 
powder mixture of a 50:50 percentage of virgin and used pow-
der was applied. The used powder was taken from overflow 
containers. Prior to fabrication, the powder system was charac-
terized. Measurements of the bulk density (0.43 ± 0.01 g/cm³) 
and the viscosity number (55.3 ± 2.9 ml/g) of the powder sys-
tem were performed, indicating a low aging influence com-
pared to virgin powder [18]. Hence, it can be assumed that the 
fabrication process and the thermographic measurements are 
largely unaffected. 

2.2. Laser sintering system 

The experiments were carried out using a freely parameter-
izable laser sintering system. The build height of the system is  
500 mm, the maximum build width and length is 350 mm, re-
spectively. For setting a homogeneous thermal basis for pro-
cessing, the system is equipped with eight individually control-
lable infrared quartz radiator arrays. For local energy input, a 
50 W CO2 laser with a focus diameter df of 0.4 mm was ap-
plied. The exposure strategy, consisting of laser power PL, scan 
speed vs and hatching strategy is openly variable, which is a 
necessary condition for the present experiments. 

2.3. Infrared camera 

The measurement of the temperature fields during pro-
cessing, which were caused by different hatching strategies was 
performed using the IR thermographic system Velox 1310k 
SM from IRCAM GmbH (Erlangen, Germany). The camera is 
capable to detect IR-radiation in a wavelength range of 1.5 µm 
to 5.5 µm. A sapphire glass window, which is impermeable for 
the wavelength of the CO2-laser, but permeable for short wave 
and medium wave IR, is mounted in front of the camera to pre-
vent the detector from damage. The camera was calibrated ac-
cording to the manufacturer’s specifications and focused on the 
level of the powder bed surface. The assembly situation and the 
measured data evaluation was introduced in [5] and is schemat-
ically depicted in Fig. 1. The vertical viewing angle of the IR 
camera was significantly smaller than 30 degree. According 
to [19], the measurement error originating from viewing angle 
is accentuated for vertical viewing angles of above 45 degree. 
The measuring position within the surface of the build chamber 
and an exemplary thermogram is shown in Fig. 2. 

Fig. 1. Schematic depiction of the assembly situation of the IR monitoring sys-
tem. 

Fig. 2. Schematic depiction of the measuring position for the IR thermograms.  

3. Design of experiments 

3.1. Exposure experiments  

Two different sample geometries were fabricated, varying 
the underlying hatching strategy. For thermographic investiga-
tions, monolayers with a cross-section of 20 x 20 mm² were 
prepared to study the temperature fields during exposure. In ad-
dition, cuboid multilayer parts were prepared with the same 
cross-section and a height of 2.5 mm to investigate the pro-
cessability and the resulting part properties, e. g. dimensional 
accuracy or part density. For all experiments, the basic expo-
sure parameters, such as laser power, scan speed and hatch dis-
tance were kept constant. The processing parameters are listed 
in table 1.  

The contours of the samples were fabricated using the same 
parameters to avoid influences from varied processing para-
meters of the scan vectors in the samples interior. Four different 
hatching strategies, partially originating from laser beam melt-
ing of metals were applied to study the potential for reproduci-
ble part fabrication. In Fig. 3, the four hatching strategies, con-
sisting of differently oriented hatches (or scan vectors) and the 
outline contours, are schematically depicted. Two different su-
perordinate hatching strategies were applied. On the one hand, 
standard hatching strategies, like meander or spiral hatching 
strategies, were analyzed. On the other hand, fractal strategies, 
which are structurally organized like chessboards, were inves-
tigated.  

Table 1. Constant processing parameters for monolayer and part fabrication. 

Process parameter Value 

Laser power PL 16 W 

Scan speed vs 2,000 mm/s 

Hatch distance hs 0.2 mm 

Contour offset hc 0.2 mm 

Build chamber temperature TB 172 °C 
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Fig. 3. Standard hatching strategies: (a) meander hatching and (b) spiral hatch-
ing; fractal hatching strategies: (c) fractal meander hatching and (d) fractal spi-
ral hatching. 

In general, it is possible to assign different properties like 
hatching strategies to the white or the black fields of the chess-
board. In this study, meander and spiral strategies were applied 
to black and white fields with dimensions of 0.4 x 0.4 mm². 
Furthermore, different chronical orders of field exposure are 
possible. In Fig. 4, two different exposure sequences are exem-
plarily shown for fractal hatching strategies. The sequence in 
Fig. 4 a) was applied for the following investigations.  

Fig. 4. Exemplary exposure sequences for fractal hatching strategies: (a) line-
by-line and (b) field-by-field exposure sequence. 

3.2. Thermographic experiments 

For the detection of the thermal radiation during processing, 
the recording format was set to 288 to 288 pixels, which repre-
sents an area of around 25 x 25 mm² within the build chamber. 
The data acquisition rate was adjusted to 355 Hz. The emission 
coefficient was adapted to the temperature of the powder bed 
surface, resulting in a value of 0.9 for all experiments. After 
phase transition from powderous solid to molten material, a re-
duction of the emissivity is expected and the measured temper-
atures are lower than the actual temperatures. Within these in-
vestigations, this influence was neglected, as the results can be 
interpreted as parametrically correct because different radiation 
intensities have been detected. All thermographic measure-
ments were repeated three times. The maximum tempera-
ture (Tmax) during exposure of the fill area, the mean tempera-
ture (Tmean) at the end of exposure and the duration of exposure 
texp were evaluated. 

3.3. Part characterization 

As the influence of hatching strategy on the resulting part 
properties has not been object of investigation yet, especially 
basic part characterization was performed. For documentation 

of the monolayer formation, photographs were taken. Scanning 
electron microscopy (CamScan C20) at 20-x magnification was 
executed to investigate the appearing surface phenomena. For 
geometric characterization the multilayer parts’ dimensions 
height, length and width were determined by outside microme-
ter in the center of each particular site. Furthermore, CT meas-
urements (sub µ-CT, Fraunhofer Institut, Germany) were per-
formed to measure the parts’ porosity and to visualize the inte-
rior of the sample. CT allows for the porosity evaluation of 
complexly shaped parts or samples with geometrical or surface 
defects. The viscosity number (VN) was determined by Ub-
belohde viscometer to study the thermal impact of exposure 
strategy on part aging, using concentrated sulphuric acid as sol-
vent. These measurements were repeated three times. 

4. Results and discussion 

4.1. Thermographic results 

IR measurements were performed to study the thermal 
household within the monolayers. In Fig. 5, thermograms of the 
monolayers at half exposure time are depicted and the values 
for Tmean and Tmax are listed in Table 2. For the standard mean-
der strategy, a thermal gradient can be observed perpendicular 
to the direction of the scan vectors, which can be assigned to 
the temporal offset and the cooling of the first scan vectors al-
ready taking place. The temperature at exposure site is affected 
by the laser absorption on the surface of the powder particles, 
the temperature increase induced by previous scan vectors and 
heat conduction into the surrounding powder bed. 

Tmean of the meander hatching strategy is determined to 
207 °C, whereas Tmax is measured to 219 °C at the end of expo-
sure. The spiral hatching strategy leads to a temperature gradi-
ent from part outside to part center. Furthermore, hot spots can 
be detected in the corner points of the spiral, which can be ex-
plained by deceleration and acceleration processes due to the 
direction change of scan vectors. Moreover, the decrease in la-
ser return time leads to higher temperatures with progressing 
exposure time due to extensive overlapping of thermal fields. 
On the one hand, this leads to an elevated Tmean of 209 °C, but 
on the other hand to a significantly higher Tmax of 285 °C in the 
center of the sample. 

Fig. 5. Thermographic mappings of the different hatching strategies: (a) mean-
der hatching and (b) spiral hatching; fractal hatching strategies: (c) fractal me-
ander hatching and (d) fractal spiral hatching. 
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hatching strategy has not been exploited in LS of polymers. A 
more homogenous temperature distribution as induced by is-
land or fractal hatching strategies bears the potential to improve 
the reproducibility of part properties.Within this work, different 
hatching strategies, such as spiral or fractal strategies, originat-
ing from laser melting of metals are investigated using IR ther-
mography to study the impact of the temperature fields on part 
properties and to reveal new potentials for increasing reproduc-
ibility of part properties in LS. 

2. Experimental 

2.1. Material system  

Polyamide 12 (PA12) powder (PA 2200, EOS GmbH, 
Krailling, Germany) is used for the shown LS experiments and 
the production of single- and multi-layer parts. A refreshed 
powder mixture of a 50:50 percentage of virgin and used pow-
der was applied. The used powder was taken from overflow 
containers. Prior to fabrication, the powder system was charac-
terized. Measurements of the bulk density (0.43 ± 0.01 g/cm³) 
and the viscosity number (55.3 ± 2.9 ml/g) of the powder sys-
tem were performed, indicating a low aging influence com-
pared to virgin powder [18]. Hence, it can be assumed that the 
fabrication process and the thermographic measurements are 
largely unaffected. 

2.2. Laser sintering system 

The experiments were carried out using a freely parameter-
izable laser sintering system. The build height of the system is  
500 mm, the maximum build width and length is 350 mm, re-
spectively. For setting a homogeneous thermal basis for pro-
cessing, the system is equipped with eight individually control-
lable infrared quartz radiator arrays. For local energy input, a 
50 W CO2 laser with a focus diameter df of 0.4 mm was ap-
plied. The exposure strategy, consisting of laser power PL, scan 
speed vs and hatching strategy is openly variable, which is a 
necessary condition for the present experiments. 

2.3. Infrared camera 

The measurement of the temperature fields during pro-
cessing, which were caused by different hatching strategies was 
performed using the IR thermographic system Velox 1310k 
SM from IRCAM GmbH (Erlangen, Germany). The camera is 
capable to detect IR-radiation in a wavelength range of 1.5 µm 
to 5.5 µm. A sapphire glass window, which is impermeable for 
the wavelength of the CO2-laser, but permeable for short wave 
and medium wave IR, is mounted in front of the camera to pre-
vent the detector from damage. The camera was calibrated ac-
cording to the manufacturer’s specifications and focused on the 
level of the powder bed surface. The assembly situation and the 
measured data evaluation was introduced in [5] and is schemat-
ically depicted in Fig. 1. The vertical viewing angle of the IR 
camera was significantly smaller than 30 degree. According 
to [19], the measurement error originating from viewing angle 
is accentuated for vertical viewing angles of above 45 degree. 
The measuring position within the surface of the build chamber 
and an exemplary thermogram is shown in Fig. 2. 

Fig. 1. Schematic depiction of the assembly situation of the IR monitoring sys-
tem. 

Fig. 2. Schematic depiction of the measuring position for the IR thermograms.  

3. Design of experiments 

3.1. Exposure experiments  

Two different sample geometries were fabricated, varying 
the underlying hatching strategy. For thermographic investiga-
tions, monolayers with a cross-section of 20 x 20 mm² were 
prepared to study the temperature fields during exposure. In ad-
dition, cuboid multilayer parts were prepared with the same 
cross-section and a height of 2.5 mm to investigate the pro-
cessability and the resulting part properties, e. g. dimensional 
accuracy or part density. For all experiments, the basic expo-
sure parameters, such as laser power, scan speed and hatch dis-
tance were kept constant. The processing parameters are listed 
in table 1.  

The contours of the samples were fabricated using the same 
parameters to avoid influences from varied processing para-
meters of the scan vectors in the samples interior. Four different 
hatching strategies, partially originating from laser beam melt-
ing of metals were applied to study the potential for reproduci-
ble part fabrication. In Fig. 3, the four hatching strategies, con-
sisting of differently oriented hatches (or scan vectors) and the 
outline contours, are schematically depicted. Two different su-
perordinate hatching strategies were applied. On the one hand, 
standard hatching strategies, like meander or spiral hatching 
strategies, were analyzed. On the other hand, fractal strategies, 
which are structurally organized like chessboards, were inves-
tigated.  

Table 1. Constant processing parameters for monolayer and part fabrication. 

Process parameter Value 

Laser power PL 16 W 

Scan speed vs 2,000 mm/s 

Hatch distance hs 0.2 mm 

Contour offset hc 0.2 mm 

Build chamber temperature TB 172 °C 
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Fig. 3. Standard hatching strategies: (a) meander hatching and (b) spiral hatch-
ing; fractal hatching strategies: (c) fractal meander hatching and (d) fractal spi-
ral hatching. 

In general, it is possible to assign different properties like 
hatching strategies to the white or the black fields of the chess-
board. In this study, meander and spiral strategies were applied 
to black and white fields with dimensions of 0.4 x 0.4 mm². 
Furthermore, different chronical orders of field exposure are 
possible. In Fig. 4, two different exposure sequences are exem-
plarily shown for fractal hatching strategies. The sequence in 
Fig. 4 a) was applied for the following investigations.  

Fig. 4. Exemplary exposure sequences for fractal hatching strategies: (a) line-
by-line and (b) field-by-field exposure sequence. 

3.2. Thermographic experiments 

For the detection of the thermal radiation during processing, 
the recording format was set to 288 to 288 pixels, which repre-
sents an area of around 25 x 25 mm² within the build chamber. 
The data acquisition rate was adjusted to 355 Hz. The emission 
coefficient was adapted to the temperature of the powder bed 
surface, resulting in a value of 0.9 for all experiments. After 
phase transition from powderous solid to molten material, a re-
duction of the emissivity is expected and the measured temper-
atures are lower than the actual temperatures. Within these in-
vestigations, this influence was neglected, as the results can be 
interpreted as parametrically correct because different radiation 
intensities have been detected. All thermographic measure-
ments were repeated three times. The maximum tempera-
ture (Tmax) during exposure of the fill area, the mean tempera-
ture (Tmean) at the end of exposure and the duration of exposure 
texp were evaluated. 

3.3. Part characterization 

As the influence of hatching strategy on the resulting part 
properties has not been object of investigation yet, especially 
basic part characterization was performed. For documentation 

of the monolayer formation, photographs were taken. Scanning 
electron microscopy (CamScan C20) at 20-x magnification was 
executed to investigate the appearing surface phenomena. For 
geometric characterization the multilayer parts’ dimensions 
height, length and width were determined by outside microme-
ter in the center of each particular site. Furthermore, CT meas-
urements (sub µ-CT, Fraunhofer Institut, Germany) were per-
formed to measure the parts’ porosity and to visualize the inte-
rior of the sample. CT allows for the porosity evaluation of 
complexly shaped parts or samples with geometrical or surface 
defects. The viscosity number (VN) was determined by Ub-
belohde viscometer to study the thermal impact of exposure 
strategy on part aging, using concentrated sulphuric acid as sol-
vent. These measurements were repeated three times. 

4. Results and discussion 

4.1. Thermographic results 

IR measurements were performed to study the thermal 
household within the monolayers. In Fig. 5, thermograms of the 
monolayers at half exposure time are depicted and the values 
for Tmean and Tmax are listed in Table 2. For the standard mean-
der strategy, a thermal gradient can be observed perpendicular 
to the direction of the scan vectors, which can be assigned to 
the temporal offset and the cooling of the first scan vectors al-
ready taking place. The temperature at exposure site is affected 
by the laser absorption on the surface of the powder particles, 
the temperature increase induced by previous scan vectors and 
heat conduction into the surrounding powder bed. 

Tmean of the meander hatching strategy is determined to 
207 °C, whereas Tmax is measured to 219 °C at the end of expo-
sure. The spiral hatching strategy leads to a temperature gradi-
ent from part outside to part center. Furthermore, hot spots can 
be detected in the corner points of the spiral, which can be ex-
plained by deceleration and acceleration processes due to the 
direction change of scan vectors. Moreover, the decrease in la-
ser return time leads to higher temperatures with progressing 
exposure time due to extensive overlapping of thermal fields. 
On the one hand, this leads to an elevated Tmean of 209 °C, but 
on the other hand to a significantly higher Tmax of 285 °C in the 
center of the sample. 

Fig. 5. Thermographic mappings of the different hatching strategies: (a) mean-
der hatching and (b) spiral hatching; fractal hatching strategies: (c) fractal me-
ander hatching and (d) fractal spiral hatching. 
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Table 2. Results of the thermographic measurements at the end of exposure. 

Hatching strategy Tmean Tmax texp 

Meander  206.7 ± 1.7 °C 219.6 ± 1.0 °C 1.6 s 

Spiral 209.1 ± 2.5 °C  284.9 ± 2.6 °C 1.6 s 

Fractal meander 216.0 ± 0.9 °C 239.5 ± 3.2 °C 1.9 s 

Fractal spiral 237.0 ± 1.6 °C 271.4 ± 2.9 °C 1.7 s 

 
The thermograms of the fractal strategies can be seen in 

Fig. 5 c) and 5 d). In contrast to the standard exposure strate-
gies, no linear gradient is visible along the sample due to the 
fragmentation of scan vectors, but the influence of the basic 
hatching strategy, meander or spiral, is still visible. In addition 
to that, the shorter scan vectors result in higher Tmean values of 
216 °C and 237 °C and in Tmax of 240 °C and 271 °C for fractal 
meander and fractal spiral hatching strategy, respectively. No-
tably, Tmax of the fractal spiral hatching strategy is lower than 
that of the basic strategy, which can be assigned to a lower im-
pact of overlapping scan vectors and cooling processes occur-
ring during exposure of the small fields. For the shown hatch-
ing strategies, a significantly differing thermal influence during 
exposure of single layers is visible. 

4.2. Part characterization 

Within this section, the influence of thermal fields on the 
resulting part properties will be discussed. Processability of 
monolayers and multilayer parts could be ensured. In Fig. 6, 
photographic images of the fabricated monolayers are shown. 
To a certain extent, the appearance of the monolayers resem-
bles the thermal structures of the thermograms. The most ho-
mogeneous monolayer was prepared by meander hatching, 
whereas an x-shaped structure is visible for spiral hatching. 
This structure is corresponding to the hot spots in the corner of 
the spiral, which is caused by the direction change of scan vec-
tors. In the picture of the sample prepared by the fractal mean-
der hatching, the chessboard structure is clearly visible. Within 
the field of the chessboard, the sample is homogeneously struc-
tured. 

Fig. 6. Photographs of the monolayers fabricated by different hatching strate-
gies: (a) meander hatching and (b) spiral hatching; fractal hatching strategies: 
(c) fractal meander hatching and (d) fractal spiral hatching. 

 

 

Fig. 7. SEM images of the monolayers fabricated by different hatching strate-
gies: (a) meander hatching and (b) spiral hatching; fractal hatching strategies: 
(c) fractal meander hatching and (d) fractal spiral hatching. 

In contrast to that, the fields of the sample prepared by frac-
tal spiral hatching are characterized by small x-shaped textures, 
which can be assigned to the local thermal fields. It could be 
shown, that the morphology of monolayers is corresponding to 
the prevalent thermal fields and therefore is depending on the 
hatching strategy. 

The SEM images of the part surfaces are shown in Fig. 7. In 
Fig. 7 a) the surface resulting from meander hatching strategy 
is depicted and a homogeneous, smooth and slightly porous to-
pology can be observed. The spiral hatching leads to an x-
shaped artefact at the location of direction change of the laser 
beam. At these points, a greater amount of powder is molten 
onto the surface due to locally higher temperatures. For the 
fractal strategies, this observation can be confirmed, as the 
number of particles on the sample surface is significantly 
higher, which can be correlated to the higher thermographically 
determined temperature values. Therefore, a link between 
mean temperature and powder adhesion can be found. In addi-
tion, inconstant layer formation can be seen at the overlapping 
sites of the different exposure areas, which can be correlated to 
locally delayed material shrinkage at comparably high laser re-
turn times. The variation of the contour offset or the overlap 
distance of the chessboard fields could avoid this phenomenon.  

The results of the geometric characterization are summa-
rized in Table 3. Especially the increase in height dimension 
can be correlated to an increasing Tmean as more material is mol-
ten. However, for the geometric differences of cross-sectional 
area, the total temperature level and the temperature difference 
between Tmax and Tmean could be made responsible as it might 
affect the shrinking behavior. CT measurements of the samples 
are depicted in Fig. 8. 

Table 3. Results of the geometric characterization, the porosity and VN.  

Hatching  
strategy 

Height 
in mm 

Cross section 
in mm 

Porosity 
in % 

VN 
in ml/g 

Meander 2.50 ± 0.08 396.5 ± 2.5 4.9 70.3 ± 0.6 

Spiral 2.53 ± 0.09 390.4 ± 5.7 5.2 74.3 ± 1.2 

Fractal 
meander 2.61 ± 0.07 400.7 ± 8.2 4.9 74.0 ± 1.0 

Fractal 
spiral 2.76 ± 0.08 406.0 ± 7.4 3.0 77.7 ± 2.5 
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Fig. 8. CT slice planes of the samples fabricated by different hatching strate-
gies: (a) meander hatching and (b) spiral hatching; fractal hatching strategies:                    
(c) fractal meander hatching and (d) fractal spiral hatching. 

Shrinkage induced geometric deviations in x-y-plane can be 
observed for the samples, whereas in x-z-plane especially for 
the spiral strategies local geometric deviations due to heat ac-
cumulations can be observed. The resulting porosities are rang-
ing between 3.0 % and 5.2 %, with the lowest porosity for the 
sample with the highest Tmean. For the other samples, compara-
ble porosity values can be observed. Besides geometric charac-
terization, the results for the measurement of the viscosity num-
ber can be found in Table 3. It can be seen, that compared to 
the VN value of the powder mixture, the VN is increasing for 
all of the samples. In addition to that, spiral hatching strategies 
result in higher VN values, and especially comparing standard 
to fractal hatching strategies, the latter result in higher values, 
respectively. An increase of the VN value can be an indicator 
for post condensational aging of PA12, which is dependent on 
a temperature-time relation. However, for an assessment of the 
change of the molecular weight distribution, gas chromatog-
raphy measurements should be performed [20].  

5. Conclusion and outlook 

Within these investigations, processability of different 
hatching strategies, originating from LBM, could be proven. 
These hatching strategies greatly determine the prevalent tem-
perature fields of the monolayers and the resulting part proper-
ties. Furthermore, different topological structures are originat-
ing from different hatching strategies and their temperature 
fields, respectively. This could either be used for surface struc-
turing, locally graded part properties or be avoided by varying 
the overlap distance between the fields of the fractal strategies. 
Especially for extensive cross sections and for avoiding ther-
mal overlapping, fractal hatching strategies can be expedient, 
whereas for small cross sections, they are not applicable. How-
ever, in contrast to LBM, no mayor impact of the hatching strat-
egy on the morphologic structure within the sample is visible, 
indicating a limited transferability of the LBM findings to LS 
of polymers due to different material and process characteris-
tics.  

Prospectively, optimization of processing parameters and 
the assessment of mechanical properties depending on the ap-
plied hatching strategies will be performed. Furthermore, the 
combination of different hatching strategies and the develop-
ment of new strategies for layer dependent and geometric opti-
mization will be in the focus of the authors future work, in order 
to drive LS towards a geometry invariant technology. 
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Table 2. Results of the thermographic measurements at the end of exposure. 

Hatching strategy Tmean Tmax texp 

Meander  206.7 ± 1.7 °C 219.6 ± 1.0 °C 1.6 s 

Spiral 209.1 ± 2.5 °C  284.9 ± 2.6 °C 1.6 s 

Fractal meander 216.0 ± 0.9 °C 239.5 ± 3.2 °C 1.9 s 

Fractal spiral 237.0 ± 1.6 °C 271.4 ± 2.9 °C 1.7 s 

 
The thermograms of the fractal strategies can be seen in 

Fig. 5 c) and 5 d). In contrast to the standard exposure strate-
gies, no linear gradient is visible along the sample due to the 
fragmentation of scan vectors, but the influence of the basic 
hatching strategy, meander or spiral, is still visible. In addition 
to that, the shorter scan vectors result in higher Tmean values of 
216 °C and 237 °C and in Tmax of 240 °C and 271 °C for fractal 
meander and fractal spiral hatching strategy, respectively. No-
tably, Tmax of the fractal spiral hatching strategy is lower than 
that of the basic strategy, which can be assigned to a lower im-
pact of overlapping scan vectors and cooling processes occur-
ring during exposure of the small fields. For the shown hatch-
ing strategies, a significantly differing thermal influence during 
exposure of single layers is visible. 

4.2. Part characterization 

Within this section, the influence of thermal fields on the 
resulting part properties will be discussed. Processability of 
monolayers and multilayer parts could be ensured. In Fig. 6, 
photographic images of the fabricated monolayers are shown. 
To a certain extent, the appearance of the monolayers resem-
bles the thermal structures of the thermograms. The most ho-
mogeneous monolayer was prepared by meander hatching, 
whereas an x-shaped structure is visible for spiral hatching. 
This structure is corresponding to the hot spots in the corner of 
the spiral, which is caused by the direction change of scan vec-
tors. In the picture of the sample prepared by the fractal mean-
der hatching, the chessboard structure is clearly visible. Within 
the field of the chessboard, the sample is homogeneously struc-
tured. 

Fig. 6. Photographs of the monolayers fabricated by different hatching strate-
gies: (a) meander hatching and (b) spiral hatching; fractal hatching strategies: 
(c) fractal meander hatching and (d) fractal spiral hatching. 

 

 

Fig. 7. SEM images of the monolayers fabricated by different hatching strate-
gies: (a) meander hatching and (b) spiral hatching; fractal hatching strategies: 
(c) fractal meander hatching and (d) fractal spiral hatching. 

In contrast to that, the fields of the sample prepared by frac-
tal spiral hatching are characterized by small x-shaped textures, 
which can be assigned to the local thermal fields. It could be 
shown, that the morphology of monolayers is corresponding to 
the prevalent thermal fields and therefore is depending on the 
hatching strategy. 

The SEM images of the part surfaces are shown in Fig. 7. In 
Fig. 7 a) the surface resulting from meander hatching strategy 
is depicted and a homogeneous, smooth and slightly porous to-
pology can be observed. The spiral hatching leads to an x-
shaped artefact at the location of direction change of the laser 
beam. At these points, a greater amount of powder is molten 
onto the surface due to locally higher temperatures. For the 
fractal strategies, this observation can be confirmed, as the 
number of particles on the sample surface is significantly 
higher, which can be correlated to the higher thermographically 
determined temperature values. Therefore, a link between 
mean temperature and powder adhesion can be found. In addi-
tion, inconstant layer formation can be seen at the overlapping 
sites of the different exposure areas, which can be correlated to 
locally delayed material shrinkage at comparably high laser re-
turn times. The variation of the contour offset or the overlap 
distance of the chessboard fields could avoid this phenomenon.  

The results of the geometric characterization are summa-
rized in Table 3. Especially the increase in height dimension 
can be correlated to an increasing Tmean as more material is mol-
ten. However, for the geometric differences of cross-sectional 
area, the total temperature level and the temperature difference 
between Tmax and Tmean could be made responsible as it might 
affect the shrinking behavior. CT measurements of the samples 
are depicted in Fig. 8. 

Table 3. Results of the geometric characterization, the porosity and VN.  

Hatching  
strategy 

Height 
in mm 

Cross section 
in mm 

Porosity 
in % 

VN 
in ml/g 

Meander 2.50 ± 0.08 396.5 ± 2.5 4.9 70.3 ± 0.6 

Spiral 2.53 ± 0.09 390.4 ± 5.7 5.2 74.3 ± 1.2 

Fractal 
meander 2.61 ± 0.07 400.7 ± 8.2 4.9 74.0 ± 1.0 

Fractal 
spiral 2.76 ± 0.08 406.0 ± 7.4 3.0 77.7 ± 2.5 
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Fig. 8. CT slice planes of the samples fabricated by different hatching strate-
gies: (a) meander hatching and (b) spiral hatching; fractal hatching strategies:                    
(c) fractal meander hatching and (d) fractal spiral hatching. 

Shrinkage induced geometric deviations in x-y-plane can be 
observed for the samples, whereas in x-z-plane especially for 
the spiral strategies local geometric deviations due to heat ac-
cumulations can be observed. The resulting porosities are rang-
ing between 3.0 % and 5.2 %, with the lowest porosity for the 
sample with the highest Tmean. For the other samples, compara-
ble porosity values can be observed. Besides geometric charac-
terization, the results for the measurement of the viscosity num-
ber can be found in Table 3. It can be seen, that compared to 
the VN value of the powder mixture, the VN is increasing for 
all of the samples. In addition to that, spiral hatching strategies 
result in higher VN values, and especially comparing standard 
to fractal hatching strategies, the latter result in higher values, 
respectively. An increase of the VN value can be an indicator 
for post condensational aging of PA12, which is dependent on 
a temperature-time relation. However, for an assessment of the 
change of the molecular weight distribution, gas chromatog-
raphy measurements should be performed [20].  

5. Conclusion and outlook 

Within these investigations, processability of different 
hatching strategies, originating from LBM, could be proven. 
These hatching strategies greatly determine the prevalent tem-
perature fields of the monolayers and the resulting part proper-
ties. Furthermore, different topological structures are originat-
ing from different hatching strategies and their temperature 
fields, respectively. This could either be used for surface struc-
turing, locally graded part properties or be avoided by varying 
the overlap distance between the fields of the fractal strategies. 
Especially for extensive cross sections and for avoiding ther-
mal overlapping, fractal hatching strategies can be expedient, 
whereas for small cross sections, they are not applicable. How-
ever, in contrast to LBM, no mayor impact of the hatching strat-
egy on the morphologic structure within the sample is visible, 
indicating a limited transferability of the LBM findings to LS 
of polymers due to different material and process characteris-
tics.  

Prospectively, optimization of processing parameters and 
the assessment of mechanical properties depending on the ap-
plied hatching strategies will be performed. Furthermore, the 
combination of different hatching strategies and the develop-
ment of new strategies for layer dependent and geometric opti-
mization will be in the focus of the authors future work, in order 
to drive LS towards a geometry invariant technology. 

Acknowledgements 

Funded by the Deutsche Forschungsgemeinschaft (DFG, 
German Research Foundation)-Project-ID 61375930- SFB 814 
„Additive Manufacturing“ TP B03.  

References 

[1] Rietzel D, Drexler M, Kühnlein F, Drummer D. Influence of temperature 
fields on the processing of polymer powders by means of laser and mask 
sintering technology. Proceedings of the Solid Freeform Fabrication 
Symposium 2011;252-62. 

[2] Josupeit S. On the influence of thermal histories within part cakes on the 
polymer laser sintering process, Dissertation, Forschungsberichte des 
Direct Manufacturing Research Centers, ISBN: 978-3-8440-6720-0, 2019. 

[3] Drummer D, Greiner S, Zhao M, Wudy K. A novel approach for under-
standing laser sintering of polymers, Additive Manufacturing 
2019;27:379-88. 

[4] Wegner A. Theorie über die Fortführung von Aufschmelzvorgängen als 
Grundvoraussetzung für eine robuste Prozessführung beim Laser-Sintern 
von Thermoplasten, Dissertation, Universität Duisburg-Essen, 2015. 

[5]  Greiner S, Wudy K, Wörz A, Drummer D. Thermographic investigation of 
laser-induced temperature fields in selective laser beam melting of 
polymers. Optics & Laser Technology 2019;109:569-76. 

[6] Wegner A, Witt G. Understanding the decisive thermal processes in laser 
sintering of polyamide 12. AIP Conference Proceedings. 
2015;1664:160004. 

[7] Walker Wroe W, Gladstone J, Phillips T, Fish S, Beaman J, McElroy A. In-
situ thermal image correlation with mechanical properties of nylon-12 in 
SLS, Rapid Prototyping Journal 2016;22:5:832-846: 

[8] Wörz A, Drummer D. Understanding hatch-dependent part properties in 
SLS. Proceedings of the 29th Annual International Solid Freeform 
Fabrication Symposium 2018:1561-69. 

[9] Caulfield B, McHugh PE, Lohfeld S. Dependence of mechanical properties 
of polyamide components on build parameters in the SLS process. J Mater 
Process Technol 2007;182:477–88. 

[10] Pilipovic A, Brajlih T, Drstvenšek I. Influence of processing parameters 
on tensile properties of SLS polymer product, Polymers 2018; 10(11):1208. 

[11] Jain PK, Pandey PM, Rao PVM. Effect of delay time on part strength in 
selective laser sintering, Int J Adv Manuf Technol 2009;43:117-26. 

[12] Jhabvala J, Boillat E, Antignac T, Glardon R. Study and simulation of 
different scanning strategies in SLM, Innovative Developments in Design 
and Manufacturing, 2009. 

[13] Yanjin L, Wu S, Gan Y, Huang T. Study on the microstructure, mechanical 
property and residual stress of SLM Inconel-718 alloy manufactured by 
differing island scanning strategy, Optics & Laser Technology 
2015;75:197-206.  

[14] Carter NC, Martin C, Withers PJ, Attallah MM. The influence of the laser 
scan strategy on grain structure and cracking behaviour in SLM powder-
bed fabricated nickel superalloy, Journal of Alloys and Compounds 
2014:615:228-47. 

[15] Catchpole-Smith S, Aboulkhair N, Parry L, Tuck C, Ashcroft I A, Clare 
A. Fractal scan strategies for selective laser melting of ‘unweldable’nickel 
superalloys, Additive Manufacturing 2017;15:113-22. 

 [16] Yang J, Bin H, Zhang X, Liu Z. Fractal scanning path generation and 
control system for selective laser sintering (SLS), International Journal of 
Machine Tools & Manufacture 2003;43:293-300. 
  

x

y

x

z

10 mm 10 mm

10 mm 10 mm

a) b)

c) d)

x

y

x

z



94 Sandra Greiner  et al. / Procedia CIRP 94 (2020) 89–94
6 Author name / Procedia CIRP 00 (2020) 000–000 

[17] König-Urban K, Uhlmann E. Additive Fertigung von Nickelbasis-
Superlegierungen mittels Laserstrahlschmelzen am Beispiel von Diam-
alloy 4004NS, Dissertation, Berichte aus dem Produktionstechnischen 
Zentrum Berlin, ISBN 978-3-8396-0978-1, 2016.  

[18] Wudy K. Alterungsverhalten von Polyamid 12 beim selektiven Laser-
sintern. Dissertation, Friedrich-Alexander Universität Erlangen-Nürnberg; 
ISBN: 978-3-931864-72-9, 2017. 

[19] Muniz PR, Cani SPN, Magalhães R da S. Influence of field of view of 
thermal imagers and angle of view on temperature measurements by 
infrared thermovision, IEEE Sensors Journal 2014;14:3:729-733. 

 [20] Wudy K, Drummer D. Aging effects of polyamide 12 in selective laser 
sintering: Molecular weight distribution and thermal properties. Additive 
Manufacturing 2019;25:1-9. 

 

 



ScienceDirect

Available online at www.sciencedirect.comAvailable online at www.sciencedirect.com

ScienceDirect
Procedia CIRP 00 (2017) 000–000

  www.elsevier.com/locate/procedia 

2212-8271 © 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 

28th CIRP Design Conference, May 2018, Nantes, France

A new methodology to analyze the functional and physical architecture of 
existing products for an assembly oriented product family identification 

Paul Stief *, Jean-Yves Dantan, Alain Etienne, Ali Siadat 
École Nationale Supérieure d’Arts et Métiers, Arts et Métiers ParisTech, LCFC EA 4495, 4 Rue Augustin Fresnel, Metz 57078, France 

* Corresponding author. Tel.: +33 3 87 37 54 30; E-mail address: paul.stief@ensam.eu

Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

In this contribution, some aspects of the development of powder bed fusion (PBF) feedstock powders via the solution-dissolution process, also 
known as precipitation, are exemplary addressed based on the authors’ own work. The development is based on the selection of an appropriate 
polymer-solvent system, followed by the investigation of the cloud point diagram. After identification of a polymer-solvent system for 
precipitation, process-product relations, i.e. the influence of stirring, concentration and thermal regime on particle size distribution and shape, 
can be assessed. Via thorough product characterization concerning, amongst others, flowability and thermal properties, not only applicable PBF 
process parameters, but also necessary in-situ additive-enhancement with thermal stabilizers or post-processing with flow aids can be derived. 
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1. Introduction

Additive manufacturing via powder bed fusion (PBF) of
polymers yields parts of high mechanical strength, while 
offering large freedom of design. In PBF, the powder feedstock 
is spread as a homogeneous layer onto a building platform. 
Then, the contours of the part cross-section to be built are 
selectively fused by a CO2 laser. Finally, the platform is 
lowered and the process is repeated. The process is run at 
elevated temperature (c.f. building chamber temperature), 
which typically lies between the onset of melting and the onset 
of crystallization, i.e. the so-called process window [1]. 
However, the powder feedstock applicable in PBF needs to be 
tailor-made for the application. The polymers need to exhibit a 
narrow particle size distribution, high flowability 
(spreadability), suitable rheological properties, high 
crystallinity for good detail precision (c.f. sharp solid melt 
transition), moderate isothermal crystallization kinetics at the 
building chamber temperature to prevent curling, a sufficiently 

wide enough process window and PBF relevant optical 
properties (c.f. laser absorption), to only name a few [2,3]. Due 
to these rigid and demanding requirements, the choice of 
commercially available PBF feedstock materials is still limited. 
The market was and is dominated [4] by polyamide 12 (PA12) 
and its additive-enhanced variants, which are manufactured via 
the precipitation process in ethanol [5]. Other processes 
yielding PBF feedstocks include cryo-milling [6], co-extrusion 
[7], (thermal) rounding [8] and melt-based processes like 
emulsification [9] or fiber decomposition [10]. While there are 
other materials available, e.g. polypropylene, thermoplastic 
urethanes or other polyamides, they often appear less optimized 
for PBF as the PA12 material [1,2]. This can lead to diminished 
processability, resulting in build-jobs with low reproducibility 
and deviating part properties and tolerances, rendering such 
feedstock materials problematic for industrial applications 
[1,2,4]. Therefore, there is still a need for research on PBF 
feedstock materials and on processes to obtain them. For this 
purpose, we focused on the precipitation process, which is well-
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1. Introduction

Additive manufacturing via powder bed fusion (PBF) of
polymers yields parts of high mechanical strength, while 
offering large freedom of design. In PBF, the powder feedstock 
is spread as a homogeneous layer onto a building platform. 
Then, the contours of the part cross-section to be built are 
selectively fused by a CO2 laser. Finally, the platform is 
lowered and the process is repeated. The process is run at 
elevated temperature (c.f. building chamber temperature), 
which typically lies between the onset of melting and the onset 
of crystallization, i.e. the so-called process window [1]. 
However, the powder feedstock applicable in PBF needs to be 
tailor-made for the application. The polymers need to exhibit a 
narrow particle size distribution, high flowability 
(spreadability), suitable rheological properties, high 
crystallinity for good detail precision (c.f. sharp solid melt 
transition), moderate isothermal crystallization kinetics at the 
building chamber temperature to prevent curling, a sufficiently 

wide enough process window and PBF relevant optical 
properties (c.f. laser absorption), to only name a few [2,3]. Due 
to these rigid and demanding requirements, the choice of 
commercially available PBF feedstock materials is still limited. 
The market was and is dominated [4] by polyamide 12 (PA12) 
and its additive-enhanced variants, which are manufactured via 
the precipitation process in ethanol [5]. Other processes 
yielding PBF feedstocks include cryo-milling [6], co-extrusion 
[7], (thermal) rounding [8] and melt-based processes like 
emulsification [9] or fiber decomposition [10]. While there are 
other materials available, e.g. polypropylene, thermoplastic 
urethanes or other polyamides, they often appear less optimized 
for PBF as the PA12 material [1,2]. This can lead to diminished 
processability, resulting in build-jobs with low reproducibility 
and deviating part properties and tolerances, rendering such 
feedstock materials problematic for industrial applications 
[1,2,4]. Therefore, there is still a need for research on PBF 
feedstock materials and on processes to obtain them. For this 
purpose, we focused on the precipitation process, which is well-
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known for PA12, with the aim to make it applicable to other 
thermoplastics. Interestingly, reports in the open literature on 
the application of liquid-liquid phase separation and 
precipitation for production of polymer PBF feedstock powders 
are scarce and virtually limited to the work of the authors and 
some other groups [1,10–17]. Though, in an academic 
environment, contrary to large chemical corporations, the full 
development control starting from petro or renewable raw feed 
material, over the polymerization, additive-enhancement and 
post-processing is lacking, there are still many insights able to 
be gained. In the following, we want to showcase important 
aspects of the PBF feedstock development, based on our own 
results. Starting from the selection of an appropriate polymer-
solvent system, followed by the investigation of the cloud point 
diagram, the process-product dependencies, i.e. the influence of 
stirring, concentration and thermal regime on particle size 
distribution (PSD) and shape can be investigated. PBF process 
parameters, but also the possible need for in-situ additive-
enhancement with e.g. thermal stabilizers or post-processing 
with flow aids can be derived, based on thorough powder 
characterization. 

2. Identification of Polymer-Solvent Systems

First, a polymer, or to be more precise, a plastic has to be
selected for PBF feedstock manufacturing. While, as outlined 
above, the formulation of a tailor-made PBF-grade plastic is 
most probably not an option, some reports suggest, that 
injection molding grade plastics are a good enough choice for 
the feed material [13,18]. The precipitation or solution-
dissolution process requires so called ‘moderate’ solvents, 
which only act as solvents for the appropriate polymer at 
elevated temperatures. Upon cooling, the moderate solvent 
does not act as a solvent anymore. Fundamental to the process 
is the exploitation of a miscibility gap in the system [19]. After 
the polymer is fully dissolved, the system is cooled down and 
reaches the miscibility gap characterized by a binodal and a 
spinodal [20]. For the PBF feedstock production, especially the 
metastable area enclosed by the binodal and the spinodal is 
important, as, after a temperature-dependent induction time, 
liquid-liquid phase separation (LLPS) and subsequent 
nucleation and growth set in [21]. Small, polymer-rich droplets 
are forming and grow. The droplets are furthermore affected by 
coalescence, Ostwald ripening and, via stirring, shear-induced 
droplet breakup or collision [13]. Consequently, polymer 
solidification or crystallization begins in the polymer-rich 
droplets and micro particles are precipitated. In order to 
identify suitable moderate solvents, solubility parameters, 
especially Hansen solubility parameters [22] have proven to be 
useful as a criterion for the pre-selection of solvents prior to a 
screening study. The Hansen parameters give information on 
the interaction of the polymer with the solvent with respect to 
dispersion forces (c.f. dispersive Hansen parameter, δd), polar 
interactions (δp) and hydrogen bond interactions (δh). Based on 
these single contributions, the total Hansen parameter δt can be 
calculated and the difference in total Hansen parameter Δδt 
between the polymer and the respective solvent can be 
assessed. Based on this assessment, a threshold value for Δδt

can be assigned, where polymer-solvent pairings outside this 

threshold are ruled out. While e.g. a threshold of Δδt ≤ 
2.5 MPa1/2 proved viable for poly(L-lactide) (PLLA) [23], the 
PA12-ethanol system exhibits a Δδt of 4.3 MPa1/2. Furthermore, 
solvents known to act as a good solvent, i.e. dissolving the 
polymer at room temperature, should be ruled out. 
Additionally, the solvent hazardousness, cost, recyclability and 
vapor pressure should be considered. Since in the precipitation 
process, the particles need to be dried, higher volatility of the 
solvent renders the drying process more efficient. Considering 
these aspects, ethanol is a superb solvent for PA12, as, except 
for its high flammability, it is non-toxic, cheap, evaporates 
easily and can be re-used after purification via rectification. 
Each of the pre-selected potential solvents is then tested in a 
screening study, e.g. in autoclaves [23], and assessed according 
to whether particles are obtained. As an example, a TEAS plot 
of a screening study for polyvinylidene difluoride (PVDF), 
adapted from [17], with successful and non-successful solvents 
is displayed in Figure 1. Each solvent and PVDF are depicted 
in the ternary TEAS plot based on their Hansen parameters 
according to Eq. 1. 

𝑓𝑓𝑓𝑓(𝛿𝛿𝛿𝛿𝑥𝑥𝑥𝑥) = 100 ∗ 𝛿𝛿𝛿𝛿𝑥𝑥𝑥𝑥
�𝛿𝛿𝛿𝛿𝑑𝑑𝑑𝑑+𝛿𝛿𝛿𝛿𝑝𝑝𝑝𝑝+𝛿𝛿𝛿𝛿ℎ�

    (1)

Fig. 1. TEAS plot for the screening study of moderate solvents yielding 
PVDF particles in the precipitation process; adapted from [17]. PVDF (blue 

symbol) particles could be successfully obtained from the solvents with black 
symbols, while the solvents with red symbols did not yield appropriate 

particles. Complete overview of displayed solvents is listed in [17]. 

This solubility parameter approach has been successfully 
reported for the manufacture of particles comprising 
polypropylene (PP) [11], polyethylene terephthalate (PET) 
[16], polybutylene terephthalate (PBT) [16], PLLA [23], 
polycarbonate (PC) [14], polyoxymethylene (POM) [12] and 
will most probably also work for other polymers, e.g. 
polyetherimide (PEI) and many more. 

3. Cloud Point Diagram

Once a suitable solvent is identified, knowledge on the
temperature of dissolution and the cloud point, i.e. the 
temperature where LLPS sets in, depending on the system 
composition is needed, in order to transfer the process to a 
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reactor or autoclave system. The knowledge on the system 
behavior is important to derive suitable process temperature 
profiles and process control. While of course, also the full 
exploration of the phase diagram, which deviates strongly from 
the ideal binary phase diagram due to the heterogeneity in 
molecular weight of technical polymers, for a polymer-solvent 
system is possible (c.f. polystyrene / cyclohexane [20]), it is 
very tedious and cumbersome. Depending on the boiling point 
of the solvent, cloud points can be easily determined in open 
systems, e.g. in a beaker [23] or it might be necessary to 
investigate them in a pressure resistant optical cell as 
demonstrated for the PA11-ethanol system [13]. As an 
example, in Fig. 2, the cloud points and the approximate 
dissolution temperatures are given for PBT (Ultradur B4520, 
BASF) in propylene carbonate, γ-butyrolactone and 
cyclopentanone. 

Fig. 2. Cloud points and approximate dissolution temperatures in dependence 
of PBT concentration in propylene carbonate, γ-butyrolactone and 

cyclopentanone. Dissolution temperatures indicate full dissolution of PBT 
feed granules. Also displayed are the δt values of the components. 

It can be clearly observed, that dissolution temperatures and 
cloud points are a function of the respective solvent, i.e. these 
characteristic temperatures are directly linked to the 
compatibility of the polymer-solvent system as expressed by 
Δδt. Higher compatibility results in lower temperatures of 
dissolution and, subsequently, lower cloud-points, which is 
well reflected for PBT in cyclopentanone, γ-butyrolactone and 
propylene carbonate with Δδt of 0.3 MPa1/2, 3.2 MPa1/2 and 4.8 
MPa1/2. Another point, which should be considered as well, is 
the effect of the precipitation process on the molecular weight 
distribution (MWD). The solvent itself, potential 
contaminations and water, in combination with the minimum 
dissolution temperature predefined by the solvent, could 
contribute towards polymer chain degradation. For the systems 
depicted in Fig. 2 with the highest and lowest compatibility, a 
MWD degradation, assessed via gel permeation 
chromatography, from 43.39 kDa for the PBT feed material to 
41.23 kDa and 17.99 kDa could be determined for PBT 
particles precipitated from cyclopentanone and propylene 
carbonate, respectively [16]. Therefore, cyclopentanone 
appears as a very favourable solvent for PBT PBF feedstock 
production, as it requires low dissolution temperatures, is non-
toxic, shows no significant chain degradation, is obtainable in 

large quantities and can be easily evaporated during particle 
drying. 

The cloud-point measurements are typically performed with 
continuous cooling after dissolution of the polymer. Therefore, 
the observed cloud points are close to the spinodal, i.e. the 
lower boundary of the metastable area. However, when the 
precipitation process is scaled up to several cubic meters of 
reactor volume, continuous cooling seems impractical. In this 
case, after dissolution of the polymer, it might be more 
reasonable to approach a certain temperature in the metastable 
area, or even two, where one acts as nucleating step [24]. There, 
LLPS sets in after a temperature dependent induction time, 
which is shorter for temperatures closer to the spinodal and 
longer for temperatures closer to the binodal. Above the 
binodal, no LLPS takes place. Knowledge of the induction 
times yields time-efficient process operation and can be 
obtained by isothermal cloud point experiments. In Fig. 3 (a), 
the cloud point diagram of a PA11-ethanol system, including 
isothermal cloud points and an estimate of the binodal is 
depicted. In Fig. 3(b) the obtained induction times are plotted 
and interpolated according to [21] for different PA11 
concentrations. Via this plot, induction times for different 
concentrations at different temperatures in the metastable area 
can be approximated. 

Fig. 3. (a) Cloud point diagram of a PA11-ethanol system, depicting cloud 
points obtained from continuous cooling, isothermal cloud points, an estimate 
of the binodal, where after waiting for 200 min no turbidity, i.e. cloud point, 

could be observed and, the dissolution temperature. (b) Plot of the determined 
induction times from the isothermal cloud point measurements. 

4. Process-Product dependencies 

Based on the cloud point diagram, the process can now be 
transferred to an autoclave or reactor system. Important process 
parameters governing the particle properties, c.f. PSD, shape, 
porosity etc., are stirring, temperature profile and initial 
polymer concentration. While many implications of the process 
parameters on the LLPS process, the formed droplets and 
subsequently the obtained particles, are discussed in detail in 
[13] and references therein, in this contribution we want to 
focus on the stirring conditions and give an example for a PBT-
cyclopentanone system. The stirring conditions strongly affect 
the obtained PSD, as intense stirring leads to smaller particles. 
In Fig. 4, the PSDs of PBT particles precipitated from 
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known for PA12, with the aim to make it applicable to other 
thermoplastics. Interestingly, reports in the open literature on 
the application of liquid-liquid phase separation and 
precipitation for production of polymer PBF feedstock powders 
are scarce and virtually limited to the work of the authors and 
some other groups [1,10–17]. Though, in an academic 
environment, contrary to large chemical corporations, the full 
development control starting from petro or renewable raw feed 
material, over the polymerization, additive-enhancement and 
post-processing is lacking, there are still many insights able to 
be gained. In the following, we want to showcase important 
aspects of the PBF feedstock development, based on our own 
results. Starting from the selection of an appropriate polymer-
solvent system, followed by the investigation of the cloud point 
diagram, the process-product dependencies, i.e. the influence of 
stirring, concentration and thermal regime on particle size 
distribution (PSD) and shape can be investigated. PBF process 
parameters, but also the possible need for in-situ additive-
enhancement with e.g. thermal stabilizers or post-processing 
with flow aids can be derived, based on thorough powder 
characterization. 

2. Identification of Polymer-Solvent Systems

First, a polymer, or to be more precise, a plastic has to be
selected for PBF feedstock manufacturing. While, as outlined 
above, the formulation of a tailor-made PBF-grade plastic is 
most probably not an option, some reports suggest, that 
injection molding grade plastics are a good enough choice for 
the feed material [13,18]. The precipitation or solution-
dissolution process requires so called ‘moderate’ solvents, 
which only act as solvents for the appropriate polymer at 
elevated temperatures. Upon cooling, the moderate solvent 
does not act as a solvent anymore. Fundamental to the process 
is the exploitation of a miscibility gap in the system [19]. After 
the polymer is fully dissolved, the system is cooled down and 
reaches the miscibility gap characterized by a binodal and a 
spinodal [20]. For the PBF feedstock production, especially the 
metastable area enclosed by the binodal and the spinodal is 
important, as, after a temperature-dependent induction time, 
liquid-liquid phase separation (LLPS) and subsequent 
nucleation and growth set in [21]. Small, polymer-rich droplets 
are forming and grow. The droplets are furthermore affected by 
coalescence, Ostwald ripening and, via stirring, shear-induced 
droplet breakup or collision [13]. Consequently, polymer 
solidification or crystallization begins in the polymer-rich 
droplets and micro particles are precipitated. In order to 
identify suitable moderate solvents, solubility parameters, 
especially Hansen solubility parameters [22] have proven to be 
useful as a criterion for the pre-selection of solvents prior to a 
screening study. The Hansen parameters give information on 
the interaction of the polymer with the solvent with respect to 
dispersion forces (c.f. dispersive Hansen parameter, δd), polar 
interactions (δp) and hydrogen bond interactions (δh). Based on 
these single contributions, the total Hansen parameter δt can be 
calculated and the difference in total Hansen parameter Δδt 
between the polymer and the respective solvent can be 
assessed. Based on this assessment, a threshold value for Δδt

can be assigned, where polymer-solvent pairings outside this 

threshold are ruled out. While e.g. a threshold of Δδt ≤ 
2.5 MPa1/2 proved viable for poly(L-lactide) (PLLA) [23], the 
PA12-ethanol system exhibits a Δδt of 4.3 MPa1/2. Furthermore, 
solvents known to act as a good solvent, i.e. dissolving the 
polymer at room temperature, should be ruled out. 
Additionally, the solvent hazardousness, cost, recyclability and 
vapor pressure should be considered. Since in the precipitation 
process, the particles need to be dried, higher volatility of the 
solvent renders the drying process more efficient. Considering 
these aspects, ethanol is a superb solvent for PA12, as, except 
for its high flammability, it is non-toxic, cheap, evaporates 
easily and can be re-used after purification via rectification. 
Each of the pre-selected potential solvents is then tested in a 
screening study, e.g. in autoclaves [23], and assessed according 
to whether particles are obtained. As an example, a TEAS plot 
of a screening study for polyvinylidene difluoride (PVDF), 
adapted from [17], with successful and non-successful solvents 
is displayed in Figure 1. Each solvent and PVDF are depicted 
in the ternary TEAS plot based on their Hansen parameters 
according to Eq. 1. 

𝑓𝑓𝑓𝑓(𝛿𝛿𝛿𝛿𝑥𝑥𝑥𝑥) = 100 ∗ 𝛿𝛿𝛿𝛿𝑥𝑥𝑥𝑥
�𝛿𝛿𝛿𝛿𝑑𝑑𝑑𝑑+𝛿𝛿𝛿𝛿𝑝𝑝𝑝𝑝+𝛿𝛿𝛿𝛿ℎ�

    (1)

Fig. 1. TEAS plot for the screening study of moderate solvents yielding 
PVDF particles in the precipitation process; adapted from [17]. PVDF (blue 

symbol) particles could be successfully obtained from the solvents with black 
symbols, while the solvents with red symbols did not yield appropriate 

particles. Complete overview of displayed solvents is listed in [17]. 

This solubility parameter approach has been successfully 
reported for the manufacture of particles comprising 
polypropylene (PP) [11], polyethylene terephthalate (PET) 
[16], polybutylene terephthalate (PBT) [16], PLLA [23], 
polycarbonate (PC) [14], polyoxymethylene (POM) [12] and 
will most probably also work for other polymers, e.g. 
polyetherimide (PEI) and many more. 

3. Cloud Point Diagram

Once a suitable solvent is identified, knowledge on the
temperature of dissolution and the cloud point, i.e. the 
temperature where LLPS sets in, depending on the system 
composition is needed, in order to transfer the process to a 
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reactor or autoclave system. The knowledge on the system 
behavior is important to derive suitable process temperature 
profiles and process control. While of course, also the full 
exploration of the phase diagram, which deviates strongly from 
the ideal binary phase diagram due to the heterogeneity in 
molecular weight of technical polymers, for a polymer-solvent 
system is possible (c.f. polystyrene / cyclohexane [20]), it is 
very tedious and cumbersome. Depending on the boiling point 
of the solvent, cloud points can be easily determined in open 
systems, e.g. in a beaker [23] or it might be necessary to 
investigate them in a pressure resistant optical cell as 
demonstrated for the PA11-ethanol system [13]. As an 
example, in Fig. 2, the cloud points and the approximate 
dissolution temperatures are given for PBT (Ultradur B4520, 
BASF) in propylene carbonate, γ-butyrolactone and 
cyclopentanone. 

Fig. 2. Cloud points and approximate dissolution temperatures in dependence 
of PBT concentration in propylene carbonate, γ-butyrolactone and 

cyclopentanone. Dissolution temperatures indicate full dissolution of PBT 
feed granules. Also displayed are the δt values of the components. 

It can be clearly observed, that dissolution temperatures and 
cloud points are a function of the respective solvent, i.e. these 
characteristic temperatures are directly linked to the 
compatibility of the polymer-solvent system as expressed by 
Δδt. Higher compatibility results in lower temperatures of 
dissolution and, subsequently, lower cloud-points, which is 
well reflected for PBT in cyclopentanone, γ-butyrolactone and 
propylene carbonate with Δδt of 0.3 MPa1/2, 3.2 MPa1/2 and 4.8 
MPa1/2. Another point, which should be considered as well, is 
the effect of the precipitation process on the molecular weight 
distribution (MWD). The solvent itself, potential 
contaminations and water, in combination with the minimum 
dissolution temperature predefined by the solvent, could 
contribute towards polymer chain degradation. For the systems 
depicted in Fig. 2 with the highest and lowest compatibility, a 
MWD degradation, assessed via gel permeation 
chromatography, from 43.39 kDa for the PBT feed material to 
41.23 kDa and 17.99 kDa could be determined for PBT 
particles precipitated from cyclopentanone and propylene 
carbonate, respectively [16]. Therefore, cyclopentanone 
appears as a very favourable solvent for PBT PBF feedstock 
production, as it requires low dissolution temperatures, is non-
toxic, shows no significant chain degradation, is obtainable in 

large quantities and can be easily evaporated during particle 
drying. 

The cloud-point measurements are typically performed with 
continuous cooling after dissolution of the polymer. Therefore, 
the observed cloud points are close to the spinodal, i.e. the 
lower boundary of the metastable area. However, when the 
precipitation process is scaled up to several cubic meters of 
reactor volume, continuous cooling seems impractical. In this 
case, after dissolution of the polymer, it might be more 
reasonable to approach a certain temperature in the metastable 
area, or even two, where one acts as nucleating step [24]. There, 
LLPS sets in after a temperature dependent induction time, 
which is shorter for temperatures closer to the spinodal and 
longer for temperatures closer to the binodal. Above the 
binodal, no LLPS takes place. Knowledge of the induction 
times yields time-efficient process operation and can be 
obtained by isothermal cloud point experiments. In Fig. 3 (a), 
the cloud point diagram of a PA11-ethanol system, including 
isothermal cloud points and an estimate of the binodal is 
depicted. In Fig. 3(b) the obtained induction times are plotted 
and interpolated according to [21] for different PA11 
concentrations. Via this plot, induction times for different 
concentrations at different temperatures in the metastable area 
can be approximated. 

Fig. 3. (a) Cloud point diagram of a PA11-ethanol system, depicting cloud 
points obtained from continuous cooling, isothermal cloud points, an estimate 
of the binodal, where after waiting for 200 min no turbidity, i.e. cloud point, 

could be observed and, the dissolution temperature. (b) Plot of the determined 
induction times from the isothermal cloud point measurements. 

4. Process-Product dependencies 

Based on the cloud point diagram, the process can now be 
transferred to an autoclave or reactor system. Important process 
parameters governing the particle properties, c.f. PSD, shape, 
porosity etc., are stirring, temperature profile and initial 
polymer concentration. While many implications of the process 
parameters on the LLPS process, the formed droplets and 
subsequently the obtained particles, are discussed in detail in 
[13] and references therein, in this contribution we want to 
focus on the stirring conditions and give an example for a PBT-
cyclopentanone system. The stirring conditions strongly affect 
the obtained PSD, as intense stirring leads to smaller particles. 
In Fig. 4, the PSDs of PBT particles precipitated from 
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cyclopentanone under varying stirrer speeds are displayed. 
Additionally, also the mean particle size x50,3 and the 
distribution width, given as span, calculated according to Eq. 
2, are displayed. 

𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 =  𝑥𝑥𝑥𝑥90,3−𝑥𝑥𝑥𝑥10,3
𝑥𝑥𝑥𝑥50,3

                                                       (2) 

Fig. 4. PSDs of PBT particles precipitated from cyclopentanone under 
varying stirring conditions. Also given are the mean particle size x50,3 and the 

span of the particles. The employed PBT concentration was 20 wt.%. The 
experiments were conducted in a 3L autoclave system (versoclave Typ 3E/3.0 

lt., 200 bar, 300°C) 

As can be seen, depending on the stirring conditions, larger, 
broader distributed particles or smaller, narrowly distributed 
particles can be obtained. Typically, particles in the size range 
30 µm to 90 µm with a span below 1 are favored for PBF, as 
they exhibit high packing density and ensure homogenously 
spread layers [2]. 

5. Particle characterization 

In order to assess the suitability of the precipitated particles, 
thorough characterization is needed. Next to the PSD, imaging 
of the particles via electron microscopy gives insight on the 
particle shape and especially the particle surface and 
morphology. Fig. 5 (a-d) shows exemplary PBT particles, PET 
particles precipitated using PET beverage bottles as feed 
material, PVDF particles and PLLA particles, respectively. In 
addition to the relative spherical particle shape, the 
precipitation process yields particles with very high degrees of 
crystallinity [13,23] and can yield even semi-crystalline 
particles for polymers which are typically hard to crystallize, 
as e.g. PC [14]. 
This high crystallinity, which can be determined by the melt 
enthalpy or solid density [23], is often unmatched by cryo-
milled feedstock. However, it offers a sharp transition from 
solid to melt, which leads especially at the boundaries of the 
part to fewer sticking particles, which increases the surface 
properties and the detail precision. Further characterization 
should include measurement of flowability, by e.g. a ring shear 
tester [13], a powder tensile strength tester [23] or a rotating 
drum. Also, amongst others, the thermal properties, i.e. process 
window and isothermal crystallization kinetics, the mass-
specific surface area and structural properties, e.g. obtainable 

via X-ray diffraction, should be assessed. A comprehensive 
characterization of a precipitated PBF feedstock is outlined in 
[13]. 

Fig. 5. (a) PBT particles precipitated from cyclopentanone [16]. (b) PET 
particles precipitated from cyclopentanone using a PET beverage bottle as 
feed material [16]. (c) PVDF particles precipitated from diethylene glycol 

 n-butyl ether acetate [17]. (d) PLLA particles precipitated from triacetin [23]. 

6. Post-processing and PBF application 

Based on the performed characterization, the need for post-
processing and a range of suitable PBF parameters can be 
derived. The most widespread post-processing operations for 
PBF feedstock are sieving and classifying of the particles in 
order to optimize the PSD and dry coating with nanoparticles 
to increase the flowability [2]. Especially dry coating can 
drastically enhance powder flowability and spreadability in the 
PBF process, which is why commercial PBF feedstocks are 
typically dry coated [13]. Suitable PBF process parameters, 
which can be easily obtained from the powder characterization, 
are e.g. the layer height, which is reflected in the PSD, the 
building chamber temperature, which can be derived from the 
determined process window, the isothermal crystallization 
kinetics, and, to some degree, the laser power or energy input, 
which should in any case surpass the melt enthalpy to ensure 
full melting of the powder. Further details on the PBF 
processing itself are not addressed here, but can be found 
elsewhere, see e.g. [25]. 

7. Additive-enhancement and functionalization 

Lastly, we want to address the unique possibilities the 
precipitation process offers concerning the additive- 
enhancement and in situ functionalization of the particles, i.e. 
during the precipitation process. By adding fibers, e.g. glass 
[26] or carbon, to the plastic feed material and the moderate 
solvent, manufacturing of fiber filled particles for PBF [15], 
yielding fiber-reinforced parts, is possible. Furthermore, also 
nanoparticle-filled particles are obtainable, via addition of 
dispersed nanoparticles to the moderate solvent [27]. 
Depending on the choice of nanoparticles, a wide range of 
functionalization is accessible, e.g. enhanced mechanical 
properties, whitening or increased thermal stability. Another 
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very interesting possibility is the addition of specific plastic 
additives to the process. Fig. 6 shows exemplary the effect of 
added antioxidants to the precipitation. Naturally, also the 
addition of flame retardants, anti-static agents, pigments, colors 
and many more, solely or together, can be imagined. 

Fig. 6. Image of PA11 tensile test specimens manufactured via PBF with a 
Sharebot SnowWhite desktop device using PA11 feedstock with 0.5 wt.% 

primary and 2 wt.% secondary antioxidant (left), 0.05 wt.% primary and 0.2 
wt.% secondary antioxidant (middle), without any antioxidants (right). 

8. Conclusion 

In this contribution, we highlighted important aspects of the 
development of PBF polymer feedstocks, based on the 
precipitation process investigated in our group. From solvent 
selection, cloud point determination, process-product 
dependencies, product characterization, functionalization and 
application, the precipitation process offers huge possibilities 
to produce tailor-made PBF feedstock materials. 
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cyclopentanone under varying stirrer speeds are displayed. 
Additionally, also the mean particle size x50,3 and the 
distribution width, given as span, calculated according to Eq. 
2, are displayed. 

𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 =  𝑥𝑥𝑥𝑥90,3−𝑥𝑥𝑥𝑥10,3
𝑥𝑥𝑥𝑥50,3

                                                       (2) 

Fig. 4. PSDs of PBT particles precipitated from cyclopentanone under 
varying stirring conditions. Also given are the mean particle size x50,3 and the 

span of the particles. The employed PBT concentration was 20 wt.%. The 
experiments were conducted in a 3L autoclave system (versoclave Typ 3E/3.0 

lt., 200 bar, 300°C) 

As can be seen, depending on the stirring conditions, larger, 
broader distributed particles or smaller, narrowly distributed 
particles can be obtained. Typically, particles in the size range 
30 µm to 90 µm with a span below 1 are favored for PBF, as 
they exhibit high packing density and ensure homogenously 
spread layers [2]. 

5. Particle characterization 

In order to assess the suitability of the precipitated particles, 
thorough characterization is needed. Next to the PSD, imaging 
of the particles via electron microscopy gives insight on the 
particle shape and especially the particle surface and 
morphology. Fig. 5 (a-d) shows exemplary PBT particles, PET 
particles precipitated using PET beverage bottles as feed 
material, PVDF particles and PLLA particles, respectively. In 
addition to the relative spherical particle shape, the 
precipitation process yields particles with very high degrees of 
crystallinity [13,23] and can yield even semi-crystalline 
particles for polymers which are typically hard to crystallize, 
as e.g. PC [14]. 
This high crystallinity, which can be determined by the melt 
enthalpy or solid density [23], is often unmatched by cryo-
milled feedstock. However, it offers a sharp transition from 
solid to melt, which leads especially at the boundaries of the 
part to fewer sticking particles, which increases the surface 
properties and the detail precision. Further characterization 
should include measurement of flowability, by e.g. a ring shear 
tester [13], a powder tensile strength tester [23] or a rotating 
drum. Also, amongst others, the thermal properties, i.e. process 
window and isothermal crystallization kinetics, the mass-
specific surface area and structural properties, e.g. obtainable 

via X-ray diffraction, should be assessed. A comprehensive 
characterization of a precipitated PBF feedstock is outlined in 
[13]. 

Fig. 5. (a) PBT particles precipitated from cyclopentanone [16]. (b) PET 
particles precipitated from cyclopentanone using a PET beverage bottle as 
feed material [16]. (c) PVDF particles precipitated from diethylene glycol 

 n-butyl ether acetate [17]. (d) PLLA particles precipitated from triacetin [23]. 

6. Post-processing and PBF application 

Based on the performed characterization, the need for post-
processing and a range of suitable PBF parameters can be 
derived. The most widespread post-processing operations for 
PBF feedstock are sieving and classifying of the particles in 
order to optimize the PSD and dry coating with nanoparticles 
to increase the flowability [2]. Especially dry coating can 
drastically enhance powder flowability and spreadability in the 
PBF process, which is why commercial PBF feedstocks are 
typically dry coated [13]. Suitable PBF process parameters, 
which can be easily obtained from the powder characterization, 
are e.g. the layer height, which is reflected in the PSD, the 
building chamber temperature, which can be derived from the 
determined process window, the isothermal crystallization 
kinetics, and, to some degree, the laser power or energy input, 
which should in any case surpass the melt enthalpy to ensure 
full melting of the powder. Further details on the PBF 
processing itself are not addressed here, but can be found 
elsewhere, see e.g. [25]. 

7. Additive-enhancement and functionalization 

Lastly, we want to address the unique possibilities the 
precipitation process offers concerning the additive- 
enhancement and in situ functionalization of the particles, i.e. 
during the precipitation process. By adding fibers, e.g. glass 
[26] or carbon, to the plastic feed material and the moderate 
solvent, manufacturing of fiber filled particles for PBF [15], 
yielding fiber-reinforced parts, is possible. Furthermore, also 
nanoparticle-filled particles are obtainable, via addition of 
dispersed nanoparticles to the moderate solvent [27]. 
Depending on the choice of nanoparticles, a wide range of 
functionalization is accessible, e.g. enhanced mechanical 
properties, whitening or increased thermal stability. Another 

 Jochen Schmidt/ Procedia CIRP 00 (2020) 000–000  5 

very interesting possibility is the addition of specific plastic 
additives to the process. Fig. 6 shows exemplary the effect of 
added antioxidants to the precipitation. Naturally, also the 
addition of flame retardants, anti-static agents, pigments, colors 
and many more, solely or together, can be imagined. 

Fig. 6. Image of PA11 tensile test specimens manufactured via PBF with a 
Sharebot SnowWhite desktop device using PA11 feedstock with 0.5 wt.% 

primary and 2 wt.% secondary antioxidant (left), 0.05 wt.% primary and 0.2 
wt.% secondary antioxidant (middle), without any antioxidants (right). 

8. Conclusion 

In this contribution, we highlighted important aspects of the 
development of PBF polymer feedstocks, based on the 
precipitation process investigated in our group. From solvent 
selection, cloud point determination, process-product 
dependencies, product characterization, functionalization and 
application, the precipitation process offers huge possibilities 
to produce tailor-made PBF feedstock materials. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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1. Introduction 

Additive manufacturing offers the possibility of producing 
completely new structures that cannot be realized with 
traditional technologies like subtractive manufacturing [1]. In 
particular, powder-based processes such as powder bed fusion 
(PBF) are in the focus of the industry [2,3,4]. During the PBF 
process, the polymer powder is heated near its melting point. A 
powder deposition unit, typically either a doctor-blade or a 
roller coater is used to evenly distribute the layer with a defined 
powder height. Next, a laser is used as energy source to melt 
the powder locally. These steps are repeated until the desired 
part is finished. A major challenge in PBF is the limited choice 
of available materials. Mainly polyamides, such as PA 12 and 
PA 11 or filled systems based on these polymers (e.g. PA12 - 
glass, PA12 - aluminum powder) are on the market [5,6]. Pure 
PC or PBT, with their very specific material properties, are 
currently not commercially available for the PBF process. 
PBT/PC blends should have high dimensional stability, 
attrition resistance and impact strength as well as high chemical 
resistance and are, therefore, suitable for various applications 
[7]. 

In order to extend the range of materials, the approach of co-
grinding [4,8] and spray drying of PBT and PC was chosen and 
demonstrated in this work to produce a multi-material of both 
aforementioned polymers. In addition to the proof-of-concept, 
the materials were thermally examined by means of differential 
scanning calorimetry (DSC) to draw conclusions about the 
mixing ratio and crystallinity. Furthermore, Fourier-transform 
infrared spectroscopy (FTIR) was performed to monitor 
changes of the materials along the process chain. 

 
Nomenclature 

PBT  polybutylene terephthalate  
PC    polycarbonate 
d10,3     10 % percentile of the volume sum distribution 
d50,3    mass-median-diameter 
d90,3     90 % percentile of the volume sum distribution 
TM       melting temperature   
ΔHM     enthalpy of fusion 
TC         crystallisation temperature 
ΔHC     enthalpy of crystallisation 
SW  sinter window 
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2. Isothermal crystallization 

It is important to know about the crystallization kinetics of 
the powder to prevent crystallization effects during the additive 
manufacturing process. Furthermore, a too fast crystallization 
after the process, which leads to distortion in the finished part, 
must be avoided.  

The isothermal crystallization measurement is a special 
method of DSC measurement. In contrast to dynamic 
measurements, where the sample is measured with a fixed 
heating / cooling ramp, in isothermal crystallization 
measurements, the sample is (i) first melted and (ii) then cooled 
to the isothermal temperature as quickly as possible. It is 
reported that cooling rates of at least 60 K/min should be used 
to avoid crystallization during the cooling phase. Additionally, 
the cooling rate should not be too high to ensure a stable 
measuring program [13]. The stability of the measuring 
program can be evaluated on the basis of the temperature dip 
when reaching the isothermal temperature, which should be a 
minimum. During this holding phase (iii), temperature-
dependent crystallization takes place (see Figure 1). 

 

 

 

3. Co-grinding 

The wet grinding [14] of PBT RXP 7103 Natural (Resinex) 
with a d90,3 = 1065 µm and PC RXP 1201 Natural (Resinex) 
with a d90,3 = 658 µm took place in the stirred media batch mill 
PE 075 (Netzsch) at ambient temperature (20°C). The polymer 
mass concentration was about 20%; the solvent was denatured 
ethanol (96%, VWR). The PBT to PC mass ratio was varied 
from 25/75 to 75/25. The stirrer speed was set to 2000 rpm and 
2 mm ZrO2 grinding beads (ρGM = 6.050 kg/m3) were used. This 
results in a stress energy of SE = ρGM dGM

3 vtip
2 of about 550 µJ 

[9]. After a process time of 7 h, the ground polymer was 
separated from the grinding media by sieving with a mesh of 
1 mm. Particle size distributions were measured with the 
Mastersizer 2000 Hydro S (Malvern Instruments) five times 
over a time span of 15 seconds and an average was calculated. 
The standard deviation for all measurements of the x50,3 were 
less than 0.3 µm. 

 
 
 

 
Plate-shaped PBT / PC particles with a d10,3 of about 4,5 µm, 

a d50,3 of 14 µm and a d90,3 of 50 µm were obtained, which were 
spray-dried in the next step. The comminution kinetic followed 
an exponential trend. However, no dependence on PBT/PC 
mass ratio and comminution kinetics was observed. 

4. Spray-drying  

A Buchi B-290 Mini Spray Dryer with Inert Loop B-295 
was used to dry the suspension. The spray device consists of a 
two-component nozzle with a 1.4 mm nozzle cap and the 
peristaltic pump installed at the spray dryer. The chosen 
parameters were an inlet temperature of 140 °C, a feed rate of 
3.5 ml/min and drying gas volume flow of 360 l/h. 

After spray drying, the particles showed a d10,3 of about 
5 µm, a d50,3 of 15 µm and a d90,3 of 62 µm. A particle size 
distribution before and after the spray agglomeration step for a 
PBT/PC mass ratio of 75/25 is shown in Figure 2 
representatively. In order to increase the size of the particles 
further, the use of a chemical binder, such as an acrylate, should 
be considered in the future work. As expected, the particle size 
distributions after spray drying do not differ significantly from 
each other under constant process conditions. The structure of 
the comminuted particles and obtained spray agglomerates was 
determined by SEM imaging. Plate-like (cohesive) particles 
obtained by comminution could be successfully combined to 
more compact agglomerates (see Fig. 2). The flowability was 
evaluated using a modified Zimmermann tensile strength tester 
(n=6). The PBT/PC powder showed a tensile stress of 
17.7 ∓ 0.8 Pa, which could be improved to 12.0 ∓ 0.7 Pa by 
dry coating the powder with 0.1 wt.% Aerosil R200. Most 
likely, a subsequent thermal rounding step must be selected in 
future work [8] to further optimize the flow and packing 
properties of the material and thus, facilitate powder 
application during additive production. To identify the 
polymers used, the bands shown in Table 1 were used 
[10,11,12].  
 

Fig. 2. Schematic of isothermal crystallisation measurements. 

Fig. 1. Particle size distribution of PBT/PC particles with a mass ratio of 
75/25 before and after the spray agglomeration step with SEM image of 

agglomerated particles. 
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Table 1. Functional groups and mode of vibration from FTIR spectra of the 
evaluated polymers. 

Polymer Wavenumber [cm-1] Assignment 
 1260 C – O – C 
PBT 1510 α - Phase 
 1710 C = O; Carbonyl 
 1235 O – C – O 
PC 1505 C = O; Aromat 
 1770 C = O; Carbonyl 

 

Fig. 3. FTIR measurements of pure PBT and PC powder in comparison with 
the processed PBT/PC multi-materials at different mass ratios. 

Fig. 3 shows the spectra of the pure substances (PBT and 
PC) as well as the spray-dried mixtures at the adjusted ratios. 
The material-specific bands of the polymers can be found in the 
mixtures. Additionally, the ratio between PBT and PC was 
evaluated by the glass transition of polycarbonate (see Table 2, 
for discussion please refer to Section 5.1). 

Table 2. Change in heat capacity (ΔcP) at glass transition and calculated PC 
content for different PBT/PC ratios. 

label ΔcP /  
J g-1 K-1 

adjusted  
PC content 

calculated 
PC content 

PBT/PC 
(75/25) 

0.0514 25 % 23.1 % 

PBT/PC 
(50/50) 

0.1124 50 % 50.5 % 

PBT/PC 
(25/75) 

0.1641 75 % 73.7 % 

Pure PC 0.2226 100 % 100.0 % 

5. Thermal analysis 

The thermal behaviour of the powder has a considerable 
influence on the choice of parameters during the powder bed 
fusion process. For example, the powder bed temperature 
should be within the sintering window (SW) of the material, 
which is defined by the onset of the melting and crystallization 
peak.  

5.1. Dynamic scanning calorimetry (DSC) 

For dynamic calorimetry measurements, a Polyma 214 
(Netzsch) was used with a constant heating and cooling rate of 
10 K/min. All measurements were carried out twice in order to 
rule out the possibility of outliers. Built-in functions of the 
analysis software Proteus were used to evaluate the enthalpy of 
fusion and crystallization and the change in heat capacity at the 
glass transition. For the enthalpy of fusion and crystallization a 
tangent to the points to the right of the peak was chosen as 
baseline. The glass transition was determined using the direct 
method. 

 

Table 3. Thermal parameters of processed PBT/PC multi-material.  

  PBT  PBT/PC 
 75/25 

PBT/PC   
50/50 

PBT/PC 
25/75 

TM          °C 225.3 223.5 222.9 224.6 
TM,On °C 216.8 214.3 214.5 218.2 
ΔHM       J/g 55.0 22.8 12.9 6.4 
TC          °C 180.5 177.8 177.7 177.3 
TC,On °C 192.2 186.0 184.5 183.5 
ΔHC       J/g -55.1 -19.0 -9.7 -2.5 
SW K 24.6 28.3 30.0 34.7 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. DSC measurements of different PBT/PC mass ratios with a heating 
rate of 10 K/min. 
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As shown in Figure 4 and Table 3, wet grinding and spray-
drying have little effect on the location of the melting peak, as 
both, the peak temperature and the onset temperature, remain 
almost the same. However, the crystallinity, which is 
proportional to the enthalpy of the fusion, of the PBT is reduced 
by the process. For example, raw PBT has a heat of fusion of 
55.0 J/g. Theoretically, a physical blend of PBT/PC with a 
mass ratio of 50/50 should have half (27.5 W/g) of the enthalpy 
of fusion of the raw PBT material, which was proven by DSC 
measurements. The processed PBT/PC 50/50 powder however, 
has an enthalpy of fusion of 12.9 J/g. Therefore, the glass 
transition of polycarbonate was used to calculate the PBT/PC 
ratio. Also, the onset temperature of crystallization shifts to 
lower temperatures with increasing PC content, which results 
in an enlargement of the sintering window. The sintering 
window was increased from 24.6 K for pure PBT powder to 
34.7 K for a processed PBT/PC 25/75 powder. The two 
crystallisation peaks at a PBT/PC mass ratio of 50/50 indicate 
a fractional crystallisation into two different phases, which 
happens at PBT/PC mass ratios of around 50/50 [15]. 

5.2. Isothermal crystallization behavior 

To further investigate the effects of processing on the 
crystallization behaviour, isothermal crystallization 
measurements of the powder were carried out at different 
stages of the process. Besides, isothermal measurements can be 
used to allow accurate predictions about the crystallization 
effects of the powder during the PBF process. Isothermal 
measurements better represent the thermal conditions, which 
the powder is facing during the manufacturing process. 

For the isothermal crystallization measurements, the sample 
was cooled to the isothermal temperature at a cooling rate of 
180 K/min. This resulted in a temperature dip of 0.2 °C, which 
indicates a stable measuring program. The maximum time of 
the isothermal segment was 1h, which was used at higher 
temperatures. As an example, the thermogram of the processed 
PBT/PC powder with a mass ratio of 75/25 is shown in Figure 5 
for a temperature range of 175 °C – 187 °C.  

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6. Time dependency of the crystallization peak for different isothermal 
temperatures for the used PBT raw material, a physically blended PBT/PC 

powder with a mass ratio of 75/25 material and the processed PBT/PC 
powder with a mass ratio of 75/25. 

 
The samples were measured over a wide temperature range 

to get enough data points for a good fit and to see if and how 
fast crystallization still takes place within the sintering window, 
as this is the temperature range used for the powder bed fusion 
process.  

For better comparison, the time at which the maximum of 
the crystallization peak was reached, is plotted against the 
isothermal temperature at different stages during the process 
chain. In Figure 6 it can be seen that as the temperature 
increases, crystallization proceeds more slowly until an upper 
limit temperature is reached at which crystallization no longer 
occurs during the isothermal segment (1h). It cannot be 
excluded that crystallization can still take place during longer 
isothermal segment times, but this should no longer be relevant 
for the powder bed fusion process. The limit temperature TLim 
can be calculated by fitting an exponential function to the 
curves with A and B as further fitting parameters (see Table 4). 

𝑇𝑇𝑇𝑇 = 𝑇𝑇𝑇𝑇𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 − 𝐴𝐴𝐴𝐴 ∙ 𝑒𝑒𝑒𝑒�−
𝑡𝑡𝑡𝑡
𝐵𝐵𝐵𝐵�  (1) 

Table 4. Fitting parameters of the isothermal crystallization data. 

Sample Tlim / °C A / °C B / s 
PBT raw 203.9 13.3 208 
PBT/PC blended 196.3 14.9 203 
PBT/PC grinded 187.3 12.4 160 
PBT/PC processed 188.0 18.1 124 

 
By physically blending PBT/PC in a ratio of 75/25, the 

exponential function becomes steeper and crystallization starts 
at lower temperatures compared to the PBT raw material. After 
wet grinding of the physical blend, this trend becomes even 
more pronounced, which is favorable for the PBF process due 
to the enlargement of the sintering window. The crystallization 
limit temperature of the processed PBT/PC powder is 188 °C, 
16 °C lower than the PBT raw material. Spray drying was 

Fig. 5. Thermogram of isothermal DSC measurements of processed PBT/PC 
powder with a mass ratio of 75/25. 
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observed to have no detrimental influence on the thermal 
behavior of the powder.  

 Furthermore, the crystallization limit temperature is above 
the onset temperature of the crystallization peak of 186.0 °C, 
which is often chosen for the determination of the sintering 
window. However, the powder bed temperature should be 
above the crystallization limit temperature to avoid 
crystallization effects during the PBF process. 

6. Conclusion 

Wet grinding and spray drying has been studied for 
producing PBT/PC multi-material powders for additive 
manufacturing was presented. The particle size of the 
agglomerated powder showed a x50,3 = 15 µm, which was 
measured with laser diffraction particle sizing. The influence 
of the process, as well as the mixing ratio on the thermal 
properties of the powder, was measured by dynamic and 
isothermal DSC measurements. It was shown that the wet 
grinded and spray dried PBT/PC powder crystallizes at lower 
temperatures than pure PBT powder or physically blended 
PBT/PC powders, causing a broadening of the sintering 
window, which may improve the handling during the powder 
bed fusion process. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

 

This contribution introduces a method to reverse the deterioration in melt rheological behaviour (‘ageing’) of polyamide 12 that has previously 
been used in powder bed fusion processing by reduction of the polymers molecular weight via acid catalysed hydrolysis. Chosen hydrolysis 
conditions allow for a reconditioning below melting temperature and therefore leave the particulate nature of the powder intact while 
significantly improving the polymers rheological properties. The influences of different temperatures, acids and pH-values are investigated and 
the processability of recycled powders is assessed by melt rheological, optical and thermal characteristics. 

 
© 2020 The Authors. Published by Elsevier B.V. 
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/) 
Peer review statement: Peer-review under responsibility of the Bayerisches Laserzentrum GmbH 

 
Keywords: powder bed fusion; selective laser sintering; polyamide 12; powder reusability; hydrolysis; molecular chain length; zero shear viscosity 

 

 
 

1. Introduction 
 

Additive Manufacturing (AM) is a rapidly growing market 
for the production of highly customized metal, ceramic and 
plastic components [1]. Among the wide variety of AM 
methods established in recent years, the powder bed fusion 
(PBF) processing of metals and polymers shows great  
promise for the industrial production of parts with good 
mechanical properties [2]. The process consists of several 
repetitious steps. First, a fine powder layer is applied onto a 
building platform by a blade or roller coater. Secondly, the 
powder is exposed to a laser or electron beam in accordance 
to the pattern of the part that is supposed to be built. In a third 
step the building platform is lowered to allow the application 
of a new powder layer. This way, a part can be build layer by 
layer, while the surrounding, non-molten powder acts as 
supporting structure and allows for the production of elements 
with a high geometrical freedom unmatched by classical 
subtractive manufacturing methods [3]. When processing 

polymer materials in PBF, an additional step consists of 
heating the newly applied powder layer to a temperature 
closely below its melting region by infrared radiation. 
Additionally, the building chamber is heated during the whole 
process [3] to minimize warpage. One challenge arising from 
those boundary conditions is the ageing of the non-molten 
powder material. Typically, only fifteen to thirty mass percent 
of the powder used in the process ends up in the finished part 
[4]. Therefore, reusing the previously processed powder is 
crucial from an ecologic and economic point of view and is 
usually performed by blending with virgin powder [5]. 
However, commonly applied mixing ratios and processing 
strategies still lead to the accumulation of used powder, which 
has to be utilized either thermally or by downcycling of the 
otherwise highly engineered materials. 

The most widespread polymers used in PBF processes are 
the polyamides 11 and 12 (PA11 and PA12) in their pure or 
glass fiber reinforced form [1]. While their thermal properties 
are excellent for PBF processing, reusability of previously 
processed powders poses a challenge. Long processing times 
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(PBF) processing of metals and polymers shows great  
promise for the industrial production of parts with good 
mechanical properties [2]. The process consists of several 
repetitious steps. First, a fine powder layer is applied onto a 
building platform by a blade or roller coater. Secondly, the 
powder is exposed to a laser or electron beam in accordance 
to the pattern of the part that is supposed to be built. In a third 
step the building platform is lowered to allow the application 
of a new powder layer. This way, a part can be build layer by 
layer, while the surrounding, non-molten powder acts as 
supporting structure and allows for the production of elements 
with a high geometrical freedom unmatched by classical 
subtractive manufacturing methods [3]. When processing 

polymer materials in PBF, an additional step consists of 
heating the newly applied powder layer to a temperature 
closely below its melting region by infrared radiation. 
Additionally, the building chamber is heated during the whole 
process [3] to minimize warpage. One challenge arising from 
those boundary conditions is the ageing of the non-molten 
powder material. Typically, only fifteen to thirty mass percent 
of the powder used in the process ends up in the finished part 
[4]. Therefore, reusing the previously processed powder is 
crucial from an ecologic and economic point of view and is 
usually performed by blending with virgin powder [5]. 
However, commonly applied mixing ratios and processing 
strategies still lead to the accumulation of used powder, which 
has to be utilized either thermally or by downcycling of the 
otherwise highly engineered materials. 

The most widespread polymers used in PBF processes are 
the polyamides 11 and 12 (PA11 and PA12) in their pure or 
glass fiber reinforced form [1]. While their thermal properties 
are excellent for PBF processing, reusability of previously 
processed powders poses a challenge. Long processing times 
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at elevated temperatures in the continuously flushed nitrogen 
atmosphere of the building chamber are ideal conditions to 
promote solid-state post-condensation in polyamides. This 
reaction results in the connection of multiple polymer chains 
and therefore a linear chain growth [6]. The accompanying 
increase in molecular weight improves some mechanical 
properties like the tensile strength [7], but it also causes a 
raise in polymer melt viscosity, which affects the coalescence 
of melt droplets and the sintering kinetics of the polymer. 
Consequently, an extensive increase in melt viscosity has 
shown to be disadvantageous during processing and can result 
in poor part quality due to insufficient layer junction, part 
density or the generation of an orange peel surface structure 
[8]. 

However, the molecular chain length of polyamide can be 
reduced under suitable conditions [9-11]. While technical 
applications in polymer synthesis are focused on increasing a 
polymers chain length, it is known that hydrolysis in the 
condensation - hydrolysis equilibrium is favoured in humid 
and in particular acidic environments, which results in a 
decrease in molecular mass [9-11]. This effect is usually seen 
as an unwanted deterioration of the material when used over a 
long time, since it can lead to unfavorable mechanical 
properties. Additionally, exposure to an oxygen-rich 
atmosphere can lead to radical chain scission and a 
multiplicity of secondary reactions, which are often associated 
with a discoloration of the polymer [12-15]. Application of 
these effects for an enhancement of polymer powder 
recyclability in the context of AM presents a novel approach 
to deal with the widespread problem of PBF process related 
feedstock material ageing. 

Aim of this study is the adjustment of the molecular chain 
length dependent melt rheological properties of PA12 to allow 
an efficient recycling of previously processed laser sinter 
powder. This is achieved by acid catalyzed hydrolysis at 
temperatures above 100°C. For this reason, a variety of 
different acidic solutions and the influence of their pH value 
on the reaction as well as the temperature dependency is 
investigated. 

 
2. Methodology 

 
2.1. Materials 

 
PA12 (PA2200) laser sinter powder was provided by EOS 

GmbH. Besides virgin powder, materials with two different 
thermal histories have been used in this study. Powders 
denoted as “used #1” went through a 15.5 hour building 
process with a withdrawal chamber temperature of 150°C on 
an EOS Formiga P110 machine, while the ones labeled as 
“used #2” were exposed to a shorter build job. 

For the adjustment of the pH value of the hydrolysis 
aqueous solutions gallic acid, ascorbic acid or 
phenylphosphonic acid was used. Carl Roth Gmbh + Co. KG 
supplied all reagents. Water used in experiments was purified 

and deionized with a Purelab Ultra device by ELGA 
LabWater to exhibit a resistivity of 16.8 MΩ∙cm. 

 
2.2. Hydrolysis 

 
All experiments were conducted in autoclave reactors with 

a fixed amount of aqueous solution of different pH values and 
used PA12 powder. Ascorbic, gallic and phenylphosphonic 
acid have been used to investigate their effect on the 
rheological, thermal and optical properties of treated powders 
and the hydrolysis reaction kinetics. In the case of ascorbic 
and phenylphosphonic acid, the concentration was adjusted by 
titration at ambient temperature and continuously monitored 
via SenTix HW glass electrode by WTW GmbH until the 
desired pH value was reached. Due to the low solubility of 
gallic acid at ambient conditions, the pH values of respective 
solutions were adjusted at 60°C. Furthermore, experiments in 
purified water without the addition of any catalyst were 
conducted in a temperature range of 100°C to 150°C. 
Autoclave reactors were either sealed in ambient atmosphere 
or in nitrogen atmosphere in a glovebox for the investigation 
of oxidative degradation during hydrolytic processing. 
Reaction vessels were deposited on heating plates with 
appropriate sheathings to minimize heat loss and were stirred 
continuously at 600 rounds per minute. If not stated  
otherwise, reaction conditions were maintained for 24 hours at 
125°C, including a short heating-up and a one-hour cooling- 
down period. Afterwards, the powders were purged with 
deionized water multiple times and dried at 70°C and 10% 
relative humidity for at least two days. 

 
2.3. Rheology 

 
Rheological properties of the polymer melt were analyzed 

by frequency sweep tests in a Discovery Hybrid Rheometer 2 
with  the  electrically  heated   plates   mount   system   by   
TA Instruments. Specimen were prepared by pressing 25 mm 
diameter pellets with a weight of 600 mg. Measurements were 
performed at 200°C with 1% oscillatory strain in a frequency 
range of 100 Hz to 0.01 Hz. To ensure a measurement within 
the linear viscoelastic region, amplitude sweep tests have been 
performed for a few meaningful spot samples. Zero shear 
viscosities have been calculated by fitting of frequency sweep 
test data according to the Carreau-Yasuda model [16] with a 
coefficient of determination R² of 0.998 or higher. 

 
2.4. Optical spectroscopy 

 
Optical material properties in the visible wavelength range 

were analyzed using a Lambda 950 UV/Vis spectrometer with 
an 150 mm integrating sphere module by PerkinElmer. All 
spectra were calibrated against a Zenith polymer diffuse 
reflectance standard by SphereOptics GmbH for 100% 
reflectance and a light trap for 0% reflectance. Analogue to 
rheological measurements, samples have been prepared by 
pressing 25 mm diameter pellets. 
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Fig. 1. Zero shear viscosity of used powder after hydrolysis for 24 hours in 

pure water at different temperatures. Initial state of used powder before 
hydrolysis and virgin material properties are given by the dotted and dashed 

line. 
 
 

2.5. Differential scanning calorimetry 
 

Thermal material properties were analyzed by differential 
scanning calorimetry (DSC) with a Polyma DSC 214 system 
by Netzsch. The heating and cooling rates for dynamic 
measurements were set to 10 K/min. Isothermal  
crystallization measurements were performed with a cooling 
rate of 180 K/min prior to the isothermal holding step. The 
specimen weight was approximately 5 mg. 

 
 

3. Results and Discussion 
 

A multiplicity of factors potentially influences the 
polymer’s reaction during hydrolysis. Not only the 
composition of the hydrolysis solution but also the processing 
time, temperature, pressure and the presence of oxygen, which 
promotes oxidative degradation, play an important role. 
Therefore, the temperature range that enables hydrolysis 
without damaging the polymer material excessively has been 
investigated. The results of melt rheological measurements for 
experiments in pure water and ambient atmosphere with 
varying temperatures are shown in figure 1. The zero shear 
viscosity of the feed material that has been used in a building 
process earlier is marked as dotted line and the virgin powder 
as dashed line respectively. For lower temperatures an 
increase in viscosity with respect to the feed material can be 
observed. Powder treated at 110°C yields the highest value, 
while a further increase in temperature leads to a declining 
viscosity. Storing used powder #2 samples in an oven in air 
for 24 hours at 110°C does not lead to a comparable increase 
in viscosity as the hydrolysis at the same conditions. 
Therefore, it can be concluded, that the raise in viscosity does 
not stem from the solid-state post-condensation typically 
observed in heated gaseous atmospheres, but must be 
attributed to other effects unique to the treatment in a 
hydrolytic environment. 

Fig. 2. Reflectance of light in the visible spectrum for used powder before 
and after hydrolysis in pure water. 

 
However, the melt rheological behaviour is only one aspect 

important for the processing during PBF and the resulting part 
properties. A treatment at higher temperatures also leads to a 
gradual change in optical properties of the powders. While 
this does not necessarily lead to worse mechanical properties 
of parts built, the characteristic brownish tint is usually not 
desirable. To quantify the perception of colour, reflectance 
spectra in the range of visible wavelengths have  been 
recorded and are shown in figure 2. An increase in hydrolytic 
treatment temperature leads to a decline in reflectance  of 
light, especially in the lower region of the observed spectrum. 

According to the temperature dependent deterioration 
effects observed in reflectance measurements, a reduced 
hydrolysis temperature of 125°C is an appropriate trade-off 
between rheological and optical properties, due to acidic 
conditions potentially leading to both, an enhanced decline in 
optical properties and an amplified reduction in melt  
viscosity. Since it is known that some chromophores resulting 
in discolouration stem from oxidative degradation [14,15], 
autoclaves were also sealed in nitrogen-flushed atmosphere. 
Additionally, the selected acids used for the catalytic 
hydrolysis have been chosen due to their anti-oxidative  
nature. Furthermore, sterically hindered phenolic antioxidants 
are often used for the thermal stabilization of plastics. These 
act as primary antioxidants by converting peroxyl radicals to 
hydroperoxides and therefore inhibit autooxidation of the 
polymer [17]. The reactive hydrogen of the phenolic stabilizer 
is abstracted and transferred to the polymer, leaving behind an 
oxytoluene radical. Due to the electron delocalization and the 
steric hindrance, this compound is more stable than a peroxyl 
radical in the polymer chain [17]. Moreover, phosphites are 
used as secondary antioxidants to further decompose 
hydroperoxides. While it is not possible to add these 
stabilizers to the hydrolysis solution directly due to their low 
solubility and high melting point caused by the sterically 
hindering molecule chains, a stabilization due to radical 
scavenging and electron delocalization might be achievable. 
Therefore, gallic acid and phenylphosphonic acid have been 
chosen as low molecular, non-toxic aromatic compounds with 
free hydroxy groups and an acid functionality. 
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continuously at 600 rounds per minute. If not stated  
otherwise, reaction conditions were maintained for 24 hours at 
125°C, including a short heating-up and a one-hour cooling- 
down period. Afterwards, the powders were purged with 
deionized water multiple times and dried at 70°C and 10% 
relative humidity for at least two days. 

 
2.3. Rheology 

 
Rheological properties of the polymer melt were analyzed 

by frequency sweep tests in a Discovery Hybrid Rheometer 2 
with  the  electrically  heated   plates   mount   system   by   
TA Instruments. Specimen were prepared by pressing 25 mm 
diameter pellets with a weight of 600 mg. Measurements were 
performed at 200°C with 1% oscillatory strain in a frequency 
range of 100 Hz to 0.01 Hz. To ensure a measurement within 
the linear viscoelastic region, amplitude sweep tests have been 
performed for a few meaningful spot samples. Zero shear 
viscosities have been calculated by fitting of frequency sweep 
test data according to the Carreau-Yasuda model [16] with a 
coefficient of determination R² of 0.998 or higher. 

 
2.4. Optical spectroscopy 

 
Optical material properties in the visible wavelength range 

were analyzed using a Lambda 950 UV/Vis spectrometer with 
an 150 mm integrating sphere module by PerkinElmer. All 
spectra were calibrated against a Zenith polymer diffuse 
reflectance standard by SphereOptics GmbH for 100% 
reflectance and a light trap for 0% reflectance. Analogue to 
rheological measurements, samples have been prepared by 
pressing 25 mm diameter pellets. 
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Fig. 1. Zero shear viscosity of used powder after hydrolysis for 24 hours in 

pure water at different temperatures. Initial state of used powder before 
hydrolysis and virgin material properties are given by the dotted and dashed 

line. 
 
 

2.5. Differential scanning calorimetry 
 

Thermal material properties were analyzed by differential 
scanning calorimetry (DSC) with a Polyma DSC 214 system 
by Netzsch. The heating and cooling rates for dynamic 
measurements were set to 10 K/min. Isothermal  
crystallization measurements were performed with a cooling 
rate of 180 K/min prior to the isothermal holding step. The 
specimen weight was approximately 5 mg. 

 
 

3. Results and Discussion 
 

A multiplicity of factors potentially influences the 
polymer’s reaction during hydrolysis. Not only the 
composition of the hydrolysis solution but also the processing 
time, temperature, pressure and the presence of oxygen, which 
promotes oxidative degradation, play an important role. 
Therefore, the temperature range that enables hydrolysis 
without damaging the polymer material excessively has been 
investigated. The results of melt rheological measurements for 
experiments in pure water and ambient atmosphere with 
varying temperatures are shown in figure 1. The zero shear 
viscosity of the feed material that has been used in a building 
process earlier is marked as dotted line and the virgin powder 
as dashed line respectively. For lower temperatures an 
increase in viscosity with respect to the feed material can be 
observed. Powder treated at 110°C yields the highest value, 
while a further increase in temperature leads to a declining 
viscosity. Storing used powder #2 samples in an oven in air 
for 24 hours at 110°C does not lead to a comparable increase 
in viscosity as the hydrolysis at the same conditions. 
Therefore, it can be concluded, that the raise in viscosity does 
not stem from the solid-state post-condensation typically 
observed in heated gaseous atmospheres, but must be 
attributed to other effects unique to the treatment in a 
hydrolytic environment. 

Fig. 2. Reflectance of light in the visible spectrum for used powder before 
and after hydrolysis in pure water. 

 
However, the melt rheological behaviour is only one aspect 

important for the processing during PBF and the resulting part 
properties. A treatment at higher temperatures also leads to a 
gradual change in optical properties of the powders. While 
this does not necessarily lead to worse mechanical properties 
of parts built, the characteristic brownish tint is usually not 
desirable. To quantify the perception of colour, reflectance 
spectra in the range of visible wavelengths have  been 
recorded and are shown in figure 2. An increase in hydrolytic 
treatment temperature leads to a decline in reflectance  of 
light, especially in the lower region of the observed spectrum. 

According to the temperature dependent deterioration 
effects observed in reflectance measurements, a reduced 
hydrolysis temperature of 125°C is an appropriate trade-off 
between rheological and optical properties, due to acidic 
conditions potentially leading to both, an enhanced decline in 
optical properties and an amplified reduction in melt  
viscosity. Since it is known that some chromophores resulting 
in discolouration stem from oxidative degradation [14,15], 
autoclaves were also sealed in nitrogen-flushed atmosphere. 
Additionally, the selected acids used for the catalytic 
hydrolysis have been chosen due to their anti-oxidative  
nature. Furthermore, sterically hindered phenolic antioxidants 
are often used for the thermal stabilization of plastics. These 
act as primary antioxidants by converting peroxyl radicals to 
hydroperoxides and therefore inhibit autooxidation of the 
polymer [17]. The reactive hydrogen of the phenolic stabilizer 
is abstracted and transferred to the polymer, leaving behind an 
oxytoluene radical. Due to the electron delocalization and the 
steric hindrance, this compound is more stable than a peroxyl 
radical in the polymer chain [17]. Moreover, phosphites are 
used as secondary antioxidants to further decompose 
hydroperoxides. While it is not possible to add these 
stabilizers to the hydrolysis solution directly due to their low 
solubility and high melting point caused by the sterically 
hindering molecule chains, a stabilization due to radical 
scavenging and electron delocalization might be achievable. 
Therefore, gallic acid and phenylphosphonic acid have been 
chosen as low molecular, non-toxic aromatic compounds with 
free hydroxy groups and an acid functionality. 
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Fig. 3. Zero shear viscosity of polymer powders hydrolysed for 24 hours at 

125°C with different acids and pH values. Initial state of used powder before 
hydrolysis and virgin material properties are given by the dotted and dashed 

line. 
 

Figure 3 shows the pH dependency of the zero shear melt 
viscosity of used PA12 powder hydrolysed for one day at 
125°C for all acids utilized. Analogous to the measurements 
with varying temperatures, it can be seen for all measurement 
series that there is a range in which the melt viscosity 
increases rather than declines. This effect is most pronounced 
for gallic acid between pH 2.9 and 3.3, whereas 
phenylphosphonic acid exhibits a broader range of pH 2.75 to 
3.75 in which the hydrolysis results in an increased zero shear 
viscosity that is independent of the acid concentration within 
this range. By further increasing the concentration and 
therefore lowering the pH, a rapidly declining melt viscosity 
can be observed. It is possible to reduce the zero shear 
viscosity to the virgin powder level for both gallic and 
phenylphosphonic acid at a pH of 2.0 and 1.75, respectively. 
Ascorbic acid shows a slight reduction in viscosity at pH 3.5 
and above and an increase towards lower pH values. A further 
reduction below pH 2.9 leads to the destruction of the  
polymer material. Rheological measurements for these 
powders have been omitted due to strong discolouration of the 
polymer and odour development during melting. 

The excessive degradation of the ascorbic acid treated 
polymer is also noticeable in results obtained from optical 
spectroscopy depicted in figure 4. Even for comparably mild 
conditions with a pH of 3.3, the reflectance of the powder 
declines significantly. For reasons of clarity, values for 
powders treated with ascorbic acid at lower pH values are not 
depicted, however these show a further deteriorating 
reflection behaviour. While it is possible to reach rheological 
characteristics comparable to those of the virgin polymer by 
gallic acid catalysed hydrolysis the optical properties of the 
treated powders are dissatisfactory. However, the perception 
of colour for the powders treated in experiments with 
phenylphosphonic acid is only slightly tinted due to a lower 
reflection of light among the lower wavelength of the visible 
spectrum. 

As third criterion, the thermal properties of the powders 
that yield the most advantageous rheological behaviour have 
been investigated. The thermograms for virgin, used and 

Fig. 4. Reflectance of light in the visible spectrum for used powder before 
and after hydrolysis. Depicted hydrolysis conditions are the ones that yield 

melt rheological behaviour closest to virgin material. 
 

recycled powders are depicted in figure 5. The most important 
thermal property of a PBF polymer material is its sinter 
window, which is defined as the range between the onset of 
the melting and the onset of the crystallization measured by 
DSC. A broad sintering window allows for a wide operational 
range during processing. While a high machine temperature 
may lead to the sintering in unsolicited parts of the powder 
bed, a temperature too low can lead to warpage or curling and 
consequently the abortion of the building process. In the case 
of gallic acid treated powders, the sinter window is reduced 
mainly due to the shift of the melting peak towards lower 
temperatures and to a lower degree by an increase in the 
recrystallization temperature. However, the recrystallization 
peak for this powder is close to the one observed for virgin 
powder, which should enable simple processing. For powders 
treated with phenylphosphonic acid, a less pronounced shift of 
the melt peak towards lower temperatures can also be 
observed, whereas the onset of the recrystallization is elevated 
to 156.5°C, which is a considerable increase when compared 

 

Fig. 5. Thermograms of investigated powders for dynamic DSC 
measurements at 10 K/min heating and cooling rate. Depicted hydrolysis 

conditions are the ones that yield melt rheological behaviour closest to virgin 
material. 

Jochen Schmidt / Procedia CIRP 00 (2020) 000–000 5 
 
 
 

 
 

Fig. 6. Isothermal crystallisation time for investigated powders at 164°C. 
Depicted hydrolysis conditions are the ones that yield melt rheological 

behaviour closest to virgin material. 
 

to virgin powder with an onset temperature of 151.9°C. 
However, due to the beneficial properties of PA12 and its 
comparatively broad sintering window in general, the treated 
powders still exhibit a thermal window that allows PBF 
processability. 

Furthermore, not only the crystallization temperature but 
also the speed of the advancing crystallization is decisive. To 
evaluate this, isothermal crystallization measurements were 
taken at 164°C and are shown in figure 6. In comparison to 
the used powder, the crystallization for both recycled powders 
investigated advances in a shorter time. While this increase in 
crystallization speed is only minor for gallic acid, which does 
still have a longer crystallization time than virgin powder, the 
reduction for powders hydrolysed in phenylphosphonic acid 
solution is considerable. In consequence, the accelerated 
crystallization, which can be expected shortly after laser 
exposition and therefore in the upmost powder layers of the 
building chamber can be a challenge for PBF processing. 

 
4. Conclusion 

 
It has been shown that it is possible to restore melt 

rheological properties of previously processed PA12 laser 
sinter powder by acid catalysed hydrolysis. Gallic and 
phenylphosphonic acid enable the recovery of the polymers 
rheological behaviour during the low shear stress conditions 
associated with the PBF processing, while phenylphosphonic 
acid allows for a treatment that mostly maintains the colour of 
the polymer. In either case the sinter window of the recycled 
powder shrinks. For phenylphosphonic acid, the isothermal 
crystallisation kinetic is accelerated, while the treatment with 
gallic acid only leads to a minor reduction in crystallisation 
time when compared to used powder. Studies on the PBF 
processability of the recycled powders will be subject to 
future work. 
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Fig. 3. Zero shear viscosity of polymer powders hydrolysed for 24 hours at 

125°C with different acids and pH values. Initial state of used powder before 
hydrolysis and virgin material properties are given by the dotted and dashed 

line. 
 

Figure 3 shows the pH dependency of the zero shear melt 
viscosity of used PA12 powder hydrolysed for one day at 
125°C for all acids utilized. Analogous to the measurements 
with varying temperatures, it can be seen for all measurement 
series that there is a range in which the melt viscosity 
increases rather than declines. This effect is most pronounced 
for gallic acid between pH 2.9 and 3.3, whereas 
phenylphosphonic acid exhibits a broader range of pH 2.75 to 
3.75 in which the hydrolysis results in an increased zero shear 
viscosity that is independent of the acid concentration within 
this range. By further increasing the concentration and 
therefore lowering the pH, a rapidly declining melt viscosity 
can be observed. It is possible to reduce the zero shear 
viscosity to the virgin powder level for both gallic and 
phenylphosphonic acid at a pH of 2.0 and 1.75, respectively. 
Ascorbic acid shows a slight reduction in viscosity at pH 3.5 
and above and an increase towards lower pH values. A further 
reduction below pH 2.9 leads to the destruction of the  
polymer material. Rheological measurements for these 
powders have been omitted due to strong discolouration of the 
polymer and odour development during melting. 

The excessive degradation of the ascorbic acid treated 
polymer is also noticeable in results obtained from optical 
spectroscopy depicted in figure 4. Even for comparably mild 
conditions with a pH of 3.3, the reflectance of the powder 
declines significantly. For reasons of clarity, values for 
powders treated with ascorbic acid at lower pH values are not 
depicted, however these show a further deteriorating 
reflection behaviour. While it is possible to reach rheological 
characteristics comparable to those of the virgin polymer by 
gallic acid catalysed hydrolysis the optical properties of the 
treated powders are dissatisfactory. However, the perception 
of colour for the powders treated in experiments with 
phenylphosphonic acid is only slightly tinted due to a lower 
reflection of light among the lower wavelength of the visible 
spectrum. 

As third criterion, the thermal properties of the powders 
that yield the most advantageous rheological behaviour have 
been investigated. The thermograms for virgin, used and 

Fig. 4. Reflectance of light in the visible spectrum for used powder before 
and after hydrolysis. Depicted hydrolysis conditions are the ones that yield 

melt rheological behaviour closest to virgin material. 
 

recycled powders are depicted in figure 5. The most important 
thermal property of a PBF polymer material is its sinter 
window, which is defined as the range between the onset of 
the melting and the onset of the crystallization measured by 
DSC. A broad sintering window allows for a wide operational 
range during processing. While a high machine temperature 
may lead to the sintering in unsolicited parts of the powder 
bed, a temperature too low can lead to warpage or curling and 
consequently the abortion of the building process. In the case 
of gallic acid treated powders, the sinter window is reduced 
mainly due to the shift of the melting peak towards lower 
temperatures and to a lower degree by an increase in the 
recrystallization temperature. However, the recrystallization 
peak for this powder is close to the one observed for virgin 
powder, which should enable simple processing. For powders 
treated with phenylphosphonic acid, a less pronounced shift of 
the melt peak towards lower temperatures can also be 
observed, whereas the onset of the recrystallization is elevated 
to 156.5°C, which is a considerable increase when compared 

 

Fig. 5. Thermograms of investigated powders for dynamic DSC 
measurements at 10 K/min heating and cooling rate. Depicted hydrolysis 

conditions are the ones that yield melt rheological behaviour closest to virgin 
material. 
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Fig. 6. Isothermal crystallisation time for investigated powders at 164°C. 
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to virgin powder with an onset temperature of 151.9°C. 
However, due to the beneficial properties of PA12 and its 
comparatively broad sintering window in general, the treated 
powders still exhibit a thermal window that allows PBF 
processability. 

Furthermore, not only the crystallization temperature but 
also the speed of the advancing crystallization is decisive. To 
evaluate this, isothermal crystallization measurements were 
taken at 164°C and are shown in figure 6. In comparison to 
the used powder, the crystallization for both recycled powders 
investigated advances in a shorter time. While this increase in 
crystallization speed is only minor for gallic acid, which does 
still have a longer crystallization time than virgin powder, the 
reduction for powders hydrolysed in phenylphosphonic acid 
solution is considerable. In consequence, the accelerated 
crystallization, which can be expected shortly after laser 
exposition and therefore in the upmost powder layers of the 
building chamber can be a challenge for PBF processing. 

 
4. Conclusion 

 
It has been shown that it is possible to restore melt 

rheological properties of previously processed PA12 laser 
sinter powder by acid catalysed hydrolysis. Gallic and 
phenylphosphonic acid enable the recovery of the polymers 
rheological behaviour during the low shear stress conditions 
associated with the PBF processing, while phenylphosphonic 
acid allows for a treatment that mostly maintains the colour of 
the polymer. In either case the sinter window of the recycled 
powder shrinks. For phenylphosphonic acid, the isothermal 
crystallisation kinetic is accelerated, while the treatment with 
gallic acid only leads to a minor reduction in crystallisation 
time when compared to used powder. Studies on the PBF 
processability of the recycled powders will be subject to 
future work. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Introduction 

Laser powder bed fusion (PBF-LB/P, according to 
ISO/ASTM DIS 52900:2018) has become an important 
prototyping and manufacturing technique over the last years  
[1]. Extending the variety of polymer powder feedstock 
materials is an important step to unlock PBF-LB/P`s potentials 
for industrial applications [2], e.g. in fields of aerospace and 
automotive. Developing new materials, however, is 
challenging, due to the complex processing conditions during 
PBF-LB/P [3]. Additivation of polymer powders with 
nanomaterials for PBF-LB/P has proven to be a versatile 
approach for enhancing the powder processability and to 

introduce new part properties and functionalization [4–7]. A 
high dispersion and homogeneous distribution of nanoparticles 
in/on the polymer matrix poses a key feature for the fabrication 
of nanoparticle-composites, but cannot be reached easily by 
conventional additivation methods like dry coating [8–10]. 
Colloidal additivation can overcome this challenge and can 
lead to extraordinary dispersion of nanoparticles on the 
polymer surface [11–13]. Nanoparticles are generated by 
flexible and scalable laser synthesis and processing of colloids 
(LSPC) [14] in aqueous solution and adsorbed onto the 
polymer surface by pH-controlled mixing with the polymer 
powder, followed by filtration and drying. This process is also 
well known for fabrication of heterogeneous catalysts [15–17] 
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Introduction 

Laser powder bed fusion (PBF-LB/P, according to 
ISO/ASTM DIS 52900:2018) has become an important 
prototyping and manufacturing technique over the last years  
[1]. Extending the variety of polymer powder feedstock 
materials is an important step to unlock PBF-LB/P`s potentials 
for industrial applications [2], e.g. in fields of aerospace and 
automotive. Developing new materials, however, is 
challenging, due to the complex processing conditions during 
PBF-LB/P [3]. Additivation of polymer powders with 
nanomaterials for PBF-LB/P has proven to be a versatile 
approach for enhancing the powder processability and to 

introduce new part properties and functionalization [4–7]. A 
high dispersion and homogeneous distribution of nanoparticles 
in/on the polymer matrix poses a key feature for the fabrication 
of nanoparticle-composites, but cannot be reached easily by 
conventional additivation methods like dry coating [8–10]. 
Colloidal additivation can overcome this challenge and can 
lead to extraordinary dispersion of nanoparticles on the 
polymer surface [11–13]. Nanoparticles are generated by 
flexible and scalable laser synthesis and processing of colloids 
(LSPC) [14] in aqueous solution and adsorbed onto the 
polymer surface by pH-controlled mixing with the polymer 
powder, followed by filtration and drying. This process is also 
well known for fabrication of heterogeneous catalysts [15–17] 
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and additivation of steel powders for additive manufacturing 
[18,19].  

In order to generate sufficient amounts of nanoparticle-
polymer composite powders for statistically validated PBF-
LB/P experiments and process developments (> 3 kg), 
upscaling of the colloidal additivation process is of central 
importance. Hence, laser-generated nanoparticles in the gram-
scale will be needed for each experiment, e.g. 3 g of colloidal 
nanoparticles are necessary to fabricate 3 kg of polymer 
composite powder with 0.1 wt% loading. The scalability of 
laser synthesis, namely the employed technique laser ablation 
in liquids (LAL), can be achieved by using a flow chamber 
setup in combination with high power, high repetition rate 
lasers and advanced scanning strategies [20] to result in a 
productivity of more than 1 g/h. Since the colloidal additivation 
of polymer powders is governed by colloidal stability and is 
therefore dependent on the interplay of particle concentration, 
electrostatic forces and mixing conditions [11,13], upscaling 
requires precise control of these parameters.  

Our study focuses on upscaling of colloidal additivation 
towards kg-scale for fundamental PBF-LB/P studies and the 
influence of different upscaling strategies on the overall 
process duration as well as on the reproducibility and quality 
of the composite powders. Examples will be given for the PA12 
(Evonik Vestosint 1115) and TPU (AM POLYMERS Rolaserit 
PB01) polymer powders decorated with silver nanoparticles as 
model systems, since optical powder analysis can be used on 
the surface plasmon resonance (SPR) peak to investigate the 
dispersion quantity and quality of nanoparticles on the polymer 
surface [13].  

Strategies for upscaling 

The process of colloidal additivation can be divided into five 
steps. LSPC, mixing, and filtration represent the “liquid part” 
in which the nanoparticle adsorption onto the powder takes 
place, whereas drying and sifting represent the “dry part”. A 
long duration for a specific process step, however, does not 
automatically mean that it is labor intensive, e.g. compared to 
the liquid part, the dry part requires a relatively small number 
of man-hours, although it makes up most of the overall process 
duration (Figure 1). Moreover, process duration and man-hours 
required for drying and sifting of a specific amount of polymer 
powder are independent of the individual batch size. However, 
several parameters with high influence on the liquid part and 
the overall process duration can be identified. For a certain 
mass of composite powder, the nanoparticle load governs the 
LSPC process duration. The higher the targeted nanoparticle 
load (wt%), the more nanoparticles are needed and the longer 
lasts the LSPC process. With increasing batch size, process 
duration of colloidal additivation decreases, because fewer 
batches are necessary for the same powder mass, resulting in 
fewer cleaning and preparation cycles (Figure 1a). For 
example, batches with 50 g each result in a total process 
duration of 11 hours for the liquid part, corresponding to 12 
man-hours for preparation and operating the setup, whereas 
mixing in a 1 kg batch reduces the process duration and the 
required man-hours in the liquid part to 3 h and 4 h, 
respectively.  

 
 

 

Fig. 1. Processing steps (liquid part and dry part) for colloidal additivation. 
Share of each process step on (a) the overall process duration and on (b) the 
required man-hours. The example is given for processing of 1 kg of polymer 

powder with 0.1 wt% of nanoparticles for different powder batch sizes 
compared to continuous processing. Fluid volumes scale linearly with the 
polymer amount and range from 1 l to 20 l for batch sizes of 50 g to 1 kg. 

Either the colloid can be collected during LSPC and mixed 
with the polymer afterwards (Figure 2a), or a semi-continuous 
process can be established to support the nanoparticles on the 
polymer in parallel to LSPC (Figure 2b). In both cases stirring 
of the suspension is required for 60 minutes after adding the 
last portion of colloid to ensure complete mixing and high 
supporting efficiency (depending on the stirring conditions and 
material system).  

 

 

Fig. 2. Different procedures for upscaling towards 1 kg of polymer powder at 
0.1 wt% of silver. (a) Batch wise and (b) Semi-continuous colloidal 
additivation in a stirred-tank reactor (1 kg batch) and (c) continuous 

processing with a static mixer. 
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Up-scaling of a stirred-tank process always needs adaption 
of the stirring conditions (geometry and rotation speed) for 
turbulent flow (high Reynolds number Re) and fast mixing to 
minimize the size of single fluid elements and to shorten the 
necessary diffusion length between polymer and nanoparticle. 
In order to decrease the mixing time and increase the process 
control, a static mixer can be utilized instead of a stirred-tank 
reactor. This also enables shortening the overall process 
duration (Figure 2c) by fully continuous operation of LSPC, 
mixing/supporting and filtration in parallel. Variation of 
reactor geometry and volume flow would also require further 
adaption to the colloidal additivation process for various 
nanoparticle-polymer systems and nanoparticle loadings. As a 
disadvantage, the more complex setup for continuous 
processing might not be useful for small batch fabrication with 
just a few grams of material.  

Results and discussion 

1.1. Batch wise colloidal additivation in a stirred-tank reactor 

100 g batches in a stirred-tank reactor are the first step 
towards upscaling, since it delivers a sufficient amount for 
powder characterization, e.g. measurement of Hausner ratio, 
powder spreading tests on a PBF-LB/P machine or for first 
PBF-LB/P experiments.  

As it was shown for silver nanoparticles on commercial 
PA12 powder (Evonik Vestosint 1115), the dispersion of PA12 
powder in water induces a significant decrease in pH (buffer 
effect) during colloidal additivation in a stirred-tank reactor 
[13]. The longer the mixing duration and residence time, the 
lower the pH value of the suspension. This will affect the 
colloidal stability and the adsorption process. Moreover, 
different polymer-nanoparticle systems require different 
procedures for pH adjustment to perform colloidal additivation. 
Whereas the used PA12 powder comes with an intrinsic pH 
shift caused by the buffer effect, the TPU powder (AM 
POLYMERS Rolaserit PB01) does not change the pH of the 
suspension and needs external pH adjustment for successful 
colloidal additivation with silver nanoparticles [11]. If further 
pH-adjustment is needed during mixing, stirring conditions 
become even more important, because a long stirring time at a 
low pH close to the isoelectric point increases the probability 
for aggregation of the nanoparticles. This is not an issue for 
small batches of up to 100 g, where the mixing time for 
complete supporting of the nanoparticles on the polymer is still 
in the range of minutes to reach high supporting efficiency, as 
it is shown in Figure 3 for TPU microparticles additivated with 
silver nanoparticles. After stirring for 15 minutes under 
constant shifting of the pH by addition of hydrochloride acid 
(1 ml/min of 1 mol/l, total volume: 5 ml), the surface plasmon 
resonance (SPR) peak intensity of the permeate completely 
vanishes (Figure 3a), corresponding to a reproducible 
supporting efficiency of 99.80 ± 0.12 %. This is confirmed by 
UV-Vis absorption analysis of the powder (Figure 3c). The 
SPR peak of silver was successfully transferred to the polymer 
powder (Figure 3b) and the SPR peak position only slightly 
changes for upscaling from 1 g to 50 g or 100 g batches (Figure 
3d). However, 100 g batches show a 20 % reduced SPR peak 
absorption with higher fluctuations, indicated by larger error 

bars. The influence of long mixing time becomes even more 
obvious when increasing the batch size to 1 kg of TPU powder. 
As expected, this results in much longer stirring time and a 
higher risk for complete aggregation of silver and loss of 
plasmonic properties of the powder (Figure 3c,d). After 60 
minutes of stirring, the supporting efficiency is reduced and 
powder and permeates tend to a green/grey color, instead of 
yellow color of non-aggregated Ag nanoparticles. Although 
this issue might be less pronounced for PA12-Ag, which does 
not need external pH adjustment and is a more robust system 
with less degree of freedom, these experiments highlight the 
potential problems during upscaling in a stirred-tank. 
 

 

Fig. 3. (a) UV-Vis absorbance spectra of a silver colloid and the permeate 
before/after colloidal additivation in a 100 g batch of TPU, (b) exemplary 

powders, (c) absorption spectra of the functionalized powders made in 
different batch sizes and (d) corresponding SPR peak intensity (F(R) 

absorption) and SPR peak wavelength. For the 1 kg batches, permeates come 
with high instability, which makes exact determination of supporting 

efficiency impossible 

1.2. Continuous colloidal additivation with a static mixer 

In order to shorten the mixing time and increase the process 
control, a static mixer can be utilized instead of a stirred-tank 
reactor for larger batch sizes. It also enables shortening the 
overall process duration as it was shown in Figure 2c by fully 
continuous operation of LSPC, mixing/supporting and 
filtration in parallel. To prove the concept for continuous 
colloidal additivation, a static mixer cascade was constructed 
based on the requirements regarding the necessary residence 
time as well as the polymer powder and nanoparticle 
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concentrations given for the PA12-silver-system [13]. 2 m of 
tubing (inner diameter 13 mm) were mounted on a base plate 
and filled with static mixer elements (ESSKA, PTFE elements) 
to create a static mixer with a total volume of 350 ml (Figure 
4a,b). The volume flow of the colloid (c = 50 mg/l) and the 
microparticle suspension (c = 50 g/l) were both 250 ml/min. 
Operating at a total volume flow rate of 500 ml/min, equivalent 
to an average residence time of 40 s. The laser-generated silver 
colloid and the polymer suspension were stored in reservoirs of 
2 l, which were refilled regularly. With respect to the previous 
experiments and under assumption of good mixing quality, a 
dwell time of 40 s is expected to achieve at least 90 % of 
supporting efficiency [13]. After the whole tubing was filled 
with suspension, samples of the suspension at the output of the 
static mixer cascade were taken every 2 minutes and directly 
filtered to allow calculations of supporting efficiency from the 
remaining SPR peak intensity of the permeate. The process 
runs for ten minutes in total and the complete product 
suspension was filtered directly at the output of the mixer.  

 

 

Fig. 4. (a) Image of the static mixer setup. (b) Schematic illustration of the 
used set-up operating with one sucking pump and (c) illustration of the 

proposed additivation system with two pumps, one of them directly attached 
to the LAL setup with further potential for fully automated continuous 

colloidal additivation of nanoparticles on polymer powders. 

As expected, the SPR peak intensity of the permeate 
decreases significantly compared to the educt colloid and the 
supporting efficiency is constantly between 90 and 95 % 
throughout the process (Figure 5a). After filtration and drying, 
the homogeneously yellow-colored powders were investigated 
by diffuse reflectance spectroscopy, where a pronounced SPR 
peak can be observed (Figure 5b). The intensity at the SPR peak 
as a function of time in Figure 5b confirms only minor 
fluctuations and a steady state of the process. The SPR peak 
position at around 400 nm and the SPR intensity are similar to 
batch-wise processed silver-functionalized PA12 powder [12]. 
Compared to TPU powder, the SPR peak position is blue-
shifted by 10-15 nm, indicating an even better dispersion of the 
nanoparticles on the PA12. Within 10 min a total liquid volume 
of 5 l flowed through the setup, equivalent to a productivity of 
750 g/h (3 kg in 4 h), proving the concept of downstream 

colloidal supporting. To increase productivity to an even higher 
extend, the volume flow rate and the length of the static mixer 
could be increased, resulting in a similar residence time but a 
more intense mixing. An increase of the reactor diameter is also 
an option but comes with decreasing velocity and therefore a 
less turbulent flux (lower Re), which should be avoided to 
ensure good mixing quality at the given residence time [21].  

In future studies, the setup schematically illustrated in 
Figure 4c directly attached to a LSPC setup could allow even 
better control over the separate volume flows, for example to 
allow adjustment of pH values and nanoparticle load. Inline 
process monitoring, e.g. UV-Vis spectrometer, flowmeter, and 
pH-meter would allow full automatization and further increase 
of productivity and process stability. In order to influence the 
nanoparticle size, the setup could further be extended with 
inline centrifugation of the colloids before entering the static 
mixer [22].  

 

 

Fig. 5. (a) Supporting efficiency as a function of process duration during 
continuous colloidal supporting of colloidal nanoparticles on polymer 
powders with a static mixer at a volume flow rate of 500 ml/min and a 
powder throughput of 750 g/h (0.1 wt% silver). The inset shows dried 

functionalized powders collected during the process. (b) Exemplary F(R) 
absorption spectra of a functionalized powder and corresponding SPR peak 

absorption as a function of process duration. 

1.3. Nanoparticle dispersion and powder processability 

Colloidal additivated powders were sifted (125 µm) after 
drying. In addition, TPU powder was additivated with a flow 
aid (0.4 wt%, AM POLYMERS AC1) to enhance flowability. 
The functionalized powders showed a Hausner ratio of 1.14 
(TPU-Ag with flow aid) and 1.13 (PA12-Ag) according to VDI 
3405 sheet 1.1 norm, with matches the Hausner ratio of the base 
polymer powders without silver nanoparticle additivation 
(Table 1). Finally, both feedstock materials were successfully 
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processed through PBF-LB/P. TPU-Ag was processed on a 
diode laser machine (Sintratec S1, λ = 445 nm, more 
information in Table 2), whereas PA12 powder was processed 
on a Sharebot Snowwhite (λ = 10.6 µm, layer height of 
300 µm, building platform temperature of 192 °C). An 
overview of the materials and resulting parts is given in Figure 
6. The preservation of the yellow color caused by the SPR of 
silver nanoparticles proves the outstanding nano-dispersion of 
silver along the whole process chain, which is the key feature 
of colloidal additivation and is also supported by TEM images 
of the final PA12 part (inset Figure 6f) 

 

Table 1. Hausner ratio of the silver functionalized powders (0.01 vol%) 
compared to the powders without silver functionalization. 

 Hausner ratio 

TPU + flow aid 1,20 

TPU-Ag + flow aid 1,14 

PA12 1,15 

PA12-Ag 1,13 

 

 

Fig. 6. Conservation of the surface plasmon resonance along the process 
chain for colloidal additivation of PA12 and TPU powders with silver 

nanoparticles, indicated by its characteristic yellow color. (a) Laser-generated 
silver colloid, (b) silver additivated PA12 powder, (c) test structures built 

from PA12-Ag powder by CO2-laser PBF-LB/P and (d) TPU powder with (e) 
corresponding TPU-Ag test structures built by diode laser PBF-LB/P, 

exploiting the enhanced powder absorption by the plasmon resonance at the 
diode laser wavelength of 445 nm. (f) Absorption measurement of printed 

parts with the inset showing a TEM image of a sliced PA12 part. 

Table 2. Parameters for diode laser PBF of silver functionalized TPU powder 
with a silver nanoparticle loading of 0.01 vol%.  

 Powder bed 
temperature 
[°C] 

Laser 
power 
[W] 

Hatch 
distance 
[mm] 

Scan 
speed 
[mm/s] 

Volume 
energy 
density 
[J/mm³] 

Sintratec S1 

(445 nm laser) 

94 2 0.05 200 2.0 

Conclusion 

In conclusion, the process of colloidal additivation of 
nanoparticles on polymer powders was successfully scaled-up 
towards kg-scale. Since drying and sifting are relatively easy to 
scale to kg/day, the liquid-phase processing is identified as the 
current bottleneck with highest optimizing potential to reduce 
the amount of man-hours/kg. For small batch sizes of up to 
100 g of functionalized powder, a batch process in a stirred-
tank reactor is a feasible method, whereas a continuous 
processing with a static mixer leads to high throughput in the 
kg-scale, which is necessary for using the nanoparticle-
functionalized power for PBF-LB/P part fabrications. Besides, 
along the whole process chain, nanoparticle properties are 
preserved. Whilst productivity is enhanced by this continuous 
approach, process control could profit from it as well. The fast 
mixing and narrow residence time distribution of a static mixer 
could enable precise control over nanoparticle adsorption and 
dispersion on the polymer particle surface by fine tuning pH 
values, volume flow rates and concentrations of the mixed 
fluids. Nanoparticles could be supported just a few seconds 
after LSPC under constant conditions. Encouraged by the 
results presented here, future studies should focus on process 
optimization and investigation of the deposition yield, kinetics 
and nanoparticle dispersion in steady state conditions for 
various polymer-nanoparticle systems. Through 
automatization, this continuous colloidal additivation approach 
has high potential to meet the needs for upscaling towards the 
multi-kg and thus increasing the technology readiness level 
(TRL), which is a common measure for evaluation of the 
technology development status [23] and was demonstrated by 
Maurer et al. for laser-based nanoparticle-polymer composite 
fabrication [24]. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

The resolution of complex parts produced by laser powder bed fusion of polymers (PBF-LB/P) is defined significantly by the shape and size 
distribution of the feedstock powder. Its analysis is usually performed by optical measurement systems such as laser diffraction or image analysis. 
In this study, the most relevant particle size parameters will be extracted from a set of different measuring methods, as well as the Hausner ratio 
and finally discussed regarding safe and successful processability. Extracted data include the sphericity, fine fraction, volume- and number-
weighted diameter distributions, and statistical significance analysis, including comparison of PA12 and carbon-black-additivated PA12. The 
presented results should give researchers a first impression about the suitability of polymer powders for PBF-LB/P, based on powder feedstock 
characterization.  
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1. Introduction 

The ability to create fine structures and precise geometries 
with a resolution close to the feedstock powder particle sizes is 
one of the advantages of laser powder bed fusion of polymers 
(PBF-LB/P) [1,2]. Through a layer by layer principle, three-
dimensional structures can be created without the need of 
subtractive machining [3]. Besides important thermal and 
optical material properties, the particle shape and its 
distribution affects the powder processability, specifically the 
recoating process during powder application, and thus influence 
the quality and performance of the produced parts [4–8].  

As a first estimation of the provided powder quality (VDI 
3405 Part 1.1), datasheets of powder manufacturer typically 
provide the quantile particle diameters x10,3, x50,3, and x90,3 of 
the cumulative volume-weighted size distribution (Q3). In this 

arrangement, larger particles have a more significant impact on 
the distribution than small ones [9]. However, a high amount of 
finer particles increases the cohesion among the powder 
particles [6,10], which impairs the powder flowability and thus 
the powder application during PBF-LB/P [11–13]. 
Consequently, the cumulative number-weighted particle size 
distribution (Q0) needs to be addressed as well, where every 
particle is equally weighted relative to the total number of 
particles [14,15].  

Being able to evaluate small particles also allows the 
examination of particle sizes smaller than 10 µm, which are 
inhalable and thus can affect the circulatory system of heart and 
lungs of the human body [16–19]. However, round particles can 
be more easily removed by alveolar macrophages through 
phagocytosis than fibrous particles which exhibit an increased 
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provide the quantile particle diameters x10,3, x50,3, and x90,3 of 
the cumulative volume-weighted size distribution (Q3). In this 
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the distribution than small ones [9]. However, a high amount of 
finer particles increases the cohesion among the powder 
particles [6,10], which impairs the powder flowability and thus 
the powder application during PBF-LB/P [11–13]. 
Consequently, the cumulative number-weighted particle size 
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Being able to evaluate small particles also allows the 
examination of particle sizes smaller than 10 µm, which are 
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be more easily removed by alveolar macrophages through 
phagocytosis than fibrous particles which exhibit an increased 
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length in one dimension [20,21]. These conditions of particle 
size and shape also apply for polymer particles [22,23]. 

The particle morphology is not only relevant regarding 
human health but also important for the spreadability of the 
powder by the coater in a PBF-LB/P machine. Typically, 
spherical or potato shapes are considered the most suitable 
forms for PBF-LB/P powders due to their achievable high 
powder density and good flowability [6,14,24–28]. Up to now, 
there is still a lack of measuring systems to accurately examine 
the spreadability of PBF-LB/P powders in such a way to 
emulate the recoating mechanisms under realistic process 
conditions [12,29]. Currently, most instruments rely on 
measuring the flowability of loose powders at room 
temperature (e.g. angle of repose, powder rheometer, revolution 
powder analyzer, bulk and tapped volume [6,12,30]). Despite 
its simplicity, one of the most commonly used technique is the 
empirical calculation of a flow index via the Hausner ratio 𝐻𝐻𝐻𝐻𝑅𝑅𝑅𝑅. 
The main advantages are the fast procedure and its high 
reproducibility for thermoplastic powders even among different 
work spaces and operators [6,31,32]. Modified annular ring 
shear cells, which can determine the flowability under high 
temperatures, show the potential to replace the Hausner ratio 
measurement [33–35]. However, ring shear test measurements 
are more time consuming and the powder is not recyclable 
afterwards due to thermal aging. The spreading process of the 
ring shear cell still doesn’t replicate the recoating process of 
PBF-LB/P, but comes closer to it than any other method so far.  

Frequently used methods for particle analysis are laser 
diffraction measurements (ISO 8130-13) [36–40] as well as 
static (ISO 13322-1) [41–45] and dynamic image analysis (ISO 
13322-2) [45–48]. Depending on the utilized particle size 
analysis method, the obtained results may show large 
discrepancies due to different physical measuring principles 
and mathematical calculations [49].  

Among the vast amount of available particle analysis 
techniques, this study aims to provide an overview of the effect 
of different measuring principles on the results of examined 
powder particles and which parameters are important for a first 
assessment of the suitability of polymer powders for PBF-
LB/P. 

 
Nomenclature 

CB    carbon black  
LM   light microscopy 
PA12   polyamide 12 
PBF-LB/P  laser powder bed fusion of polymers 
Q0/3 cumulative particle distribution, weighted by 

number (0) or volume (3) of particles 
rpm   rounds per minute 
SEM   scanning electron microscopy 
𝑥𝑥𝑥𝑥𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎  particle diameter calculated by the area of a 

particle, assuming a spherical shape 
𝑥𝑥𝑥𝑥𝐹𝐹𝐹𝐹𝑎𝑎𝑎𝑎 𝑚𝑚𝑚𝑚𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚    longest Feret diameter of a particle 

 
 
 

2. Materials and methods 

Polyamide 12 powders (PA12; Evonik Vestosint 1115) were 
used for the particle analyses. To evaluate the effect of 
adhesion of additives on the particle morphology and size, 
1 wt% Carbon Black (CB; Origin “Lamp Black”) were added 
to the surface of the PA12 powders through mechanical mixing 
(milling with 50 g steel balls at a rotation speed of 60 rpm for 
2 h).  

Automated analyses via static laser diffraction were 
conducted in air and in a wet state (Sympatec HELOS equipped 
with RODOS and SUCELL), based on 𝑥𝑥𝑥𝑥𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎. In the wet state, 
20 mg of polymer particles were dispersed in water by 
ultrasonic treatment. In air, the analysis required at least 200 g 
of powder for measurements. The range of detectable particles 
was between 0.5/0.9 µm and 175 µm.  

For the dynamic image analysis, a few grams of PA12 
powder, which corresponds to approximately 500,000 
detectable particles, were analyzed via the Camsizer X2 with 
compressed air of 50 kPa through the X-Jet extension to get rid 
of possible agglomerations. The range of detection went from 
0.8 µm to 8 mm. The system allowed the simultaneous 
measurement of number- and volume-weighted particle size 
distributions using a two-camera system. Respectively, the 
particle diameter 𝑥𝑥𝑥𝑥𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎  and the longest Feret diameter 𝑥𝑥𝑥𝑥𝐹𝐹𝐹𝐹𝑎𝑎𝑎𝑎 𝑚𝑚𝑚𝑚𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚 
have been recorded for comparison between the different 
particle analysis methods. The sphericity (ISO 9276-6) was 
calculated by using volume-weighted data and was based on 
the measurements of 𝑥𝑥𝑥𝑥𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎.  

Approximately 1000 PA12 powder particles were analyzed 
by light microscopy at 20-fold magnification (one pixel 
corresponds to 0.33 µm) by applying a single powder layer on 
a microscope slide. The ImageJ plugin ParticleSizer [50,51] 
has been used for the semi-automatized particle size (𝑥𝑥𝑥𝑥𝐹𝐹𝐹𝐹𝑎𝑎𝑎𝑎 𝑚𝑚𝑚𝑚𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚) 
measurements and all images were checked manually on 
misinterpretation of agglomerated particles. 

SEM images were taken after applying a powder layer on an 
adhesive carbon tape and removing loose powder particles. A 
3 nm layer of platinum was sputtered on the powder layer. 
Images (one pixel corresponds to 9.93 µm) of about 100 PA12 
powder particles were analyzed manually (𝑥𝑥𝑥𝑥𝐹𝐹𝐹𝐹𝑎𝑎𝑎𝑎 𝑚𝑚𝑚𝑚𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚), since the 
contrast was not suitable for automated analysis. 

In order to get an impression of the general flowability of 
the powder, the Hausner ratio 𝐻𝐻𝐻𝐻𝑅𝑅𝑅𝑅 was measured according to 
VDI 3405 Part 1.1 with a 100 mL plastic measuring cylinder. 
The procedure was repeated five times for the same powder for 
statistical analysis. For maintaining the same prerequisites, the 
powders have been analyzed as received within a short time 
span by the same operator.  

For the statistical evaluation of available datasets, analyses 
of significance (𝑝𝑝𝑝𝑝 ≤ 0.05) have been conducted. 
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3. Results and discussion 

When considering a typical powder layer in PBF-LB/P of 
100 µm, firstly, the median value (x50,3) should be represented 
by at least two particles [52]. Assuming perfectly spherical 
particles, an x50,3 value of around 50 – 59 µm should be ideal 
considering stacking two particles on each other (worst case) 
and an optimal dense powder layer (best case) in z-direction of 
the powder bed (Fig. 1). The radius of the best case was 
calculated by (1):  

2𝑟𝑟𝑟𝑟 + 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 45° ∙ 2𝑟𝑟𝑟𝑟 = 100 µm (1) 

Secondly, at least 90 % of the particles (x90,3) should 
measure less than 100 µm in size to ensure that one particle 
doesn’t exceed the typical layer height and thus parts with 
lower accuracy and resolution are produced [6].  

 

Fig. 1. A layer of 100 µm, achieved by (a) stacking two 50 µm particles onto 
each other and (b) by close-packing of equal spheres, but with larger 

diameter; displayed as two-dimensional images. 

For all particle measurements it is important to know which 
kind of particle diameter they are based on. The differences 
between particle diameters measured by laser diffraction and 
image analysis can be clearly distinguished for PA12 in 
Fig. 2 a.  

Despite the wider availability of static image analysis 
systems, the amount of analyzable particles is much smaller 
than with dynamic image analysis and thus comes with weaker 
statistics. LM and SEM would declare the analyzed powder as 
suitable for PBF-LB/P when considering only the second 
criterion, as they show an x50,3 value of 72 µm with LM and 
74 µm with SEM, while their x90,3 values are at 92 µm. 
Accordingly, dynamic image analysis of 𝑥𝑥𝑥𝑥𝐹𝐹𝐹𝐹𝑎𝑎𝑎𝑎 𝑚𝑚𝑚𝑚𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚  display an 
x50,3 value of 67 µm and an x90,3 value of 91 µm.  

SEM, LM and Camsizer measurements coincide, among a 
few outliers, at the important particle quantiles. The 
overestimation of certain particle sizes can be explained by 
existing agglomerated particles, which cannot be completely 
avoided in the microscopic setups. Especially small polymer 
particles below 40 µm are underestimated due to 
agglomeration and adhesion on larger particles. Nevertheless, 
the relatively large overlap between the results of the automatic 
dynamic image analysis and the microscopic methods proves 
that the manual or semi-automatized measurement is feasible 
to represent our powder batch. However, determining only the 
Feret diameter would not be sufficient to define the shape of 
particles, since it only depicts one size.  

Automatic analysis methods (dynamic image analysis and 
laser diffraction), which base their calculations of particle sizes 
on 𝑥𝑥𝑥𝑥𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎  can examine higher amounts of powder in a short 
time, leading to better statistics. In this regard, Camsizer 
measurements exhibit an x50,3 of 59 µm and an x90,3 of 77 µm. 
Meanwhile, laser diffraction measurements in air result in an 

x50,3 of 58 µm and an x90,3 of 89 µm. Surprisingly, 
measurements in water deliver larger particle sizes with an x50,3 
of 61 µm and an x90,3 of 108 µm, even though particles were 
dispersed in water by ultrasound. The particles seem to be less 
dispersed in water than in air due to a possible lack of wetting 
of smaller particles, resulting in agglomerations. 
Measurements in Ethanol instead of water could improve the 
accuracy of the results. Only the Camsizer and laser diffraction 
measurements in air would declare the analyzed powder as 
suitable for PBF-LB/P, when considering the aforementioned 
two criteria. While there is a certain agreement at x50,3, the 
cumulative distribution curve measured with dynamic image 
analysis has a steeper slope than the one of static laser 
diffraction (Fig. 2 a, c), which increases the total range of 
measured particle sizes with static laser diffraction.  

The cumulative distribution curves of each method show 
overall similar characteristics in their slope and course. A 
closer look reveals that the dynamic image analysis seems to 
measure a higher amount of smaller particles than the laser 
diffraction and the microscopic methods below 5 % due to their 
different measuring principles (Fig. 2 b, c).  

Furthermore, the curves of 𝑥𝑥𝑥𝑥𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎  and 𝑥𝑥𝑥𝑥𝐹𝐹𝐹𝐹𝑎𝑎𝑎𝑎 𝑚𝑚𝑚𝑚𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚  of the 
dynamic image analysis match below 32 µm, providing useful 
data on the ratio of length to width of the powder particles. An 
overlap of 𝑥𝑥𝑥𝑥𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎  and 𝑥𝑥𝑥𝑥𝐹𝐹𝐹𝐹𝑎𝑎𝑎𝑎 𝑚𝑚𝑚𝑚𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚  data would refer to spherical 
particles, while larger 𝑥𝑥𝑥𝑥𝐹𝐹𝐹𝐹𝑎𝑎𝑎𝑎 𝑚𝑚𝑚𝑚𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚 values would indicate irregular, 
elongated shapes. In our study, this becomes especially 
apparent for particles > 32 µm, where 𝑥𝑥𝑥𝑥𝐹𝐹𝐹𝐹𝑎𝑎𝑎𝑎 𝑚𝑚𝑚𝑚𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚  displays an up 
to 13 µm shift to higher values than 𝑥𝑥𝑥𝑥𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 . This difference 
indicates the potato-shape of the PA12 powders over 32 µm, 
while smaller particles have a more spherical character. 
Analyzing both 𝑥𝑥𝑥𝑥𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎  and 𝑥𝑥𝑥𝑥𝐹𝐹𝐹𝐹𝑎𝑎𝑎𝑎 𝑚𝑚𝑚𝑚𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚  can be useful to estimate the 
overall shape of the particles, depending on how well the 𝑥𝑥𝑥𝑥𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 
and 𝑥𝑥𝑥𝑥𝐹𝐹𝐹𝐹𝑎𝑎𝑎𝑎 𝑚𝑚𝑚𝑚𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚 values coincide.  

 

 

Fig. 2. Comparison of PA12 Vestosint 1115 between the different particle 
diameters (Q3) through various methodologies with (a) the complete particle 
size distribution of every method and their values below x10,3 (b) for 𝑥𝑥𝑥𝑥𝐹𝐹𝐹𝐹𝑎𝑎𝑎𝑎 𝑚𝑚𝑚𝑚𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚 

and (c) for 𝑥𝑥𝑥𝑥𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎. 
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In order to avoid misinterpretations, the particles must have 
a chance to deagglomerate during the analyzing process. 
Applying a powder layer on a microscopic slide or letting 
particles fall down a shaft by gravity are not suitable 
approaches to adequately represent the distribution of powders 
for PBF-LB/P. Analysis methods which base their calculations 
on 𝑥𝑥𝑥𝑥𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎  should be used preferably as first estimation. This 
diameter depicts particles as close to a sphere as possible, 
including their length and width, while others measure only one 
size [53]. This way, particles with different morphologies can 
be compared more easily with a perfect sphere, which is an 
optimal geometrical shape for PBF-LB/P [5,13,54]. Even when 
the particle diameter is the same by definition, each method 
uses its own mathematical calculations and assumptions based 
on different physical processes. Despite similar tendencies and 
characteristics, results of different particle size analysis 
methods can have significant differences, even when the same 
methodology has been applied.  

Accordingly, further investigations of important particle 
parameters were carried out for this study with dynamic image 
analysis (Camsizer X2) and repeated three times for statistical 
analysis. The relevant findings can be transferred to other 
methods analogously. 

To understand how many fine particles (< 10µm) are within 
the powder batch, the typically displayed x10,3 values don’t give 
conclusive results due to the overall particle volume 
outweighing individual particle sizes (Fig. 2 b, c). Instead, the 
analysis of fine particles should be done via the number-
weighted distribution Q0. A certain amount of fine particles 
may even be useful for PBF-LB/P, as they fill the gaps between 
bigger particles and thus lead to denser parts [11,28,55,56]. The 
difference between the volume- and number-weighted 
distributions of the used polymer powders can be seen in 
Fig. 3 a.  

In this study, based on the volume-weighted distribution, 
only 3 % of the PA12 particle diameters are below 10 µm 
(Fig. 3 a). The additivation of 1 wt% CB shows a small effect 
on the volume-weighted particle size distribution with an 
increase of x90,3 from 74.90 ± 1.20 to 78.10 ± 1.31, while the 
other quantile diameters remain within the range of the 
standard deviations (Fig. 3 b).  

 

 

Fig. 3. (a) Distribution curves depicting the difference between the 
cumulative number- and volume-weighted particle size distribution of PA12 

and its additivation with 1 wt% CB, resulting in (b) averaged volume-
weighted particle sizes. The significance levels (𝑝𝑝𝑝𝑝 ≤ 0.05) are depicted with 
an asterisk (*); a declaration of “n.s.” will be used in case of no significant 

differences. 

 
 

On the other hand, when considering the number-weighted 
distribution, 94 % of PA12 particles and 95 % of 
PA12 + 1 wt% CB particles are smaller than 10 µm (Fig. 3 a). 
At the same time, the values of PA12 significantly decrease for 
x10,0 from 2.45 ± 0.10 to 2.10 ± 0.06, for x50,0 from 4.28 ± 0.05 
to 3.80 ± 0.06 and for x90,0 from 8.15 ± 0.19 to 7.57 ± 0.15 due 
to the additivation process of CB through mechanical forces 
during milling (Fig. 4 a). The sphericity below 10 µm for PA12 
is between 0.82 and 0.91, while it lies between 0.79 and 0.89 
for PA12 + 1 wt% CB. These values correlate to ellipsoidal 
particles that can be removed from the respiratory system by 
alveolar macrophages [22,23].  

Next to this, the average sphericity of particles represents an 
important parameter for the spreadability in PBF-LB/P. The 
values should be between 0.79 (potato shape) and 0.99 
(spherical shape) [57,58], while a perfect sphericity of 1 can 
hardly be achieved during powder manufacturing. This 
parameter becomes especially relevant if the good flowability 
of already optimally shaped particles has to be maintained by 
adhesion of additives to their surface. In our study, the particles 
retained their average sphericity of 0.80 by adding 1 wt% of 
CB onto the PA12 particles. 

The particle size evaluations on a microscopic level may 
also macroscopically affect the powder spreadability during the 
recoating process. When combining the resulting data of Q0 
with the 𝐻𝐻𝐻𝐻𝑅𝑅𝑅𝑅, it becomes apparent that the ball milling process 
reduces the particle sizes of PA12 significantly (**; 𝑝𝑝𝑝𝑝 ≤ 0.01) 
by up to 0.5 µm, increasing the 𝐻𝐻𝐻𝐻𝑅𝑅𝑅𝑅 value from 1.10 ± 0.03 to 
1.18 ± 0.02 (Fig. 4). This means that the flowability worsened 
due to an increase in inter-particle cohesion of more available 
smaller particles, which were formed through impact and 
attrition during the ball milling process. Note that Hausner ratio 
can only be a first indication of flowability, but is often 
considered to be inappropriate to predict an accurate PBF-LB/P 
processing behavior [12,59,60]. 
Nevertheless, the overall good flowability (< 1.25) is still 
maintained. Smaller particles don’t per se worsen the 
flowability in such a way that they are not spreadable anymore 
during the recoating process. First PBF-LB/P runs under 
elevated temperatures showed that the recoating process was 
not affected by the addition of 1 wt% CB to the PA12 surface. 

 

 

Fig. 4. (a) The particle diameters (𝑥𝑥𝑥𝑥𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎) of PA12 powders based on the 
number-weighted Q0 and (b) the powder flowability. The significance levels 

(𝑝𝑝𝑝𝑝 ≤ 0.05) are depicted with an asterisk (*); the higher the significant 
difference to the reference, the more asterisks are appointed. 

 

a) b) a) b) 
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4. Conclusion 

The availability of different particle size analysis methods 
can be overwhelming due to a large amount of possible analysis 
options. In this article, we summarized the most important 
parameters for a first on-site evaluation of the suitability of 
feedstock powders for PBF-LB/P.  

Measurements of particle sizes, distributions and shapes 
should be conducted by automated measuring systems (e.g. 
dynamic image analysis and laser diffraction) due to their high 
reproducibility and representativeness for the whole powder 
batch. To break-up agglomerations, particles should be 
analyzed with compressed air or dispersed in an appropriate 
solvent. It is important to clearly indicate which particle 
analysis methodology has been used to avoid 
misinterpretations. Choosing the particle parameter 𝑥𝑥𝑥𝑥𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎  
allows the comparison of spheres with differently shaped 
particles, as it normalizes different particle morphologies to its 
projection surface. Contrary to what is often prescribed by 
powder manufacturers and listed in the VDI 3405 Part 1.1, not 
only the volume- but also the number-weighted distributions 
need to be calculated to have a better understanding of the 
amount and characteristics of fine particles in the powder batch. 
Volume-weighted distributions should be used to extract the 
particle diameters x50,3 and x90,3 as well as the average 
sphericity of the powder particles to give a first indication of 
their ability to form precise layers during the recoating process 
of PBF-LB/P, as it is driven by powder volume. Number-
weighted distributions are essential to indicate the content of 
fine particles (< 10 µm) in the feedstock powder and to 
estimate the effect of additivation processes on the base powder 
properties. Besides the size, the sphericity of fine particles is 
also relevant for occupational safety. In combination with the 
obtained particle properties, determining the Hausner ratio 
should provide a straightforward estimation of the flowability 
of thermoplastics in powder form.  
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 

Procedia CIRP 94 (2020) 122–127

2212-8271 © 2020 The Authors. Published by Elsevier B.V.
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/)
Peer-review under responsibility of the Bayerisches Laserzentrum GmbH
10.1016/j.procir.2020.09.024

© 2020 The Authors. Published by Elsevier B.V. 
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/)
Peer-review under responsibility of the Bayerisches Laserzentrum GmbH

 

Available online at www.sciencedirect.com 

ScienceDirect 
Procedia CIRP 00 (2020) 000–000 

  
     www.elsevier.com/locate/procedia 
   

 

 

 

2212-8271 © 2020 The Authors. Published by Elsevier B.V. 
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/) 
Peer review statement: Peer-review under responsibility of the Bayerisches Laserzentrum GmbH 

11th CIRP Conference on Photonic Technologies [LANE 2020] on September 7-10, 2020 

Investigation of the electrophotographic powder deposition through a 
transfer grid for efficient additive manufacturing 

 Sebastian-Paul Koppa,c,d*, Thomas Stichela,c, Stephan Rotha,c,d, Michael Schmidta-d  
aBayerisches Laserzentrum GmbH (blz), Konrad-Zuse-Straße 2-6, 91052 Erlangen, Germany 

bInstitute of Photonic Technologies (LPT), Friedrich-Alexander-Universität Erlangen-Nürnberg, Konrad-Zuse-Straße 3-5, 91052 Erlangen, Germany 
cCollaborative Research Center (CRC) 814 “Additive Manufacturing”, 91058 Erlangen, Germany 
dErlangen Graduate School in Advanced Optical Technologies (SAOT), 91052 Erlangen, Germany 

 
* Corresponding author. Tel.: +49-9131-97790-27; fax: +49-9131-97790-11. E-mail address: s-p.kopp@blz.org 

Abstract 

Until today, the electrophotographic transfer of toner powders has been applied successfully in common printing technology for many years. 
Utilizing the electrophotographic principle for the transfer of polymer powders in the context of additive manufacturing can give a variety of 
advantages like e.g. the possibility of generating multi-material components or a reduced consumption of powder. 
Here, the multiple depositions of powder particle-layers via electrostatic forces to create 3D objects have turned out to be a major challenge. 
Therefore, a new strategy based on the usage of a grounded transfer grid is examined. Due to its positioning above the generated layers, it makes 
the powder deposition independent of the already produced part height. For improving the particle transfer, geometrical properties of the grid are 
analyzed with respect to their influence on the efficiency of the powder deposition. Here, particular attention is paid to the manipulation of the 
electric transfer field, which is applied for accelerating the charged powder particles. The aim is to enhance the coverage and dimensional accuracy 
of the deposited powder layers by finding a new transfer structure. 
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1. Introduction 

The utilization of additive manufacturing techniques such as 
selective laser melting of polymer powder enables almost 
arbitrary design flexibility [1,2]. However, conventional 
powder application methods do not allow the simultaneous and 
selective deposition of different materials and thus render the 
generation of multi-material components impossible [3]. 
Nevertheless, being able to fabricate multi-material parts by 
means of additive manufacturing offers a variety of benefits for 
many different areas such as the medical industry [4]. 

A promising approach is to use the electrophotographic 
principle for generating tailored powder layers [5,6]. At this, it 
becomes apparent that the powder deposition, which must be 

reproducible, dimensionally accurate and has to feature a high 
coverage, remains a major challenge. 

Here, the spatial distribution of the electric transfer field, 
which develops between the photoconductive plate and the 
respectively applied transfer structure, significantly affects the 
powder deposition. The influence of an electric field on 
charged particles is determined by the Coulomb force, which 
moves the charged particles against the viscous drag air force 
described by the Stokes law [7]. Depending on the applied 
charging strategy [8,9], different phenomena lead to the overall 
charge. In case of the herein presented corona charging, the 
charge consists of ions as well as induced dipoles, which result 
from deformation polarization. Apart from that, triboelectric 
charging merely causes the latter [10]. 
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Until today, the electrophotographic transfer of toner powders has been applied successfully in common printing technology for many years. 
Utilizing the electrophotographic principle for the transfer of polymer powders in the context of additive manufacturing can give a variety of 
advantages like e.g. the possibility of generating multi-material components or a reduced consumption of powder. 
Here, the multiple depositions of powder particle-layers via electrostatic forces to create 3D objects have turned out to be a major challenge. 
Therefore, a new strategy based on the usage of a grounded transfer grid is examined. Due to its positioning above the generated layers, it makes 
the powder deposition independent of the already produced part height. For improving the particle transfer, geometrical properties of the grid are 
analyzed with respect to their influence on the efficiency of the powder deposition. Here, particular attention is paid to the manipulation of the 
electric transfer field, which is applied for accelerating the charged powder particles. The aim is to enhance the coverage and dimensional accuracy 
of the deposited powder layers by finding a new transfer structure. 
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1. Introduction 

The utilization of additive manufacturing techniques such as 
selective laser melting of polymer powder enables almost 
arbitrary design flexibility [1,2]. However, conventional 
powder application methods do not allow the simultaneous and 
selective deposition of different materials and thus render the 
generation of multi-material components impossible [3]. 
Nevertheless, being able to fabricate multi-material parts by 
means of additive manufacturing offers a variety of benefits for 
many different areas such as the medical industry [4]. 

A promising approach is to use the electrophotographic 
principle for generating tailored powder layers [5,6]. At this, it 
becomes apparent that the powder deposition, which must be 

reproducible, dimensionally accurate and has to feature a high 
coverage, remains a major challenge. 

Here, the spatial distribution of the electric transfer field, 
which develops between the photoconductive plate and the 
respectively applied transfer structure, significantly affects the 
powder deposition. The influence of an electric field on 
charged particles is determined by the Coulomb force, which 
moves the charged particles against the viscous drag air force 
described by the Stokes law [7]. Depending on the applied 
charging strategy [8,9], different phenomena lead to the overall 
charge. In case of the herein presented corona charging, the 
charge consists of ions as well as induced dipoles, which result 
from deformation polarization. Apart from that, triboelectric 
charging merely causes the latter [10]. 



 Sebastian-Paul Kopp  et al. / Procedia CIRP 94 (2020) 122–127 123
2 Sebastian-Paul Kopp / Procedia CIRP 00 (2020) 000–000 

On the one hand in this paper the manipulation of the electric 
transfer field by applying different transfer structures is 
investigated in order to enhance the powder deposition. This is 
done by employing a simulative analysis of the spatial 
distribution of the electric transfer field. At this, the simulation 
allows the evaluation of the ratio between field components, 
which point into the desired movement direction of the powder 
particles, and parasitic transversal field components. The latter 
lead to a distraction of powder particles from their straight 
movement direction and thus impair the powder deposition. 

On the other hand the experimental analysis, which is 
presented in this paper, is used for validating the simulative 
results and hence is focused on the behavior of the charged 
powder particles within the applied electric transfer field. For 
this purpose the deposited powder layers are studied with 
respect to their coverage and dimensional accuracy. 

The state of the art transfer grid [3] exhibits two major 
drawbacks. First, the grid wires act as physical barriers at which 
the powder particles are scattered. Second, these wires 
introduce substantial transversal field components deflecting 
the particles from their linear motion. Therefore, a new transfer 
structure is to be found which does not act as a physical barrier 
for powder particles being deposited and furthermore features 
decreased parasitic transversal field components. In order to 
quantify the ratio between parasitic transversal and the 
intended longitudinal field component in the direction of 
particle movement, the spatial field distribution of the transfer 
grid is first simulated. The thereby obtained quantitative spatial 
field distribution is subsequently used for designing a new 
transfer structure which features reduced transversal field 
components and thus increases the efficiency of the powder 
deposition. The simulative results are then compared with 
experimental results utilizing the new transfer structure.  

Ultimately, the charge accumulation within the part as a 
consequence of the multiple depositions of charged powder 
layers on top of each other also has to be taken into account. 
That is because the accumulation of charges may lead to a 
weakening of the electric transfer field [9]. Consequently, this 
could significantly decrease both the motive forces responsible 
for the powder transfer und thus the coverage of the deposited 
powder layers. Therefore, the influence of the part height on 
the transfer field is simulated. 

2. Simulative and experimental investigations 

2.1. Methodology 

The conducted simulations of the spatial distributions of 
resulting electric transfer fields for various transfer structures 
presented in this paper were performed with COMSOL 
Multiphysics 5.2a. The simulations are based on numerical 
solutions of Maxwell’s equations. Within the conducted 
simulations the assumption of purely electrostatic processes is 
made, i.e. excluding any kind of charge flow. This assumption 
is valid for the investigation of electric transfer fields of 
different transfer structures because except for the negligibly 
short (relating to the inertia of the powder particles) duration of 
the switch-on or switch-off process of the electric transfer field, 
there is no charge flow present [7]. In case of the analyzed 

influence of the part height on the attenuation of the electric 
transfer field as a matter of fact charge flow might occur within 
the built part and between the part and surrounding air. 
However, since the built part consists of dielectric material, this 
effect most probably is of subordinate importance. Fig. 1 shows 
the applied layer geometry representing an exemplary test part 
for the powder deposition both for the simulative as well as 
experimental examination. Due to comparability with previous 
work [3], the presented experiments were conducted with a 
negatively charged powder mixture of 99.0 wt. % of 
polypropylene PP PD0580 DuPont with a particle size 
distribution X50 = 113.6 µm and 1.0 wt. % of Aerosil (R106, 
Evonik). 

 

 

Fig. 1. Utilized test geometry for the simulative and experimental analysis; 
the four areas for experimental determination of the coverage are colored. 

As initially mentioned, the primary quality criteria in the 
context of powder pattern deposition are reproducibility, 
dimensional accuracy and a high coverage. The aim is to 
achieve coverage close to 100 %, which is comparable to 
conventional powder application methods. Furthermore, the 
spraywidth should tend to 0 mm for a preferably high 
dimensional accuracy. 

For the experimental analysis regarding coverage and 
spraywidth the powder is initially charged by applying a 
distinct powder charge voltage and subsequently developed 
onto a photoconductive plate [3]. At this, the test geometry 
depicted in Fig. 1 is used. Hereinafter, an electric transfer field 
is established between the photoconductive plate and the 
transfer structure for depositing the powder particles onto the 
substrate plate. 

The determination of the coverage is conducted within the 
four highlighted areas visualized in Fig. 1. It can be calculated 
with the number of white pixels 𝑛𝑛𝑛𝑛white and the number of black 
pixels 𝑛𝑛𝑛𝑛black  using a cut-off threshold of 50 % for the 
discrimination between white and black pixels as follows: 
 
𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 =

𝑛𝑛𝑛𝑛white
𝑛𝑛𝑛𝑛white + 𝑛𝑛𝑛𝑛black

 100 % (1) 
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2.2. Simulative analysis of electric field distributions for 
different transfer structure geometries 

The simulation model for the state of the art transfer grid as 
well as the transfer frame, which is introduced as a new transfer 
structure for achieving reduced transversal field components, 
is visualized in Fig. 2. This transfer frame does not show any 
physical barrier for the powder particles moving from the 
photoconductive plate towards the substrate plate anymore. 
Moreover, due to the absence of grid wires it has reduced 
parasitic transversal field components. The simulation model is 
based on the experimental setup, which already has been 
reported in previous work [3,6]. 
 

 

Fig. 2. Simulated transfer structure geometries; grid (left), frame (right). 

The simulation setup consists of an aluminum plate 
representing the photoconductive plate and a polyamide 6 
substrate plate on which the powder layers are deposited. Here, 
the center of the test geometry (cf. Fig. 1) coincides with the 
center of the substrate plate. Furthermore, the transfer 
structures are made of copper and are grounded whereas a 
voltage of 1000 V is assigned to the photoconductive plate. By 
contrast, no voltage is assigned to the substrate plate enabling 
the investigation of the influence of the part height on the 
transfer field. That is possible because the charge of every 
powder layer is conserved in this way. 

Both the transfer grid and the transfer frame are positioned 
at a z-position directly above the deposited powder layer or the 
substrate plate in case of the first layer, respectively. In 
accordance with the state of the art grid [3] a wire diameter of 
1 mm with a row spacing of 10 mm and an overall length of 
100 mm is chosen for the simulation depicted in Fig. 3. 
However, it has shown that in case of a transfer frame good 
results can be achieved with a wire diameter of 1.5 mm and a 
wire length of 120 mm. This configuration, which is used in the 
presented paper, gives a reasonable compromise between 
preferably strong field components of approximately 
12500 V/m in negative z-direction and relatively weak parasitic 
transversal field components of approximately 1500 V/m (cf. 
Fig. 3). These values are valid when limiting the used area to a 
square of 25 mm ∙ 25 mm  centered in the middle of the 
photoconductive plate. 

Fig. 3 visualizes the spatial distribution of the electric field 
strength for the used transfer grid along a line directly above 
the substrate plate at y = 55 mm (cf. Fig. 2). This position was 
chosen for reasons of clarity since here the transversal field 
components in y-direction cancel out for symmetry reasons 
within a grid mesh. As opposed to this, the transfer frame was 
analyzed at y = 50 mm since no intermediate grid wires are 

present and thus the transversal field components in y-direction 
cancel out here for symmetry reasons. The mentioned 
symmetry reasons arise from the fact that at equidistant 
positions relative to both sides of grid or frame elements, the 
electric field spreads equally towards these elements and thus 
cancels out at the center line.  

As expected, the grid causes substantial transversal field 
components, which increase with decreasing distance to the 
grid wires. The electric field strength in transversal direction 
reaches up to 25 % of that in z-direction leading to significant 
spray at the edges of the powder pattern. This is aggravated by 
the fact that the grid wires serve as physical barriers, which 
reduce the coverage. Therefore, the maximum coverage with 
the above-mentioned state of the art transfer grid lies in the 
range of 70 % [3]. 
 

 

Fig. 3. Simulated electric field strength at y = 55 mm directly above the 
substrate plate in case of a transfer grid. 

Since there are no intermediate grid wires present at a 
transfer frame, it can be expected that in case of the frame the 
transversal field components are considerably less pronounced 
than for the transfer grid. In fact, this can be seen in Fig. 4. 
When limiting the used area to a square of 
25 mm ∙ 25 mm centered in the middle of the photoconductive 
plate (i.e. 37.5 mm < x < 62.5 mm and due to symmetry 
reasons of the rectangular frame 37.5 mm < y < 62.5 mm), the 
transversal field components can be limited to less than 12 % 
of those in z-direction. However, because the distance to the 
framework is maximal in this area, the electric field 
components in z-direction exhibit a minimum. 

Beyond that, the absence of physical barriers should 
positively influence the achievable coverage. Nevertheless, the 
electric field strength in z-direction in case of the transfer frame 
is significantly lower compared to the transfer grid. At this, the 
experimental analysis has to evince whether the electric field is 
still strong enough to move the charged particles from the 
photoconductive plate to the substrate plate.  
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Fig. 4. Simulated electric field strength at y = 50 mm directly above the 
substrate plate in case of a transfer frame. 

2.3. Simulative analysis of the influence of the part height on 
the electric transfer field 

So far the electric field distribution in case of depositing a 
powder layer directly onto the substrate plate has been 
investigated. The simulated electric field distribution only 
holds true for the first powder layer, though. For including the 
influence of the part height on the electric transfer field, the 
accumulation of charges within the part has to be considered. 
The charge of every single powder layer can be estimated by 
initially calculating the gravitational force Fg acting on that 
layer using a density of ca. 1000 kg/m3. By knowing the field 
strength of the electric field E, which is applied for attracting a 
powder layer to the photoconductive plate during powder 
development (approx. 660 kV/m) [3], the charge q within a 
single powder layer can be calculated yielding [7]: 

 

𝑞𝑞𝑞𝑞 =
𝐹𝐹𝐹𝐹g
𝐸𝐸𝐸𝐸

= 1.5 ∙ 10−12 C (2) 

 
Furthermore, for the simulation a particle diameter of 100 µm 
and a relative permittivity of the built part of 2.5 were applied. 

According to the Coulomb potential, the potential of a point 
charge increases with growing charge [7]. Thus, the potential 
of a part will also increase with growing number of layers due 
to the accumulation of charges within the part. Since the 
voltage between two points is defined by their potential 
difference [11], the voltage between the photoconductive plate 
and the part surface will therefore decrease with growing 
number of layers. This results in an attenuation of the electric 
transfer field. Fig. 5 displays the lateral distribution of electric 
field strength (in x-direction) directly above 100 powder layers 
of the test geometry depicted in Fig. 1. 

 

 

Fig. 5. Simulated electric field strength at y = 50 mm directly above a test part 
with a thickness of 10 mm (100 deposited powder layers) and an accumulated 

charge of 1.5 ∙ 10−10 C in case of a transfer frame. 

At this, the distance between the part surface and the 
photoconductive plate is kept constant to 15 mm as is the case 
with the powder deposition directly to the substrate plate (cf. 
Fig. 4). Interestingly, according to the simulation, the effect of 
field attenuation outlined above only weakens the electric field 
in z-direction by approximately 8 %, which can be 
compensated by slightly increasing the voltage at the 
photoconductive plate if necessary. 

The small deflections visible in Fig. 5 (contrary to Fig. 4) 
arise from the fact that there is no potential assigned to the 
substrate plate whereas the deposited powder layers have a 
distinct potential originating from their charge and therefore 
lead to a disturbance of the electric transfer field. 

2.4. Experimental results for various transfer structure 
geometries 

The resulting powder layers deposited through a transfer 
grid and a transfer frame, respectively, can be seen in Fig. 6. 
However, in case of the transfer frame the electric field strength 
in z-direction is not sufficient for overcoming the strong 
adhesive forces like the van der Waals force as long as the 
powder particles are attached to the photoconductive plate. 
Only a small mechanical excitation pulse acting on the 
photoconductive plate, which slightly increases the distance 
between the single particles and thus decreases the 
intermolecular interactions, allows the powder particles to 
follow the electric transfer field.  

 

 

Fig. 6. Single test layers of a powder mixture of 99.0 wt. % PP PD0580 
DuPont and 1.0 wt. % Aerosil (R106, Evonik) deposited through a transfer 

grid (left) and a transfer frame (right). 
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It is evident from Fig. 6 that the usage of a transfer frame 
leads to an increased coverage, which is quantitatively depicted 
in Fig. 7. According to that, the coverage reaches more than 
90 % with a distinct reduction in case of a lower powder charge 
voltage. This behavior can be explained by the relatively weak 
z-component of the electric transfer field of the transfer frame. 
By contrast, the powder charging does not have a significant 
impact on the coverage in case of the grid. For referencing 
reasons the powder deposition was also conducted without any 
kind of transfer structure (“blank”). Especially for a transfer 
voltage of -3.5 kV the coverage values without a transfer 
structure are comparable to those of the transfer grid. This 
behavior can be explained by the fact that in the experimental 
setup the surrounding components like the formwork are 
grounded for safety reasons. 
 

 

Fig. 7. Coverage values for different powder charge voltages and transfer 
structure geometries. 

However, this also introduces some kind of electric field 
between the photoconductive plate and the surrounding 
components. Apparently, this field is strong enough to move 
the charged powder particles to the substrate plate in the event 
of a small induced mechanical excitation pulse as long as the 
powder charge voltage is high enough. Otherwise no 
measurable powder transfer takes place anymore (cf. missing 
values for “blank + vibration” at a transfer voltage of -2.5 kV 
in Fig. 7 and Fig. 8) 

Fig. 8 shows that by applying a transfer frame the mean 
spray can be reduced to approximately 0 mm, which 
corresponds to a reduction by up to 90 % compared to the state 
of the art transfer grid. The comparably high spray values of 
the transfer grid are caused by relatively strong transversal field 
components and scattering effects, which arise from collisions 
of powder particles at grid wires.  

 

 

Fig. 8. Mean spray for different powder charge voltages and transfer structure 
geometries at a distance of 12.5 mm from center. 

Interestingly, the mean spray in case of no applied transfer 
structure is similar to that of the transfer grid. This is most 
probably caused by the transversal field components of the 
mentioned electric field between the photoconductive plate and 
grounded surrounding components. 

3. Conclusion 

The powder deposition through a state of the art transfer grid 
exhibits two main drawbacks. These are the existence of grid 
wires acting as physical barriers and very strong parasitic 
transversal field components, which deflect the powder 
particles from their linear motion. By applying the newly 
introduced improved transfer frame these grid wires are 
avoided. Furthermore, the transversal field components can be 
significantly reduced. At this, the simulative investigation 
reveals that in case of the transfer frame the ratio between 
transversal field components and field components in z-
direction can be reduced by a factor of two compared to the 
transfer grid. The subsequent experimental analysis has shown 
that this results in a significant reduction of the spraywidth of 
up to 90 %. Furthermore, the coverage could be enhanced by 
approximately 17 % by applying the new transfer frame in 
combination with an induced mechanical excitation pulse onto 
the photoconductive plate. For a further improvement of the 
coverage, future investigations should employ a piezo-induced 
mechanical excitation and additionally investigate the impact 
of different particle size distributions on the powder deposition 
behavior. Since the particle size distribution among others 
influences the charge distribution [8,9], it might affect the 
electrophotographic powder pattern deposition and could help 
to improve the coverage even further. 

Moreover, the conducted simulative analysis has shown that 
the accumulation of charges within deposited powder layers 
only slightly attenuates the electric transfer field. This can be 
compensated by slightly adjusting the voltage at the 
photoconductive plate if necessary. 

It has been shown that a detailed analysis of the simulated 
spatial electric field distribution can help to understand the 
movement of charged powder particles within an applied 
electric field. Although the similarly charged particles may 
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exhibit forces of repulsion to each other, the influence of an 
external electric field on their behavior can be predicted in a 
reasonable way. Thus, the transfer frame could be introduced 
for improving the dimensional accuracy as well as the 
coverage. Therefore, it helps to advance towards the superior 
aim of the presented investigations, which is the 
implementation of the electrophotographic powder deposition 
into the process of selective laser melting. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

Directed Energy Deposition (DED) an AM-technology that is widely known for its applications with metals was adapted for use with 
thermoplastics. A drop-in approach was used based on a DED setup for metal powders consisting of a Yb fiber laser with a wavelength of 1075 
nm and a powder feed from a coaxial powder nozzle. The possibility of manufacturing items with simple geometries from a polyamide 12 multi-
walled carbon nanotube composite starting material is described as a proof of concept. Tensile properties of samples are reported for 
measurements perpendicular and parallel to the generating direction, showing still a low strength compared to Bulk PA12 or SLS sintered PA12 
specimens. 
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1. Introduction 

With the growing advancement in Additive Manufacturing 
(AM), it has become clear, that access to and testing of novel 
and adapted materials is a major factor in widening the scope 
of this technology. While the intrinsic idea of looking for new 
materials itself is rather common, the basic material type 
(metals, polymers, ceramics, etc.) typically is unaltered in each 
specific AM technology. Powder-based laser AM is a field 
which is dominated by two technologies: Powder Bed Fusion – 
Laser Beam (PBF-LB) and Directed Energy Deposition – Laser 
Beam (DED-LB) [1]. While the former technology is feasible 
with metallic and polymeric materials, the latter finds 
applications mostly with metals and hence is often referred to 
as Laser Metal Deposition (LMD). Laser Polymer Deposition 
(LPD), or DED-LB with polymeric materials, is a method of 
AM that has marginally been researched. It was demonstrated 
that wear resistant polymer coatings can be manufactured with 
DED-LB. These coatings were produced with a diode laser with 

a wavelength of 940 nm and polyamide 11 (PA11) powder 
which was mixed with poly(tetrafluoro ethylene) (PTFE) or 
molybdenum disulphide (MoS2) respectively, resulting in 
deposited polymer coatings with a reduced friction coefficient 
[2–6]. More recently, it was further demonstrated that pristine 
polyamide 12 (PA12) powder can also be used in a manual 
deposition process using a thulium laser with a wavelength of 
1940 nm, generating porous structures [7]. 
Based on these observations, it was decided to investigate PA12 
powders as it holds a promise for reaching an economically 
viable drop-in solution, i.e. using a DED-LB setup that was 
originally designed for metallic materials. PA12 is the most 
commonly used polymer powder in laser based AM with a 
market share of 90% [8]. Its mechanical properties makes it also 
an attractive material for DED-LB [9]. Pristine PA12 powder, 
however, suffers from being a poor absorber in the near-
infrared (NIR) regime [10], in which the most common DED-
LB lasers operate. 
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1. Introduction 

With the growing advancement in Additive Manufacturing 
(AM), it has become clear, that access to and testing of novel 
and adapted materials is a major factor in widening the scope 
of this technology. While the intrinsic idea of looking for new 
materials itself is rather common, the basic material type 
(metals, polymers, ceramics, etc.) typically is unaltered in each 
specific AM technology. Powder-based laser AM is a field 
which is dominated by two technologies: Powder Bed Fusion – 
Laser Beam (PBF-LB) and Directed Energy Deposition – Laser 
Beam (DED-LB) [1]. While the former technology is feasible 
with metallic and polymeric materials, the latter finds 
applications mostly with metals and hence is often referred to 
as Laser Metal Deposition (LMD). Laser Polymer Deposition 
(LPD), or DED-LB with polymeric materials, is a method of 
AM that has marginally been researched. It was demonstrated 
that wear resistant polymer coatings can be manufactured with 
DED-LB. These coatings were produced with a diode laser with 

a wavelength of 940 nm and polyamide 11 (PA11) powder 
which was mixed with poly(tetrafluoro ethylene) (PTFE) or 
molybdenum disulphide (MoS2) respectively, resulting in 
deposited polymer coatings with a reduced friction coefficient 
[2–6]. More recently, it was further demonstrated that pristine 
polyamide 12 (PA12) powder can also be used in a manual 
deposition process using a thulium laser with a wavelength of 
1940 nm, generating porous structures [7]. 
Based on these observations, it was decided to investigate PA12 
powders as it holds a promise for reaching an economically 
viable drop-in solution, i.e. using a DED-LB setup that was 
originally designed for metallic materials. PA12 is the most 
commonly used polymer powder in laser based AM with a 
market share of 90% [8]. Its mechanical properties makes it also 
an attractive material for DED-LB [9]. Pristine PA12 powder, 
however, suffers from being a poor absorber in the near-
infrared (NIR) regime [10], in which the most common DED-
LB lasers operate. 
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Nomenclature 

AM          Additive Manufacturing  
DED-LB Directed Energy Deposition – Laser Beam 
LMD   Laser Metal Deposition 
LPD   Laser Polymer Deposition 
NIR   Near-infrared 
MWCNT Multi-walled carbon nanotubes 
PBF-LB          Powder Bed Fusion – Laser Beam 
PA12   Polyamide 12 

 
In order to increase the absorption of laser energy by PA12 

powder it can be modified with specific additives. The 
additives may range from inorganic pigments to organic dyes 
or even carbonaceous additives [11], such as multi-walled 
carbon nanotubes (MWCNT). CNTs are an interesting option 
in that regard as already low quantities lead to almost complete 
absorption of visible and NIR radiation [12]. Apart from their 
application as IR-absorbing agent, the high electric 
conductivity and the low percolation threshold of the 
MWCNTs leads to antistatic polymer powders with the 
application of already small amounts of MWCNTs compared 
to carbon black [13–15]. Decorating MWCNT onto the 
polymer powder can readily be achieved by means of high 
energy mixing. This work thus aims to establish a proof of 
concept for the feasibility of AM with a PA12/MWCNT 
composite in a DED-LB setup.  

 

2. Experimental Procedure 

DED-LB was performed with a Yb doped fiber laser with a 
central emission wavelength of 1075 nm ± 7 nm (redPOWER® 
QUBE, SPI Lasers, Southampton, United Kingdom). It was 
utilized in a 3-axis DED-LB setup, including a processing head 
which focuses the laser beam onto the substrate with a focusing 
optic of a focal length of 150 mm, while simultaneously 
feeding the melt pool with a coaxial powder nozzle. The overall 
work distance was set to 164 mm to increase the spot diameter 
up to a size of 2 mm to approximately adapt the powder track 
width. The powder feed to the nozzle was achieved by a rotary 
disc powder feeder, which fluidizes the powder with a nitrogen 
gas stream. An additional vibrating module was installed inside 
the powder feeder to further ensure consistent powder flow. 
DED-LB substrates were prepared by coating a steel substrate 
with a 500 µm layer of the composite powder and heating it up 
at 180°C for 20 minutes. As pristine PA12 powder does not 
flow well enough in this setup and is prone to agglomeration, 
nanosized silica was employed as a flow additive. MWCNTs 
were employed as an additional optical absorber and antistatic 
aid to overcome the inadequate energy absorption of PA12 in 
the spectral range of the fiber laser used and to decrease the 
static powder buildup in the machine.[10] For the powder 
preparation, pristine PA12 powder (PA2200, EOS, Krailing, 
Bavaria, Germany) was mixed with MWCNT with an average 
diameter of 9.5 nm and an average length of 1.5 µm (NC7000, 
Nanocyl SA, Sambreville, Namur, Belgium) and additionally 
silicon dioxide nanoparticles with an average diameter of 
70 nm (Ionic Liquids Technologies GmbH, Heilbronn, Baden-

Württemberg, Germany). Additives were added in a one to one 
ratio (50/50), amounting to a total of 1.25 wt% with respect to 
PA12. To establish an intimate contact between the polymer 
powder and the additives, the combination was subjected to 
mechanical stirring with a speed mixer. The nanoparticular 
additives were thus mechanically fixated to the polymer 
particles. Mixing was performed separately for each additive, 
using a Speedmixer DAC 400 (Hauschild & Co KG, Hamm, 
North Rhine-Westphalia, Germany), switching between a 
cooling step, where the mixing container is cooled with ice 
water to 0°C, and a mixing step with 2500 rpm for one minute, 
for a total of five cycles for each additive. 
As the mixing process involves high mechanical energy input, 
the particles size distribution was determined before and after 
the mixing (Figure 2, 3 and Table 2). Particle size distribution 
was measured with a HELOS KR, a laser diffraction-based 
sensor equipped with a RODOS/GRADIS dry dispersion setup 
of the company Sympatec (Clausthal-Zellerfeld, Lower 
Saxony, Germany). 
The generating strategy consisted of generating single tracks 
with a width of approximately 2 mm on top of each other, 
overall resulting in 2 mm by 20 mm by 90 mm wall structures. 
Laser and DED parameters were optimized iteratively and kept 
constant for this study (see table 1) and only non-recycled 
powder was used. The usage of recycled powder and the 
influence on part properties is topic of ongoing research. The 
DED-LB process operated smoothly during the building 
process. Powder efficiency during processing was found to be 
at approximately 10%. This was expected with the design of 
the powder nozzle, originally optimized for metal powder with 
a different fluid mechanical behavior than the less dense 
polymer powder. 
Parts built by AM often exhibit anisotropic behavior depending 
on the building direction of the generated parts.[16] Layer to 
layer adherence is frequently less strong than inline layer 
adherence. To test if this applies to the developed system, two 
generating strategies (perpendicular and parallel) were used. 
Two types of wall structures were produced: one with its long 
axis perpendicular to the deposition direction (see Fig. 1. (a)) 
and one parallel to the deposition direction (Fig 1. (b)).  
 

Table 1. Laser and DED parameters. 

Parameter Value 

Peak power [W] 150 

Pulse width [µs] 40 

Pulse Frequency [kHz] 

Duty Cycle [%] 

Carrier Gas Pressure [bar] 

Feed speed [mm/min] 

1 

4 

2 

400 
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Fig. 1. Schematic DED-LB process and the two building strategies for 
generating parts (a) DED-LB part with illustrated die-cut geometry tensile 

specimen with perpendicular layers; (b) DED-LB sample with illustrated die-
cut geometry tensile specimen with parallel layers. 

 
Die cutting was chosen to generate comparable test specimens 
out of the center of the build structures to mitigate the effect of 
incomplete melting towards the edges. No preselection towards 
non-marred or non-cracked appearances were made. 
Specimens were die cut from the built parts as received. Only 
one tensile test specimen could be die cut per built part due to 
geometric constraints. As die cutting effects the mechanical 
properties only intra series comparability is given. Larger or 
DIN-according test specimens could not be fabricated directly 
due to the geometric constraints of the build setup, the low 
quantity in the powder reservoir and the – as of yet – inability 
to generate overhanging structures. Tensile test specimens 
(type 5A DIN EN ISO 527)) were die-cut using a ZCP 020 die-
punch of ZwickRoell (Ulm, Baden-Württemberg, Germany). 
Tensile testing was performed on a Zwicki-Line Z1.0 
(ZwickRoell) with a test speed of 50 mm/min. Five samples 
were tested in the case of perpendicular generated method, and 
four samples were tested in the case of the parallel generated 
method. Laser scanning microscopy was performed on a 
VKX250 of the company KEYENCE (Osaka, Osaka 
Prefecture, Japan). 

3. Results and Discussion 

It is found that the particle size distribution does not change 
significantly (Fig. 2). These results suggest no agglomeration 
or particle fractures takes place. Laser scanning microscope 
analysis performed before and after the mixing process show 
approximately the same results. The PA12 particles exhibit a 
rough surface with a round “potato”-shaped morphology. No 
agglomeration or broken particles could be detected (Fig 3). 

 

 

Fig. 2. Particle size distribution for PA12 powder for pristine PA12 powder 
and after high energy mixing with 1.25 wt% additives 

Table 2. Particle size distribution of pristine PA12 powder and PA12 powder 
with 1.25 wt% additives. 

 x10,3 

[µm] 

x16,3 

[µm] 

x50,3 

[µm] 

x84,3 

[µm] 

x90,3 

[µm] 

x99,3 

[µm] 

Pristine 
PA12 33.49 38.55 56.01 79.10 86.48 115.5 

PA12 
1.25wt% 
additives 

33.33 38.62 55.20 75.01 83.66 117.1 

 

Fig. 3. Laser scanning microscope images of PA12 particles a) prior to 
coating with MWCNT and silica and b) following the addition of MWCNTs 

and silica 
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Fig. 4. DED specimens with a) perpendicular generating and b) parallel 
generating operation 

The obtained parts are mechanically stable and have a rough 
surface with partially molten particles onto it (Fig. 4). Parts can 
be broken apart from the substrate leaving behind a minor 
fractured surface. The specimens show a uniform melting line 
in the middle, while on the outside areas polymer particles are 
only partially melted to each other. 
 

 

Fig. 5. Laser scanning microscopy analysis of the fracture surface 
perpendicular to the building direction a) parallel and b) perpendicular 

generating. 

 
Laser scanning microscopy analysis of fractured unused tensile 
test specimens of both perpendicular and parallel generating 
show a solidified but porous melt along the z-axis (Fig. 5). The 
surfaces of the melt line on top of the build parts shows 
complete homogenous melting with minor imperfections (Fig. 
6b). The fracture surfaces of used tensile test specimens with 
perpendicular building direction are rough with a surface 
reminiscent of loosely bound PA12 particles (Fig. 6a). This 
suggest that minor parameter fluctuations in the production 
process might lead to incomplete interlayer adhesion. These 
areas of loosely bound particles act as weak links and determine 
the overall result in the tensile testing. 
These results suggest that the building process has the potential 
to create smooth pore-free polymer melts but has needs to 
operate perfect at every step to create smooth melts (Fig. 6b).  
 

 

Fig. 6. Laser scanning microscopy analysis of the surface of a) the fracture 
surface of a used tensile test specimen with parallel generating and b) the melt 

line. Generating direction perpendicular to observation plane. 

The resulting stress strain diagram is depicted in Figure 7. The 
ultimate stress and the resulting Young’s moduli are collected 
in Table 3. Perpendicularly built samples show a lower ultimate 
stress and a lower Young’s modulus than the built parts in the 
parallel mode, it should be noted that one of the given 
perpendicular samples has one outlying performance, as can be 
seen in Fig. 7. The higher performance is presumably due to 
the influence of interlayer bonding for the different generating 
strategies. Since faulty inter layer bonding might pose as a 
weak link, it would be expected that parts written with 
perpendicular strategy have lower ultimate tensile stresses. 
Given the low number of samples with high standard 
deviations, no statistically significant trend could yet be 

b 

b 

generating direction 

2 cm 2 cm 

a 
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These results suggest that the building process has the potential 
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Fig. 6. Laser scanning microscopy analysis of the surface of a) the fracture 
surface of a used tensile test specimen with parallel generating and b) the melt 

line. Generating direction perpendicular to observation plane. 

The resulting stress strain diagram is depicted in Figure 7. The 
ultimate stress and the resulting Young’s moduli are collected 
in Table 3. Perpendicularly built samples show a lower ultimate 
stress and a lower Young’s modulus than the built parts in the 
parallel mode, it should be noted that one of the given 
perpendicular samples has one outlying performance, as can be 
seen in Fig. 7. The higher performance is presumably due to 
the influence of interlayer bonding for the different generating 
strategies. Since faulty inter layer bonding might pose as a 
weak link, it would be expected that parts written with 
perpendicular strategy have lower ultimate tensile stresses. 
Given the low number of samples with high standard 
deviations, no statistically significant trend could yet be 
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observed and will be part of further investigations. A literature 
comparison to injection molded or SLS prepared tensile test 
specimens out of PA12 loaded with 4 wt% carbon black shows 
that the LPD generated structures reach ~10% of the reported 
values for Young’s modulus and ultimate tensile stress [17]. 
This is possibly due to two reason. Firstly, the high degree of 
porosity in the specimens weakens the part overall strength and 
secondly the die-cutting process generates inhomogeneous 
cracked surfaces around the edges of the specimen, which can 
act as additional weak points for the tensile testing. 

 

Fig. 7. Tensile diagrams of DED built specimens of PA12 with 1.25 wt% 
additives with different generating and processing strategies 

Table 3. Young’s modulus and ultimate tensile stress of laser-built specimens 
of PA12 with 1.25 wt% additives with different writing strategies. 

 
Young’s modulus 

[MPa] 

Ultimate tensile 
stress 

[MPa] 

perpendicular generating 55.7 ± 12.4 4.2 ± 0.2 

parallel generating 73.5 ± 18.1 5.1 ± 1.2 

4. Conclusion 

Tailor made PA12/MWCNT composite powder could be 
prepared by a facile high energy mixing technique without 
affecting the particle size distribution. The building of simple 
structures of PA12/MWCNT composites showcase a feasibility 
to use a an DED setup with an Yb doped fiber laser. It was 
found that the generating direction has effects on the resulting 
mechanical properties of the built parts, albeit these trends have 
to be viewed cautionary as the results suffer from a high 
standard deviation. The low performance compared to injection 
molded or SLS prepared PA12 specimen are most probably due 
to the high porosity of the samples.  
This drop-in approach showcases the potential of the 
combination of DED with PA12/MWCNT composites. With a 
careful finetuning of the powder properties and improved 
generating strategies, DED-LB with polymeric materials can 
become a valuable additional technique in the AM portfolio. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

A process strategy – a quasi-top-hat scanning strategy with closed-loop temperature control – for laser polishing of additively manufactured 
polymer parts is developed to reduce the process to its two main process parameter, polishing temperature and melt duration. A study for SLS-
printed PA12 results in an achievable roughness reduction from an initial roughness of Sa = 10.2 µm to Sa = 0.61 µm. Further investigations 
are performed for PP, TPU, ABS and PEEK. 
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1. Introduction 

Despite their great potential for individualization, 3D-
printing processes for polymer parts such as SLS (Selective 
Laser Sintering) and FDM (Fused Deposition Modeling) have 
the particular disadvantage of a high surface roughness; 
therefore, surface finishing is often necessary. However, 
current finishing procedures often have deficits such as low 
flexibility, long processing times or the incorporation of 
abrasives into the component. Therefore, a non-contact, laser-
based polishing process for additively manufactured polymer 
parts is being developed. Previous works have already shown 
that the laser polishing of polymers is possible. For example it 
was shown that a turned polycarbonate surface can be polished 
using CO2-Laser radiation in combination with a Quasi-Line 
scanning strategy. [1] For additively manufactured polymer 
parts laser polishing of various materials was performed 
successfully by Layher et al. [2] and Kumbhar et al. [3]. It was 
also shown that the laser polishing can have a positive effect on 
mechanical properties of 3D-printed parts by Chen et al. [4, 5]. 
Further studies were performed by Dewey et al. [6] and Chai et 
al. [7]. 

Although the process principle does work a general 
knowledge of the requirements for a smoothing of the material 
in the polishing process is not yet developed. In this work a new 
process strategy for laser polishing of additively manufactured 
polymer parts is presented with which a more basic 
understanding of the polishing process can be achieved. 

2. Experimental Setup 

The experimental setup contains a CO2-laser with a 
maximum output power in continuous wave mode of about 
200 W. The laser radiation is guided through a 2D 
galvanometer scanner and a focal lens with 200 mm focal 
length (see Fig. 1). The beam diameter in the focal plane is 
about 350 µm. For the process the laser beam is defocused to a 
beam diameter of 2 mm. A closed-loop temperature control is 
realized using a pyrometer and a laser power control. The setup 
is integrated in a 3 axis machine. 
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1. Introduction 

Despite their great potential for individualization, 3D-
printing processes for polymer parts such as SLS (Selective 
Laser Sintering) and FDM (Fused Deposition Modeling) have 
the particular disadvantage of a high surface roughness; 
therefore, surface finishing is often necessary. However, 
current finishing procedures often have deficits such as low 
flexibility, long processing times or the incorporation of 
abrasives into the component. Therefore, a non-contact, laser-
based polishing process for additively manufactured polymer 
parts is being developed. Previous works have already shown 
that the laser polishing of polymers is possible. For example it 
was shown that a turned polycarbonate surface can be polished 
using CO2-Laser radiation in combination with a Quasi-Line 
scanning strategy. [1] For additively manufactured polymer 
parts laser polishing of various materials was performed 
successfully by Layher et al. [2] and Kumbhar et al. [3]. It was 
also shown that the laser polishing can have a positive effect on 
mechanical properties of 3D-printed parts by Chen et al. [4, 5]. 
Further studies were performed by Dewey et al. [6] and Chai et 
al. [7]. 

Although the process principle does work a general 
knowledge of the requirements for a smoothing of the material 
in the polishing process is not yet developed. In this work a new 
process strategy for laser polishing of additively manufactured 
polymer parts is presented with which a more basic 
understanding of the polishing process can be achieved. 

2. Experimental Setup 

The experimental setup contains a CO2-laser with a 
maximum output power in continuous wave mode of about 
200 W. The laser radiation is guided through a 2D 
galvanometer scanner and a focal lens with 200 mm focal 
length (see Fig. 1). The beam diameter in the focal plane is 
about 350 µm. For the process the laser beam is defocused to a 
beam diameter of 2 mm. A closed-loop temperature control is 
realized using a pyrometer and a laser power control. The setup 
is integrated in a 3 axis machine. 
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Fig. 1. Scheme of the processing setup (left) and the laser path (right) for a 
quasi-top-hat scanning strategy 

 

 

Fig. 2. Optical spectrum of SLS manufactured PA12 with a sample thickness 
of 5 mm using a UV-VIS (left) and an FTIR (right) spectrometer 

3. Preparative experiments 

For laser processes the knowledge of the basic interaction 
between the laser light and the material is important. Therefor 
a spectral analysis of the used material is done (see Fig. 2).  

Due to the typical porosity of additively manufactured 
materials the optical spectrum and especially the optical 
penetration depth of different wavelengths may vary slightly 
from that of the solid bulk material. For SLS manufactured 
PA12 the absorption of CO2-Laser radiation (λ = 10.6 µm) is 
94.6%. In the visible range the reflection is >90%, leading to 
the white appearance of the material. 

It is advantageous for the laser polishing process that the 
laser light is absorbed near the surface of the material. To 
determine the optical penetration depth dopt – the reciprocal of 
the absorption coefficient – the optical spectrum is measured 
for several thin slices of the sample material with a thickness 
ranging from 20 µm to 839 µm. The slices are cut from a 
30x30x5 mm³ sized sample with a microtome. The 
transmission as a function of the sample thickness follows an 
exponentially decaying curve (Beer-Lambert law). By 
determining the slope of this curve the optical penetration depth 
can be calculated. For the wavelength of CO2-Laser radiation 
and the SLS printed PA12 material the optical penetration 
depth is calculated to dopt,10.6 = 60 µm at room temperature (see 
Fig. 3) 

For the experiments also the optical penetration depth of the 
measurement wavelength of the used pyrometer (λ = 3.9 µm) 
is important and can be determined with the same method to 
dopt,3.9 = 102 µm. 

 

Fig. 3. Measurement of the optical transmission of 3D printed PA12 samples 
at 10.6 µm wavelength for different sample thicknesses 

4. Development of a quasi-top-hat scanning strategy 

Polymers typically have a low heat conductivity compared 
to other material classes. Also the CO2-laser radiation is 
absorbed within a few 10 to 100 µm. These properties can be 
used to generate extended melt pools at the surface. To realize 
such extended melt pools a new scanning strategy is developed, 
the so called quasi-top-hat scanning strategy. With a rapid 
movement of the defocused laser beam across the material 
surface and a closed-loop temperature control that regulates the 
laser power the processed area of the material surface can be 
heated up and melted simultaneously (see Fig. 4). 

Here, the scanning speed vscan of the laser beam movement 
is 5-10 m/s and it is moved across the processed area in a 
bidirectional way with a track distance dy of 100-300 µm (see 
Fig. 1). The area size can be between 1x1 mm² and 30x30 mm². 
After each pass the orientation of the movement is rotated by 
90° and a slight random offset of the tracks is calculated to 
avoid a direct overlap of tracks from different passes. Within 
each pass the processed area is slightly heated up. This is 
repeated as often as required until a certain surface temperature 
is reached which can then be maintained for an arbitrary 
amount of time. Using a pyrometer the surface temperature of 
the processed area is tracked and with a closed-loop control the 
laser power is regulated to achieve the desired temperature-
time curve on the material surface (see Fig. 5). The temperature 
distribution is similar to that of a top-hat intensity distribution, 
leading to its name (see Fig. 4). 

This process strategy has the particular advantage of 
reducing the laser polishing process to its two main influencing 
quantities, temperature and polishing time. In addition to the 
polishing time the actual process also has a heat up phase of a 
few seconds that is included in the interaction time between 
laser radiation and material surface that is used in the following 
as parameter. 

 
 

 

 

 

 

 

Fig. 4. Temperature distribution on the sample surface using a quasi-top-hat 

scanning strategy with a size of 10x10 mm² on a 30x30x5 mm³ sample 
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Fig. 5. Temperature curve for the closed-loop control and curve of the 
regulated laser power 

5. Results 

The main result parameter for the evaluation of the 
experiments is the surface roughness of the processed area. The 
roughness is measured in the center of each processed area 
using white light interferometry. The resolution of the surface 
measurements in this work is 1.1 µm in lateral dimensions and 
about 1 nm in vertical dimension. The measurement area is 
1x1 mm². To remove the form from the surface measurements 
and to consider the resolution of the measurement an FFT band 
pass filter from 8 µm to 320 µm spatial wavelength is applied 
to each measurement. The initial surface topography of the SLS 
printed PA12 samples is shown in Fig. 6 and its areal arithmetic 
mean roughness Sa is determined to Sa = 10.2 µm. However, 
the peak-valley value can reach up to PV = 100 µm. 

Using the quasi-top-hat scanning strategy and the closed-
loop temperature control a 2-dimensional experimental design 
can be setup in which the polishing temperature and the 
interaction time are varied. For the choice of the parameter 
range the thermal material properties, especially the melting 
temperature, of PA12 are taken into account (see Table 1). 

PA12 is a semi-crystalline material. Although the glass 
transition temperature is quite low, the polishing temperature 
must exceed the melting temperature. 

 

Fig. 6. White light interferometric measurement of an SLS printed PA12 
sample – Band pass filter 8 – 320 µm 

Table 1. Material properties of PA12 [8] 

Material properties Value 

Melting temperature 180°C 

Glass transition temperature 37°C 

Thermal conductivity 0.23 W/mK 

Specific heat conductivity 2.4 kJ/kgK 

Absorption of water at room temperature 0.7 – 1.1 % 

 
Only above the melting temperature the crystalline parts of the 
material become flexible and a polishing effect due to melting 
can occur.  

In the experiments it is important to note that the 
temperature measured with the pyrometer for the closed-loop 
control is not necessarily the actual temperature at the material 
surface. This has two reasons. First, the emission coefficient is 
not known for the material and might even change with 
temperature. However, for many polymers and glasses the 
emission coefficient is very high and is thus set here to ε = 0.95. 
Second, the measurement wavelength of the pyrometer has an 
optical penetration depth of 102 µm and the temperature of the 
bulk material decreases the further away it is from the surface. 
This leads to an averaging effect in the measured heat radiation 
and thus to an uncertainty in the calculated temperature. 
Therefore the polishing temperature is referred to as measured 
temperature. 

 

 

Fig. 7. Roughness of PA12 sample surfaces for various polishing parameters 

 
In the experimental design for the laser polishing of PA12 

with the quasi-top-hat scanning strategy the polishing 
temperature set point Tset for the closed-loop control is varied 
from 180°C to 270°C and the interaction time tw from 5 s to 
200 s. The roughness of each test field is then measured (see 
Fig. 7).  

The surface roughness is decreased for most of the tested 
polishing parameters, although there are different degrees of 
smoothing. There is a large parameter field where the resulting 
surface roughness is below Sa = 1 µm. The lowest measured 
roughness is Sa = 0.61 µm at a temperature set point of 210°C 
and an interaction time of 200 s. An example of a white light 
interferometric measurement of a laser polished test field is 
shown in Fig. 8 for two different color scales. Although the 
surface topography is significantly smoother than in the initial 
state there is a noticeable structure left on the surface. This 
might be smoothed at longer interaction times, which can be 
interpreted from Fig. 7.  

If the temperature set point and thus the polishing 
temperature is too high a thermal degradation of the polymer 
material occurs. This leads to a yellow discoloration of the 
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material surface and appears for temperature set points of 
220°C or higher. The longer the interaction time or the higher 
the temperature, the stronger the discoloration (see Fig. 9). 

 

 

Fig. 8. White light interferometric measurement of an SLS printed PA12 
sample after laser polishing with two different color scales. The left picture 

can be compared to the state before polishing (Fig. 6) and in the right picture 
the remaining roughness is visible. – Band pass filter 8 – 320 µm, 

Tset = 210°C, tw = 200s 

 

Fig. 9. Discoloration of PA12 sample surfaces for various polishing 
parameters on a subjective scale from 0 (no discoloration) to 5 (strong 

discoloration) 

6. Transfer to other materials 

In additive manufacturing many materials are used for 
different applications. For most applications and materials a 
post processing is necessary. The developed process strategy 
can be used to simplify the parameter search for laser polishing 
of other materials and to get a basic understanding of the 
materials behavior during melting. 

To test this a parameter study similar to the one for SLS 
printed PA12 is applied to further 3D printed materials: SLS 
printed Polypropylene (PP), SLS printed thermoplastic 
Polyurethane (TPU), FDM printed Acrylonitrile butadiene 
styrene (ABS) and FDM printed Polyether ether ketone 
(PEEK). 

The areal arithmetic mean surface roughness of the used 
samples after 3D printing and thus in the initial state for the 
laser polishing is listed in Table 2 for each material and also the 
investigated parameter range. The used samples have the same 
dimensions as the used PA12 samples (30x30x5 mm³) and the 
process strategy and the evaluation method for the laser 
polishing study is also the same. 

A variation of the polishing temperature set point and the 
interaction time result in a basic correlation between the 

process parameters and the roughness. The lowest achieved 
roughness of this parameter variation is given in Table 3. It is 
noted that there is also a significant smoothing of the surface 
for polishing parameters near the parameters given in Table 3. 
Although, the exact range is still to be determined with more 
detailed parameter studies and robustness tests. 

Although the polishing temperature set point is not 
necessarily exactly the actual surface temperature, the 
temperature set point typically is slightly above the melting 
temperature of the processed material. The interaction time to 
achieve a low roughness depends on the temperature set point 
and especially on the viscosity and surface tension of the 
material in the melted state. 

Besides the roughness reduction of the surface topography 
there can occur various side effects like discoloration of the 
material or bubble formation. These effects typically occur for 
higher temperature set points and can be explained with either 
thermal degradation of the material or evaporation of contained 
water. The latter can be avoided with a drying or pre heating of 
the samples before laser polishing to reduce the moisture. A 
more detailed analysis of the material behavior in the laser 
polishing process with drying or pre heating is still to be 
performed. 

Table 2. 3D printing method and initial roughness of various materials 
measured with a band pass filter at 8-320 µm spatial wavelength 

Material Printing 
method 

Roughness 
after printing 

Tset inspected 
range 

tw inspected 
range 

PA12 SLS 10.2 µm 180 - 270°C 10 - 200 s 

PP SLS 16.9 µm 120 - 200°C 20 -160 s 

TPU SLS 39.5 µm 170 - 220°C 20 - 240 s 

ABS FDM 18.5 µm 180 - 220°C 20 - 140 s 

PEEK FDM 7.7 µm 300 - 370°C 600 - 1800 s 

Table 3. Achieved roughness for various laser polished materials measured 
with a band pass filter at 8-320 µm spatial wavelength 

Material Temperature set 
point for laser 
polishing 

Interaction time 
for laser 
polishing 

Roughness after 
laser polishing 

PA12 210°C 200 s 0.61 µm 

PP 180°C 60 s 0.59 µm 

TPU 200°C 40 s 0.12 µm 

ABS 220°C 60 s 0.24 µm 

PEEK 340°C 1800 s 0.13 µm 

 
With the developed process strategy and determined 

parameter sets various demonstration samples are produced. 
For the demonstration parts the size of the processed area is 
extended to a larger area up to the size of the whole sample. 
Simple 3D geometries like cubes or pyramids can be aligned 
like a flat sample and thus be processed with the same strategy. 
Demonstration parts are made from PA12, PP and PEEK 
(Fig. 10)  
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Fig. 10. Demonstration parts with the materials PA12 (left, bottom), PP (left, 
top) and PEEK (right). 

7. Conclusion and Outlook 

In this work a new approach to improve the basic 
understanding of the laser polishing process of additively 
manufactured polymer parts is presented. With the process 
strategy used – a quasi-top-hat scanning strategy with closed-
loop temperature control – the basic temperature-time-
roughness relation can be observed for different materials. For 
each investigated material a parameter range with a significant 
smoothing of the material surface can be determined. The 
minimum roughness achieved is between Sa = 0.12 µm and 
Sa = 0.61 µm depending on the material. Concluding from the 
conduction of the experiments it is assumed that a drying step 
of the material before laser polishing has a significant influence 
on the process, but this is still to be analyzed in detail. 

The results can either be used as an orientation for the choice 
of polishing parameters or can directly be used to polish whole 
sample surfaces. A particular advantage of the quasi-top-hat 
scanning strategy is the flexibility regarding the geometry of 
the generated melt pool. By scanning, different melt pool 

geometries can be created, which are potentially more 
advantageous for the polishing of larger areas. A suitable 
scanning strategy to move the quasi-top-hat scanning area 
across larger surfaces has to be developed in the next step. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

For small batches, prototypes, and customized mass production, additive manufacturing is a prominent technology in the production of complex 
thermoplastic parts. A frequently used process is Fused Deposition Modeling (FDM). For more and more applications, additive manufactured 
components have to be joined in order to form larger functional assemblies. Laser transmission welding (LTW) of thermoplastics is an industrial 
established technique, e.g. for joining injection molded parts in the automotive sector.  
Compared to injection molding, the FDM process itself results in an inhomogeneous structure with a significant amount of air inside a component. 
Because the part is built up layer by layer, it supports the formation of cavities inside the weld seam and thus a reduction in the weld seam 
strength.  
To optimize the weld seam quality, new strategies for the design of FDM parts for LTW are being investigated. Welded parts are being 
analyzed with tensile testing and cross sections. 
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1. Introduction 

In recent years, additive manufacturing has developed into 
technology that can produce customized parts in small and large 
volumes. The first additive manufactured part that was 
qualified for aerospace applications is a nose bracket gear made 
of titanium for the Airbus A350 XWB [1]. The automotive 
sector also increasingly produced metallic and thermoplastic 
parts with additive manufacturing. In 2018, BMW announced 
it had produced more than 1 million parts in the last ten years 
with additive manufacturing [2]. The market volume for 
additive manufacturing equipment and services is expected to 
grow from 4 billion USD in 2014 to 44 billion USD in 2025 [3]. 

A popular additive manufacturing process for thermoplastics 
is Fused Deposition Modeling (FDM). To prepare a 3D-CAD 
part for the deposition process, it must be converted into a file 
format that encodes the surface geometry of the part, such as 
the STL format. In the next step, software cuts the surface 

model into defined layers with a description of each layer infill 
and generates machine-readable code such as G-code. Within 
this process, deposition parameters such as layer thickness, 
layer infill pattern, print velocity, and line width are defined. 
Finally, the FDM printer uses the G-code to form the 3D object. 
The thermoplastic material in filament form is melted by the 
print head and extruded through a fine nozzle line-by-line to 
form a layer in the XY plane. After solidification, the Z-axes 
moves and the print head deposits the next layer on top. These 
stacked layers form the 3D object.  

A single layer of an FDM part has an anisotropic mechanical 
behavior based on the deposition direction [4, 5]. Along the 
axes of deposition, the load capacity of the filaments is higher 
than in their radial direction that is where the filaments are fused 
together on the touching surfaces. Because the deposited 
filaments have a circular cross section, they create voids in 
between the adjacent filaments of an FDM part. In recent years, 
many authors have investigated the influence of process 
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1. Introduction 

In recent years, additive manufacturing has developed into 
technology that can produce customized parts in small and large 
volumes. The first additive manufactured part that was 
qualified for aerospace applications is a nose bracket gear made 
of titanium for the Airbus A350 XWB [1]. The automotive 
sector also increasingly produced metallic and thermoplastic 
parts with additive manufacturing. In 2018, BMW announced 
it had produced more than 1 million parts in the last ten years 
with additive manufacturing [2]. The market volume for 
additive manufacturing equipment and services is expected to 
grow from 4 billion USD in 2014 to 44 billion USD in 2025 [3]. 

A popular additive manufacturing process for thermoplastics 
is Fused Deposition Modeling (FDM). To prepare a 3D-CAD 
part for the deposition process, it must be converted into a file 
format that encodes the surface geometry of the part, such as 
the STL format. In the next step, software cuts the surface 

model into defined layers with a description of each layer infill 
and generates machine-readable code such as G-code. Within 
this process, deposition parameters such as layer thickness, 
layer infill pattern, print velocity, and line width are defined. 
Finally, the FDM printer uses the G-code to form the 3D object. 
The thermoplastic material in filament form is melted by the 
print head and extruded through a fine nozzle line-by-line to 
form a layer in the XY plane. After solidification, the Z-axes 
moves and the print head deposits the next layer on top. These 
stacked layers form the 3D object.  

A single layer of an FDM part has an anisotropic mechanical 
behavior based on the deposition direction [4, 5]. Along the 
axes of deposition, the load capacity of the filaments is higher 
than in their radial direction that is where the filaments are fused 
together on the touching surfaces. Because the deposited 
filaments have a circular cross section, they create voids in 
between the adjacent filaments of an FDM part. In recent years, 
many authors have investigated the influence of process 
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parameters and manufacturing strategies on the anisotropic 
material behavior and voids [6-9]. To increase the bonding 
strength between line intersections, Torres et al. used annealing 
for FDM parts made of polylactide. The parts had increased 
strength after the annealing but a decreased ductility [8]. 
Rodriguez et al. investigated the influence of FDM process 
parameters on the void formation. [9]  

Laser transmission welding (LTW) is an established 
industrial technique to join thermoplastic parts. It is based on 
the optical transmittance of thermoplastic material for near-
infrared radiation (NIR). To join two parts, see Fig. 1, the 
radiation must pass through the transparent part (LT) to reach 
the surface of the second part (LA), which absorbs the radiation 
to a certain depth. By absorbing the radiation, the optical energy 
transforms into thermal energy. Heat conduction transfers the 
heat to the transparent part, resulting in both parts melting at 
their interface. After cooling and solidification, the two parts 
form a bond. A good surface contact requires constant joining 
pressure and a smooth surface at the parts’ interface [10].  

 

 

Fig. 1. Schematic laser welding process 

In 2019, Kuklik et al. demonstrated a fundamental study of 
laser transmission welding for additively manufactured parts. 
They investigated the influence of additive manufacturing 
process parameters on the transmissivity as well as the 
weldability of natural polylactide parts. For the highest weld 
seam strength, an energy per unit length of El = 4 J/mm at a 
weld velocity of v = 2.5 mm/s was recommended. Cross 
sections discovered cavities inside the weld seam, which 
resulted in an unpredictable weld seam width and connected 
area in the joint. This was also reflected in the high standard 
deviation of the weld seam strength. The authors suggested that 
voids caused these cavities during the additive manufacturing 
process and that surface roughness resulted in small gaps 
between the parts [11]. 

In this study, intermediate layers in the form of bars are 
applied between the parts in order to provide additional material 
for the weld seam. The hypothesis is that during the welding 
process, the bar melts and the molten material fills the cavities 

in the weld seam that would cause the voids inside the additive 
manufactured parts. The authors assume that the weld seam 
without cavities increases the weld seam strength while 
decreasing the standard deviation. A weld seam with constant 
width and without cavities is required for a high-quality laser 
transmission welding of additive manufactured parts.  

 
Nomenclature 

El energy per unit length 
LA laser absorbent part 
LT laser transparent part 
λ wavelength 
P laser power 
v scanning velocity 

2. Experimental Set-up 

In this study of laser transmission welding of additive 
manufactured components, parts were manufactured with a 3rd 
generation Ultimaker FDM desktop printer. This printer has a 
heated glass build plate and a resolution of 12.5 µm in the X- 
and Y-axes and 2.5 µm in the Z-axis. The utilized nozzle has a 
diameter of 0.4 mm.  

 

 

Fig. 2. Experimental setup with the laser scanner optic and the clamping 
device. The parts were aligned with an overlap of 12 mm and the bar in the 

middle of the overlap. 

The materials for the transparent and the absorbent parts are 
natural and black polylactide respectively from Filamentworld. 
Cura, the software from Ultimaker, was used for slicing the 
CAD models in 200 µm thick layers. A layer has an outline that 
consists of three filaments. The layer infill consist of filaments 
aligned in the 45° direction to the outline (cf. Fig. 2). The 
orientation of the layer infill changes by 90° every layer. For 
the laser welding experiments, transparent and absorbing parts 
with 50 mm length, 25 mm width, and 2 mm thickness were 
produced. To reduce cavities inside the weld seam, bars of 
2 mm width and 200 µm or 400 µm height respectively were 
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added onto the top layer of the absorbing parts in order to 
provide additional material in the welding zone (cf. Fig. 2). The 
printing direction of the bar was parallel to the weld seam. For 
the laser transmission welding, Laserline’s diode laser LDM-
300-40 with a maximum power of Pmax = 300 W and a 
wavelength of λ = 940 nm was used. The laser beam was 
guided by an optical fiber to a scanner equipped with a focusing 
optic. This optic generated a focal diameter of 2 mm.  

The parts were aligned with an overlap of 12 mm, see Fig. 2 
right. To generate the required clamping pressure, a pneumatic 
cylinder pressed the parts against a glass plate with a pressure 
of 0.2 MPa, see Fig. 2 left. With the parameters for the contour 
welding process recommended in an earlier study [11], the bars 
overheat. Therefore, in this investigation the parts were fused 
by contour welding with scanning velocities ranging from 
v = 5 mm/s to v = 20.0 mm/s and a laser power range of 
P = 10.0 W to P = 20.0 W.  

3. Results and discussion 

The absorbent parts with the intermediate layers in form of 
bars on top were fused in overlap to transparent parts. To study 
the influence of the different amount of additional material on 
cavities inside the weld seam, welds were performed with 
different scanning velocities and laser powers. 

For each parameter set, cross sections were made from 
welded samples at three different positions of the weld. Only a 
few cross sections are shown in this study, but the details 
described also appear at other positions of the weld seams.  

Fig. 3 A – C show the cross sections of parts without a bar 
(A), with a 200 µm (B), and a 400 µm (C) high bar that were 
fused together with a laser power of P = 10 W and a scanning 
velocity of v = 5 mm/s. Figures 3 A and B show a large cavity 
in the middle of the weld seam. In both cases, the parts were 
completely melted from the first layer of the additively 
manufactured transparent part (LT) to the second layer of the 
absorbent part (LA). Fig. 3 C shows that the former bar height 
of 400 µm reduced to 200 µm during the welding process and 
the width extended to 3 mm. Also, the first manufacturing layer 
of the bar was melted and squeezed to the sides. The absorbent 
and transparent parts were melted until to the third 
manufacturing layer and a weld seam was formed with a clear 
contour and without cavities.  

A weld seam cross section of an experiment with a higher 
scanning velocity of v = 10 mm/s and a 400 µm high bar is seen 
in Fig. 3 D. The laser power was kept constant at P = 10 W. 
The absorbent part was melted until the third layer but only the 
top layer of the 400 µm high bar was melted and squeezed 
slightly to the sides. The transparent part was melted until the 
second additively manufactured layer. The welding process 
formed a weld seam without cavities and with a clear contour. 

 

  

Fig. 3. Cross sections of weld seams with no bar (A), a 200 µm high bar 
(B), and a 400 µm high bar (C). Welding parameter: P = 10 W, v = 5 mm/s. 

Cross section D shows a weld seam with a 400 µm high bar and welding 
parameter: P = 10 W, v = 10 mm/s. 

The analysis of the weld seam cross sections shows that the 
bars on top of the absorbent part are necessary for the cavity 
reduction. The authors conclude from the voids inside the 
additively manufactured parts that the absorbent material melts 
and sinks down during the welding process. Without an 
intermediate layer, the transparent part was also in contact with 
the absorbent part on both sides of the weld seam during the 
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parameters and manufacturing strategies on the anisotropic 
material behavior and voids [6-9]. To increase the bonding 
strength between line intersections, Torres et al. used annealing 
for FDM parts made of polylactide. The parts had increased 
strength after the annealing but a decreased ductility [8]. 
Rodriguez et al. investigated the influence of FDM process 
parameters on the void formation. [9]  

Laser transmission welding (LTW) is an established 
industrial technique to join thermoplastic parts. It is based on 
the optical transmittance of thermoplastic material for near-
infrared radiation (NIR). To join two parts, see Fig. 1, the 
radiation must pass through the transparent part (LT) to reach 
the surface of the second part (LA), which absorbs the radiation 
to a certain depth. By absorbing the radiation, the optical energy 
transforms into thermal energy. Heat conduction transfers the 
heat to the transparent part, resulting in both parts melting at 
their interface. After cooling and solidification, the two parts 
form a bond. A good surface contact requires constant joining 
pressure and a smooth surface at the parts’ interface [10].  
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provide additional material in the welding zone (cf. Fig. 2). The 
printing direction of the bar was parallel to the weld seam. For 
the laser transmission welding, Laserline’s diode laser LDM-
300-40 with a maximum power of Pmax = 300 W and a 
wavelength of λ = 940 nm was used. The laser beam was 
guided by an optical fiber to a scanner equipped with a focusing 
optic. This optic generated a focal diameter of 2 mm.  
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right. To generate the required clamping pressure, a pneumatic 
cylinder pressed the parts against a glass plate with a pressure 
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3. Results and discussion 
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different scanning velocities and laser powers. 
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few cross sections are shown in this study, but the details 
described also appear at other positions of the weld seams.  

Fig. 3 A – C show the cross sections of parts without a bar 
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welding process. When the absorbent part was melted and sank 
down to fill the voids, the transparent part could not yield. 
Therefore, the heat transfer was prevented from the absorbent 
to the transparent part. With the bar on top of the absorbent 
part, the constant pressure of the clamping device results in a 
six times higher clamping force, because of the smaller surface 
in contact. When the bar melts and yields to the pressure, the 
transparent part follows and the heat transfer to the transparent 
part improves. However, there are still cavities in the parts with 
a 200 µm high bar. Providing material for the weld seam and 
increasing the clamping force could not eliminate all cavities. 
Comparing Fig. 3 B with C that has a higher bar, the transparent 
part was melted until the third layer with the same welding 
parameters. It is assumed that the air at the sides of the bar 
isolate the heat and support the heat transfer to the transparent 
part. 

 

 

Fig. 4. Results of the average weld seam strength of welded parts with 
200 µm and 400 µm high bars at different energy per unit length in 

comparison to welding experiments without a supporting bar from [11]. 

In order to determine the influence of the intermediate layers 
on the weld seam strength, parts with 200 µm and 400 µm high 
bars were fused with transparent parts using different laser 
powers and scanning velocities. The scanning velocities were 
chosen to observe equivalent energy per unit length between 
El = 1 – 2 J/mm at laser powers of P1 = 10 W, P2 = 15 W and 
P3 = 20 W. For each parameter set, the weld seam strength of 
four welded samples were tested with a tensile lap-shear test. 
Fig. 4 shows the weld seam strength tests’ result. The result of 
the tests demonstrate that with the 200 µm and 400 µm high 
bar the maximum weld seam strength increases in comparison 
to the parts without a bar. The difference in the weld seam 
strength is very low for the experiments with the bars. The 
average weld seam strength decreases with less energy per unit 
length. Nevertheless, the standard deviation of the experiments 
overlaps, so the result is not entirely clear. For the parts with a 
400 µm high bar, the average weld seam strength decreases for 
higher laser power. The opposite behavior is observed for the 
parts with 200 µm high bars. This could be explained by an 

overheating of the absorbent part during the welding with the 
400 µm high bar and a laser power of P = 20 W.  

However, during the weld seam strength tests of the parts 
with the bars, not all of them broke in the weld seam. The 
absorbent part broke directly at the edge of the bar (cf. Fig. 5 A) 
or the formed weld seam was ripped off from the transparent 
part, (cf. Fig. 5 C) in contrast to the parts without a bar 
(Fig. 5 B), which all broke in the weld seam. 

 

 

Fig. 5. Different failure types of the weld seam strength tested parts. A 
and C: Parts with a 400 µm high bar, B: without a bar. 

During the weld seam strength tests, the parts bend around 
the weld seam. This momentum results in high stress at the 
edge of the bar. The material broke inside the part, but not in 
the weld seam. Therefore, an influence of the different bar 
heights on the weld seam strength could not be determined. 
However, it is determined that the weld seams have a higher 
strength than the additively manufactured parts themselves for 
the load case. 

4. Conclusion 

This study enhanced the process knowledge of the laser 
transmission welding for additive manufactured components 
made using a FDM process with polylactide. The cavities 
inside the weld seam were reduced by providing additional 
material in form of bars with different heights for the welding 
process. Contour welding with various laser power and velocity 
values was tested.  
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Cross sections of the parts without and with a 200 µm high 
bar show cavities in the middle of the weld seam. Only with a 
400 µm high bar, cavities were prevented in the weld seam. The 
transparent part was melted until the third layer and a weld 
seam was formed with a clear contour. 

An average weld seam strength of F = 1123 N was reached 
with absorbent parts with a 400 µm high bar on top, using a 
laser power of P = 10 W and a scanning velocity of v = 5 mm/s. 
However, during the weld seam strength tests of the parts with 
a bar, they failed in the additively manufactured material. The 
influence of the different bar heights on the weld seam strength 
could not be determined. 

In further studies, the temperature in the weld seam should 
be measured with a pyrometer to identify the heat dynamics 
with different bar heights on top of the absorbing part. New 
shapes should be investigated for the bars to prevent high loads 
during the weld seam strength test in the material at the root of 
the bar. Because of superior gap bridgebility, a quasi-
simultaneous welding process should be tested as well. 
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a 200 µm high bar. Providing material for the weld seam and 
increasing the clamping force could not eliminate all cavities. 
Comparing Fig. 3 B with C that has a higher bar, the transparent 
part was melted until the third layer with the same welding 
parameters. It is assumed that the air at the sides of the bar 
isolate the heat and support the heat transfer to the transparent 
part. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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1. Introduction 

Laser-based powder bed fusion of polymers is a widespread 
application area for additive manufacturing (AM). According 
to the Wohlers Report [1], polymeric powder for laser-based 
powder bed fusion (PBF-LB/P) represents over 25% of all 
feedstock for AM, and polyamide is by far the most popular 
polymer in this class. 

Polyamide 11 has very good mechanical properties as 
produced using PBF-LB/P, but a primary issue with open 
acceptance for structural applications is the reliability and 
consistency of mechanical properties from one build to the next.  
This is illustrated in Fig.1 for almost 4000 ASTM D638 tension 
test results for polyamide 11 PBF-LB/P in a commercial setting.  
The strength values are reasonably constant over a large range 
of feedstock lots and machines. However, the ductility varies 
widely independent of the testing direction for the build, 
varying from ~1% elongation to over 50%. The low ductility, 
coupled with an intrinsic defect structure associated with 
porosity and limited inter-layer strength, can create a shift in  

Fig. 1. ASTM D638 tension test results PBF-LB/P polyamide 11, 
commercial builds. [2] 
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1. Introduction

Laser-based powder bed fusion of polymers is a widespread
application area for additive manufacturing (AM).  According 
to the Wohlers Report [1], polymeric powder for laser-based 
powder bed fusion (PBF-LB/P) represents over 25% of all 
feedstock for AM, and polyamide is by far the most popular 
polymer in this class.  

Polyamide 11 has very good mechanical properties as 
produced using PBF-LB/P, but a primary issue with open 
acceptance for structural applications is the reliability and 
consistency of mechanical properties from one build to the next. 
This is illustrated in Fig.1 for almost 4000 ASTM D638 tension 
test results for polyamide 11 PBF-LB/P in a commercial setting. 
The strength values are reasonably constant over a large range 
of feedstock lots and machines.  However, the ductility varies 
widely independent of the testing direction for the build, 
varying from ~1% elongation to over 50%.  The low ductility, 
coupled with an intrinsic defect structure associated with 
porosity and limited inter-layer strength, can create a shift in 

Fig. 1. ASTM D638 tension test results PBF-LB/P polyamide 11, commercial
builds [2]
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1. Introduction

Laser-based powder bed fusion of polymers is a widespread
application area for additive manufacturing (AM).  According 
to the Wohlers Report [1], polymeric powder for laser-based 
powder bed fusion (PBF-LB/P) represents over 25% of all 
feedstock for AM, and polyamide is by far the most popular 
polymer in this class.  

Polyamide 11 has very good mechanical properties as 
produced using PBF-LB/P, but a primary issue with open 
acceptance for structural applications is the reliability and 
consistency of mechanical properties from one build to the next. 
This is illustrated in Fig.1 for almost 4000 ASTM D638 tension 
test results for polyamide 11 PBF-LB/P in a commercial setting. 
The strength values are reasonably constant over a large range 
of feedstock lots and machines.  However, the ductility varies 
widely independent of the testing direction for the build, 
varying from ~1% elongation to over 50%.  The low ductility, 
coupled with an intrinsic defect structure associated with 
porosity and limited inter-layer strength, can create a shift in 

Fig. 1. ASTM D638 tension test results PBF-LB/P polyamide 11, commercial
builds [2]
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1. Introduction 

Laser-based powder bed fusion of polymers is a widespread 
application area for additive manufacturing (AM). According 
to the Wohlers Report [1], polymeric powder for laser-based 
powder bed fusion (PBF-LB/P) represents over 25% of all 
feedstock for AM, and polyamide is by far the most popular 
polymer in this class. 

Polyamide 11 has very good mechanical properties as 
produced using PBF-LB/P, but a primary issue with open 
acceptance for structural applications is the reliability and 
consistency of mechanical properties from one build to the next.  
This is illustrated in Fig.1 for almost 4000 ASTM D638 tension 
test results for polyamide 11 PBF-LB/P in a commercial setting.  
The strength values are reasonably constant over a large range 
of feedstock lots and machines. However, the ductility varies 
widely independent of the testing direction for the build, 
varying from ~1% elongation to over 50%. The low ductility, 
coupled with an intrinsic defect structure associated with 
porosity and limited inter-layer strength, can create a shift in  

Fig. 1. ASTM D638 tension test results PBF-LB/P polyamide 11, 
commercial builds. [2] 
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Fig. 2. PBF-LB/P polyamide 11 prosthetic foot which shattered a low load 
[3].  The green marks on the main piece are spaced at 25 mm.

deformation mode from the usual yield/plasticity mode to a 
brittle fracture-mechanics failure mechanism.  This is 
illustrated in Fig. 2 which shows a polyamide 11 prosthetic foot 
which, when loaded in bending by hand, shattered in a brittle 
mode [3].

A major issue then is to understand the conditions resulting 
in low ductility and toughness.  By doing so, one might set the 
build conditions in a way to avoid these deleterious results.  It 
is the goal of this work to describe the manufacturing conditions 
leading to limited ductility and to provide a model for assessing 
the manufacturing conditions leading to acceptable service 
mechanical properties.

2. Experimental Methods

Polyamide 11 was obtained from two providers: ALM FR-
106 and Arkema Rilsan D80.  The number of ASTM D638 
tension tests from each provider was 68,000 and 16,700, 
respectively.  An MTS Insight 10 tension tester was used for 
all tests.  Tests covered commercial builds at Stratasys Digital 
Manufacturing (formerly Harvest Technologies) over a ten-
year period, across approximately 15 different PBF-LB/P
machines and over a large number of machine operators.  3D 
Systems SPro 60s or equivalents by the same company. For all 
builds, the machine parameter set included 46 Watts power, 
0.25 mm hatch spacing, 10.2 m/s scan speed, 0.1 mm layer 
thickness and 180°C part bed temperature.  

The variation in ductility was assessed using a single AM 
fabricator over a large number of commercial batches.  The 
average value of elongation to fracture and the standard 
deviation were obtained for Z-oriented polyamide 11 test 
specimens gathered in the middle of the build chamber (138 
specimens, 126 separate builds, Z distance 175-300 mm, over 
a four-year period), and also for Z-oriented test specimens built 
on the same machine at the back left corner (63 specimens, 52 
separate builds, Z distance 75-100 mm, over a nine-year 
period).

3. Results

Figs. 3 and 4 show summary results of the average strength 
and elongation at break, respectively, for ASTM D638 samples 

tested parallel to the build (Z) direction.  It is seen that the 
strength is rather uniform across the build volume, but the 
elongation suffers as the testing location approaches the
sidewalls of the build volume.  

A common manufacturing parameter for PBF-LB/P
polymers is the energy density ED. Over the years, 
investigators have reported at least five different forms for 
polymer energy density [5].  The form best reflecting actual 
measurements is 

𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 =  
𝑃𝑃𝑃𝑃
𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣

                                                                                     (1)

Fig. 3. Average yield strength of ~68,000 ASTM D638 tension specimens 
built using ALM FR-106 polyamide 11 and tested in the Z-direction.  [4]

Fig. 4. Average elongation at break for ~17,000 ASTM D638 tension 
specimens built using Arkema Rilsan D80 polyamide 11 and tested in the Z-

direction.  [4]

where P = laser power, v = scan speed, H = hatch spacing and 
t = layer thickness. For the data presented, the energy density 
was 0.18 J/mm3.  It is seen in Fig. 3 that the strength is rather 
uniform for all specimens which have the same energy density.  
Lowering the energy density below about 0.12 J/mm3 results in 
a loss of strength due to creation of fusion errors and porosity 
[6]. However, the ductility results in Fig.4 show that the energy 
density term is not a good indicator of acceptable ductility, 
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since the energy density for all samples tested and reported in 
Fig. 4 have the same energy density of 0.18 J/mm3.

The average elongation to fracture for polyamide 11 tension 
specimens from a single machine over numerous builds was 
39.1±7.1% for specimens built in the center of the build 
chamber.  At the outside area near the back left corner, the 
elongation to fracture was 15.4±5.3%.

4. Discussion and Thermal Model

The authors believe that the reduction in ductility illustrated 
in Fig. 4 for specimens built near the build chamber wall is due 
to a reduced thermal exposure from the time the powder is first 
heated prior to lasing to the time at which the part is cooled to 
room temperature after the build is complete [4,7]. Of 
importance is the dwell time of the lased feedstock in the build 
chamber after it becomes molten until the part cools to room 
temperature. For parts in the center of the build chamber, this 
dwell time at high temperature is long, whereas for parts built 
near the sidewalls (or X- or Y-oriented samples built at the top 
or bottom of the build), the time at temperature is short.  Several 
binding mechanisms may be at play for the part after lasing 
which may improve the ductility of the final part.  This includes 
a traditional Frenkel viscous sintering during which porosity is 
reduced [8].  Another possible mechanism is long chain 
diffusion or reptation which yields similar results [9]. Using 
the Frenkel model, the rate of pore closure is given by 

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑𝑣𝑣𝑣𝑣

=  −
2𝜎𝜎𝜎𝜎
𝑑𝑑𝑑𝑑2

  
𝛿𝛿𝛿𝛿3

𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘
 𝐸𝐸𝐸𝐸                                                                        (2)

where a = pore radius, t = elapsed time, σ = interfacial tension 
of the molten polymer, δ = crystal lattice constant, k = 
Bolzmann’s Constant, T = absolute temperature and D = 
diffusivity.  An incremental decrease in pore volume for a 
spherical pore is

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝑑𝑑𝑑𝑑 �
4𝜋𝜋𝜋𝜋𝑑𝑑𝑑𝑑3

3
� = 4𝜋𝜋𝜋𝜋𝑑𝑑𝑑𝑑2𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑                                                       (3) 

Solving Equation 1 for a2da and substituting into Equation 2, 
the following differential equation is obtained:

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 =  �
8𝜋𝜋𝜋𝜋𝜎𝜎𝜎𝜎𝛿𝛿𝛿𝛿3

𝑘𝑘𝑘𝑘
� �
𝐸𝐸𝐸𝐸
𝑘𝑘𝑘𝑘
� 𝑑𝑑𝑑𝑑𝑣𝑣𝑣𝑣                                                                 (4)

Knowing that the diffusivity D has an Arrhenius relationship D 
= Aexp(-Q/kT), the relation is substituted into Equation 4 to 
produce:

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 =  �
8𝜋𝜋𝜋𝜋𝜎𝜎𝜎𝜎𝛿𝛿𝛿𝛿3𝐴𝐴𝐴𝐴

𝑘𝑘𝑘𝑘
� �

exp �− 𝑄𝑄𝑄𝑄
𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘�

𝑘𝑘𝑘𝑘
� 𝑑𝑑𝑑𝑑𝑣𝑣𝑣𝑣 

                                  =   �
8𝜋𝜋𝜋𝜋𝜎𝜎𝜎𝜎𝛿𝛿𝛿𝛿3𝐴𝐴𝐴𝐴

𝑘𝑘𝑘𝑘
�  [𝑓𝑓𝑓𝑓(𝑣𝑣𝑣𝑣,𝑘𝑘𝑘𝑘)]𝑑𝑑𝑑𝑑𝑣𝑣𝑣𝑣                         (5)

The temperature-independent term in Equation 5 is effectively 
a constant given a specific feedstock material.  Assuming that 
the ductility becomes acceptable once a pore shrinks past some 

critical size or volume, then the integral F of the f(t,T) term 
over time will also cross over a critical value Fcr.  In principle, 
one might calculate the integral of f(t,T)dt for every point in the 
build chamber from the start of part bed heating until the entire 
chamber is cooled after the build.  The integrated value F will 
be smallest at the build walls and at the top and bottom of the 
build chamber, and it will be largest in the middle of the build 
chamber [4,7].  A value of the integral may be selected for 
which smaller values are associated with unacceptable ductility 
and for which higher values cause full ductility.

The authors have earlier experimentally probed 
feedstock/part cooling rates of various points within the build 
chamber [4,7].  The thermal conductivity of the powder bed is 
extremely low, approximately 0.1 W/mK [10], so there is a 
large difference in time-at-temperature between feedstock near 
the build chamber sidewalls and feedstock located near the 
center of the build chamber. From this earlier work, the initial 
cooling rate in the center of a build chamber was ~5°C/hr, while 
near the build chamber wall, it measured about 15°C/hr [4].  
The integrated value of f(t,T) dt for the center of the build 
chamber is over twice the value near the chamber sidewalls.  

This is illustrated in Fig. 5, an ANSYS simulation of the 
build chamber temperature of a polyamide full-chamber build 
after 30 min [4].  It is seen that the center of the chamber 
remains at the build temperature 180°C, whereas the material 
near the chamber sidewalls has cooled to below 150°C.

Fig. 5. ANSYS simulation of a full-chamber polyamide build 30 min after 
the end of the build.  [4] “Side” is the x or left direction in the build chamber; 

“F” denotes the y direction or front of the build chamber.

The temperature profile of the build chamber after 40 min 
of cool-down time is shown in Fig. 6.  It is seen that material 
near the center of the chamber remains at 180°C, but cooling 
has progressed over 100 mm away from the sidewalls.

A topic of commercial interest then is how to expand the 
volume within the build chamber where parts with high
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Fig. 6. ANSYS simulation of a full-chamber polyamide build 40 min after 
the end of the build.  [4] “FRONT” denotes the y direction or front of the 

build chamber.
ductility are produced.  There are several approaches that may 
produce this desirable result.  Perhaps the most obvious is to 
install sidewall heaters on the build chamber sidewalls which 
would slow the cooling rate laterally (cf., Figs. 5 and 6). Some 
pre-commercial PBF-LB/P fabricators once had sidewall 
heaters.  Alternatively, some PBF-LB/P fabricators have 
removable build chambers to enhance productivity, including 
the current EOS P700, Integra P450 and 3D Systems sPro 140 
and sPro 230. All these fabricators currently require cooling to 
~100°C prior to enabling removal.  Placing the removable build 
chamber in an oven immediately at the end of the build with 
minimal cooling rather than ambient cooling would likewise 
slow the cooling rate and improve final part ductility. Issues of 
oxidation must be considered in this implementation. Lowering 
the intrinsic powder bed thermal conductivity would slow the 
cooling rate as well, but this could have a deleterious effect on 
productivity. 
The authors speculate that taking cooled polyamide 11 parts 
and oven soaking them at the build temperature, 180°C, will 
not result in improved ductility.  The main reason is that the 
parts in the build chamber during the PBF-LB/P process are 
liquid, whereas cooled parts once crystallized will remain solid 
upon heating to the build chamber temperature.  This is 
illustrated by the differential scanning calorimeter run of 
polyamide 11, Fig. 7 [4].  Here, on heating, the powder melts 
at ~190°C and on cooling crystallizes at ~160°C. During a 
build, the powder is heated to the part bin temperature, ~180°C, 
which is below the melting temperature.  Once it is lased, the 
powder melts and flows to form a small portion of the part.  In 
the build chamber, it rather quickly cools back to the build 
temperature, ~180°C, which is above the crystallization 
temperature.  Hence, the part in the build chamber remains 
molten until it cools below ~160°C.  This typically occurs at 
the end of the build during the overall build chamber cooling 
process.  The point then is that the thermal exposure resulting 
in ductility improvement during the build and associated cool 
down operates on liquid polyamide, whereas a post-build 

Fig. 7. Experimental Differential Scanning Calorimeter plot for Polyamide 
11.  [4]

thermal processing of the part would operate on solid
polyamide.  

5. Conclusions

This work is based on analysis of approximately 85,000 
ASTM D638 tension specimens built over ~10 years on 
multiple machines in a commercial setting using polyamide 11 
feedstock from two manufacturers.  It is observed that the 
specimen strength correlates to the energy density, but the 
ductility does not.  Further, variations in ductility can be traced 
to the location of the tension specimen within the build 
chamber.  Specimens located near the center of the build 
chamber exhibited high ductility, elongations to break 
exceeding 20%, but the ductility decreased as the location 
shifted toward the build chamber sidewalls.

A thermal model was derived to define the location within 
the build chamber where parts with acceptable ductility could 
be produced.  Based on the Frenkel theory of viscous sintering, 
the model confirms that locations away from the build chamber 
sidewalls have the best opportunity to exhibit acceptable 
ductility.  Because the time at temperature after the build is a 
significant contribution to the overall thermal exposure of the 
part, the part cooling rate is important in defining the final 
ductility.  Part cooling rate in turn is strongly affected by how 
far the part is away from the build chamber sidewalls.  The 
most effective approach to expanding the build chamber 
volume where parts with acceptable ductility are obtained is to 
install sidewall heaters as a fabricator modification.
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 

Keywords: Assembly; Design method; Family identification

1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

HR-2 is a single-phase austenitic stainless steel with excellent hydrogen embrittlement resistance and a wide range of applications in hydrogen 
storage pressure vessels. During the powder preparation and additive manufacturing process, burning nitrogen deteriorates its hydrogen 
embrittlement resistance and mechanical properties. In this paper, HR-2 stainless steel powder was prepared by vacuum induction melting 
atomization (VIGA), and the HR-2 powder with acceptable nitrogen content was obtained in a nitrogen atmosphere. The effects of process 
parameters in selective laser melting, including laser energy density on the part density, microstructure, and mechanical properties of the formed 
specimens, were investigated. The results show the density of the formed samples first increase and then decrease as the energy density increases. 
With the optimization of process parameters, the density of the parts fabricated by SLM formed HR-2 with low nitrogen can reach more than 
99.5%, the tensile strength can reach 735 ± 5 MPa, the yield strength can reach 415 ± 10 MPa, the percentage elongation of 43 ± 5%, and 
percentage reduction of 44 ± 5%, while the tensile strength of HR-2 with high nitrogen can reach 720 ± 10 MPa, the yield strength can reach 
603.5 ± 10 MPa, the percentage elongation of 45 ± 5%, and percentage reduction of 60 ± 5%, which are comparable with the base material of 
forged HR-2. 
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1. Introduction 

Selective laser melting (SLM) is an eruptive technology of 
additive manufacturing or three-dimensional (3D) printing that 
can be used to produce 3D metal parts directly from a CAD 
model by the selective laser melting of successive thin layers 
of metallic or pre-alloyed powders. SLM is becoming a 
significant method in various industries, including aerospace, 
consumer products, healthcare, energy, automotive, and marine 
[1], due to the unique advantage in direct manufacturing of 
customized metal function parts, lack of constraints regarding 
complicated structures and for eliminating the expensive time-
consuming pre- and post-processing steps, compared with 

indirect laser sintering or other conventional manufacturing 
processes. 

Moreover, as hydrogen is regarded as a clean and efficient 
energy resource, researchers and engineers focus on hydrogen 
storage containers produced by hydrogen embrittlement 
resistance stainless steels. Such containers are becoming 
complicated for better performance, more functions and 
compacter volume of products in many applications, such as 
nuclear plants. Therefore, the demand for additive 
manufacturing of hydrogen embrittlement resistance stainless 
steels is growing. 

Hydrogen embrittlement resistance stainless steels refer to 
the alloys with the ability to resist hydrogen embrittlement 
damage and corrosion. They have many important applications 
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1. Introduction 

Selective laser melting (SLM) is an eruptive technology of 
additive manufacturing or three-dimensional (3D) printing that 
can be used to produce 3D metal parts directly from a CAD 
model by the selective laser melting of successive thin layers 
of metallic or pre-alloyed powders. SLM is becoming a 
significant method in various industries, including aerospace, 
consumer products, healthcare, energy, automotive, and marine 
[1], due to the unique advantage in direct manufacturing of 
customized metal function parts, lack of constraints regarding 
complicated structures and for eliminating the expensive time-
consuming pre- and post-processing steps, compared with 

indirect laser sintering or other conventional manufacturing 
processes. 

Moreover, as hydrogen is regarded as a clean and efficient 
energy resource, researchers and engineers focus on hydrogen 
storage containers produced by hydrogen embrittlement 
resistance stainless steels. Such containers are becoming 
complicated for better performance, more functions and 
compacter volume of products in many applications, such as 
nuclear plants. Therefore, the demand for additive 
manufacturing of hydrogen embrittlement resistance stainless 
steels is growing. 

Hydrogen embrittlement resistance stainless steels refer to 
the alloys with the ability to resist hydrogen embrittlement 
damage and corrosion. They have many important applications 
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in the petrochemical, nuclear, aerospace, energy and related 
industries [2]. HR-2 is a single-phase austenitic steel developed 
by the Institute of Metal Research (IMR), Chinese Academy of 
Science with excellent resistance to hydrogen embrittlement 
performance, and with a minimum tensile strength of 650 MPa, 
yield strength of 390 MPa, percentage elongation of 40% and 
percentage area reduction of 50% [3], which is superior to 316L. 

So far, most of the research has been focused on mechanical 
properties of SLM of 316L [4, 5] or particle-reinforced 316L 
[6]. High-density dislocations obtained by the SLM of 316L 
contributes significantly to high-yield strength [7]. Heat 
treatment stress relieving at 800°C for 5 h decreases the yield 
strength with no significant changes to the ultimate tensile 
strength and elongation of SLM processed 316L [8]. The 
anisotropy in the microstructure and the mechanical property 
of SLM processed 316L can be eliminated after 
recrystallization during heat treatment, which is related to the 
reduction in dislocation density and stress status [9]. However, 
research on higher strength hydrogen embrittlement-resistant 
stainless steels, such as HR-2, are limited. HR-2 contains 
nitrogen of 0.20%−0.36% for better tensile and yield strengths, 
and the nitrogen element tends to easily burn out during powder 
preparation and selective laser welding since these processes 
involve melting and solidification at high temperatures. Such 
burning loss of nitrogen in HR-2 will degrade the mechanical 
performance of SLM. Therefore, it is significant to investigate 
the mechanical properties of SLM of higher tensile strength 
HR-2. 

Evaluation of microstructure and mechanical properties of 
SLM of hydrogen embrittlement resistance stainless steels HR-
2 were performed in this investigation. Effects of processing 
parameters on densities and tensile strength of selective laser 
melted samples were also studied. The burning losses of N 
content during power preparation and selective laser melting 
have also been addressed. 

2. Materials and Experimental Procedures 

2.1. Material 

Two kinds of hydrogen embrittlement resistance stainless 
steel HR-2 powders were used in this investigation, that is, HR-
2 with low nitrogen of 0.080% and HR-2 with high nitrogen of 
0.209%. Their compositions are shown in Table 1, and the 
range requirement for HR-2 chemical compositions with the 
Institute of Metal Research according to Chinese Standard is 
also presented in Table 1. The HR-2 powder was prepared by 
vacuum induction melting atomization (VIGA). It is evident 
that the HR-2 powder with low nitrogen of 0.08% cannot meet 
the requirements of the standard compared with the nitrogen 
ranging from 0.20% to 0.34%. This low nitrogen content in the 
HR-2 powder is caused by the evaporation of N during the 
melting process of the base material under vacuum and low-
pressure atmosphere, since the vapor pressure of nitrogen is 
low. This problem can be solved with a nitrogen atmosphere 
during powder fabrication and raising the nitrogen content 
from 0.080% to 0.209%. The powder with a satisfactory 

nitrogen content was obtained using appropriate pressure of N2 
gas in the smelting furnace. 

 Table 1. Chemical composition of HR-2 powder with low N and high N, and 
range requirement (wt.%). 

 C Si Mn P S H 

HR-2 Low N 0.034 0.22 8.97 0.012 0.0021 0.0033 

HR-2 with High 
N 0.037 0.22 9.26 0.0066 0.0016 0.0026 

HR-2 
Requirement ≤0.04 ≤1.0 8~10 ≤0.025 ≤0.015  

 

 Ni Cr N O H 

HR-2 Low N 7.54 20.06 0.080 0.114 0.0033 

HR-2 with High 
N 7.48 19.92 0.209 0.070 0.0026 

HR-2 
Requirement 5.5~8.0 19~21.5 0.20~0.34   

 
Scanning electron microscope photographs, particle size 

distribution and sphericity of the low nitrogen HR-2 powder 
are shown in Fig. 1(a)−(c), respectively. The particle size of 
powder D10 is 13.82 μm, D50 is 22.87 μm, D90 is 36.74 μm, 
and the sphericity is 96%. The corresponding characteristics of 
high nitrogen content HR-2 powder are shown in Fig. 2. The 
particle size of the powder D10 is 18.37 μm, D50 is 30.83 μm, 
D90 is 50.26 μm, and the sphericity is 96%. 

 

Fig.1.  Powder characteristic of HR-2 with low N content: (a) morphology 
with SEM , (b) particle size distribution, and (c) sphericity. 
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Fig.2. Powder characteristic of HR-2 with high N content: (a) morphology 
with SEM, (b) particle size distribution, and (c) sphericity. 

2.2. Experimental Procedures 

The SLM machine used in the experiments was EOS M290. 
It was using a 400W IPG fiber laser with a wavelength of 1.064 
μm, a spot diameter of 76 μm, a maximum forming size of 250 
× 250 × 325 mm3, a layer thickness of 20−100 μm, and a 
maximum scanning speed of 7000 mm/s. The size of the 
metallographic test block is 10 mm * 10 mm * 10 mm, and the 
size of the tensile samples is Φ12 mm * 68 mm with a gauge 
distance of 30 mm. In addition, the preheating temperature of 
substrates is 100°C with a layer thickness of 30 μm. To prevent 
denitrification of HR-2 during 3D printing, nitrogen is chosen 
as the protective chamber atmosphere of the SLM machine. 
Horizontal samples were fabricated in this investigation. The 
process parameters of SLM HR-2 with low nitrogen used in the 
experimental scheme are shown in Table 2, where laser power, 
scanning speed and hatch distance are single parameters, while 
energy density (E) is a combined parameter presented as 
follows: 

𝐸𝐸𝐸𝐸 = 𝑃𝑃𝑃𝑃
𝑉𝑉𝑉𝑉×𝜏𝜏𝜏𝜏×ℎ

                                  (1) 

where P is the laser power, V is the scanning speed, τ is the 
layer thickness, and h is the hatch distance. The layer thickness 
was constant at 30 μm in Table 2. 

Table 2. Experimental scheme of SLM of HR-2 with low nitrogen 

Sample 
No. 

Laser power 
(W) 

Scanning speed 
(mm/s) 

Hatch 
distance 

(mm) 

Energy 
density 
(J/mm3) 

A1 220 755 0.11 
88.3  

A2 220 1050 0.11 
63.5  

A3 195 1050 0.11 
56.3  

A4 195 755 0.11 
78.3  

B1 275 1050 0.1 
87.3  

B2 275 1250 0.1 
73.3  

B3 250 1050 0.1 
79.4  

B4 250 1250 0.1 
66.7  

C1 285 960 0.11 
90.0  

C2 285 1150 0.11 
75.1  

C3 315 960 0.11 
99.4  

C4 315 1150 0.11 
83.0  

D1 220 755 0.11 
88.3  

D2 220 650 0.11 
102.6  

D3 220 1350 0.11 
49.4  

D4 220 1550 0.11 
43.0  

E1 195 1083 0.09 
66.7  

E2 195 812 0.09 
88.9  

E3 360 1250 0.09 
106.7  

E4 195 1083 0.09 
66.7  

 
The surfaces of the SLM-ed HR-2 metallurgical test pieces 

were first subjected to sandblasting and shot blasting. The 
densities of test pieces were then measured using Archimedes' 
drainage method expressed as follows: 

𝜌𝜌𝜌𝜌 = 𝑚𝑚𝑚𝑚𝑎𝑎𝑎𝑎×𝜌𝜌𝜌𝜌𝑤𝑤𝑤𝑤
𝑚𝑚𝑚𝑚𝑎𝑎𝑎𝑎−𝑚𝑚𝑚𝑚𝑤𝑤𝑤𝑤

  (2) 

In the formula, ma is the mass of the test specimen in air, mw 
is the mass of the test specimen in water, and ρw is the water 
density. 

A metallographic specimen was cut out by EDM, grounded 
on a grinding and polishing machine, and was then 
electrolytically corroded. The electrolyte used for electrolytic 
corrosion was oxalic acid plus hydrofluoric acid composite 
electrolyte. The metallographic sections were observed under 
Zeiss optical microscope. A scanning electron microscope 
machine KYKY-EM3200 was employed with an acceleration 
voltage of 20 kV. The powder particle sizes were tested using 
the laser interference method. Chemical compositions of SLM 
samples were inspected with laser direct reading spectrum 
detection (SPECTRO). Tensile strength tests were performed 
on a universal tensile testing machine with a strain rate of 1 × 
10-3 /S. 

3. Results and discussion 

3.1. N Content of SLM samples with HR-2 of Low N 

Chemical composition of SLM manufactured samples with 
HR-2 of Low N were inspected with laser direct reading 
spectrum detection (SPECTRO). The results show that the 
nitrogen content of SLM formed samples ranged from 0.0795% 
to 0.0848%. This indicates that N content has no evident 
burning loss when compared with the 0.80% N content of 
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in the petrochemical, nuclear, aerospace, energy and related 
industries [2]. HR-2 is a single-phase austenitic steel developed 
by the Institute of Metal Research (IMR), Chinese Academy of 
Science with excellent resistance to hydrogen embrittlement 
performance, and with a minimum tensile strength of 650 MPa, 
yield strength of 390 MPa, percentage elongation of 40% and 
percentage area reduction of 50% [3], which is superior to 316L. 

So far, most of the research has been focused on mechanical 
properties of SLM of 316L [4, 5] or particle-reinforced 316L 
[6]. High-density dislocations obtained by the SLM of 316L 
contributes significantly to high-yield strength [7]. Heat 
treatment stress relieving at 800°C for 5 h decreases the yield 
strength with no significant changes to the ultimate tensile 
strength and elongation of SLM processed 316L [8]. The 
anisotropy in the microstructure and the mechanical property 
of SLM processed 316L can be eliminated after 
recrystallization during heat treatment, which is related to the 
reduction in dislocation density and stress status [9]. However, 
research on higher strength hydrogen embrittlement-resistant 
stainless steels, such as HR-2, are limited. HR-2 contains 
nitrogen of 0.20%−0.36% for better tensile and yield strengths, 
and the nitrogen element tends to easily burn out during powder 
preparation and selective laser welding since these processes 
involve melting and solidification at high temperatures. Such 
burning loss of nitrogen in HR-2 will degrade the mechanical 
performance of SLM. Therefore, it is significant to investigate 
the mechanical properties of SLM of higher tensile strength 
HR-2. 

Evaluation of microstructure and mechanical properties of 
SLM of hydrogen embrittlement resistance stainless steels HR-
2 were performed in this investigation. Effects of processing 
parameters on densities and tensile strength of selective laser 
melted samples were also studied. The burning losses of N 
content during power preparation and selective laser melting 
have also been addressed. 

2. Materials and Experimental Procedures 

2.1. Material 

Two kinds of hydrogen embrittlement resistance stainless 
steel HR-2 powders were used in this investigation, that is, HR-
2 with low nitrogen of 0.080% and HR-2 with high nitrogen of 
0.209%. Their compositions are shown in Table 1, and the 
range requirement for HR-2 chemical compositions with the 
Institute of Metal Research according to Chinese Standard is 
also presented in Table 1. The HR-2 powder was prepared by 
vacuum induction melting atomization (VIGA). It is evident 
that the HR-2 powder with low nitrogen of 0.08% cannot meet 
the requirements of the standard compared with the nitrogen 
ranging from 0.20% to 0.34%. This low nitrogen content in the 
HR-2 powder is caused by the evaporation of N during the 
melting process of the base material under vacuum and low-
pressure atmosphere, since the vapor pressure of nitrogen is 
low. This problem can be solved with a nitrogen atmosphere 
during powder fabrication and raising the nitrogen content 
from 0.080% to 0.209%. The powder with a satisfactory 

nitrogen content was obtained using appropriate pressure of N2 
gas in the smelting furnace. 

 Table 1. Chemical composition of HR-2 powder with low N and high N, and 
range requirement (wt.%). 

 C Si Mn P S H 

HR-2 Low N 0.034 0.22 8.97 0.012 0.0021 0.0033 

HR-2 with High 
N 0.037 0.22 9.26 0.0066 0.0016 0.0026 

HR-2 
Requirement ≤0.04 ≤1.0 8~10 ≤0.025 ≤0.015  

 

 Ni Cr N O H 

HR-2 Low N 7.54 20.06 0.080 0.114 0.0033 

HR-2 with High 
N 7.48 19.92 0.209 0.070 0.0026 

HR-2 
Requirement 5.5~8.0 19~21.5 0.20~0.34   

 
Scanning electron microscope photographs, particle size 

distribution and sphericity of the low nitrogen HR-2 powder 
are shown in Fig. 1(a)−(c), respectively. The particle size of 
powder D10 is 13.82 μm, D50 is 22.87 μm, D90 is 36.74 μm, 
and the sphericity is 96%. The corresponding characteristics of 
high nitrogen content HR-2 powder are shown in Fig. 2. The 
particle size of the powder D10 is 18.37 μm, D50 is 30.83 μm, 
D90 is 50.26 μm, and the sphericity is 96%. 

 

Fig.1.  Powder characteristic of HR-2 with low N content: (a) morphology 
with SEM , (b) particle size distribution, and (c) sphericity. 

Sphericity 0.96
(Statistical results of ~ 20 k particles)

Low N HR-2 Powder

D10 13.82μm
D50 22.87μm
D90 36.74μm

c

a

0.01         0.1          1           10          100      1,000    10,000  
Size(microns)

%
 P

as
si

ng
Cu

m
ul

at
iv

e

%
 C

ha
nn

el

100
90
80
70
60
50
40
30
20
10
0

b 20
18
16
14
12
10
8
6
4
2
0

D
iff

er
en

tia
l

50

0
2

4
6

0.
96

0.
74

0.
94

0.
92

0.
9

0.
86

0.
84

0.
88

0.
82

0.
8

0.
76

0.
78

0.
98

Sphericity [] (Y-Axis)

 Xianfeng Shen / Procedia CIRP 00 (2020) 000–000  3 

 

Fig.2. Powder characteristic of HR-2 with high N content: (a) morphology 
with SEM, (b) particle size distribution, and (c) sphericity. 

2.2. Experimental Procedures 

The SLM machine used in the experiments was EOS M290. 
It was using a 400W IPG fiber laser with a wavelength of 1.064 
μm, a spot diameter of 76 μm, a maximum forming size of 250 
× 250 × 325 mm3, a layer thickness of 20−100 μm, and a 
maximum scanning speed of 7000 mm/s. The size of the 
metallographic test block is 10 mm * 10 mm * 10 mm, and the 
size of the tensile samples is Φ12 mm * 68 mm with a gauge 
distance of 30 mm. In addition, the preheating temperature of 
substrates is 100°C with a layer thickness of 30 μm. To prevent 
denitrification of HR-2 during 3D printing, nitrogen is chosen 
as the protective chamber atmosphere of the SLM machine. 
Horizontal samples were fabricated in this investigation. The 
process parameters of SLM HR-2 with low nitrogen used in the 
experimental scheme are shown in Table 2, where laser power, 
scanning speed and hatch distance are single parameters, while 
energy density (E) is a combined parameter presented as 
follows: 

𝐸𝐸𝐸𝐸 = 𝑃𝑃𝑃𝑃
𝑉𝑉𝑉𝑉×𝜏𝜏𝜏𝜏×ℎ

                                  (1) 

where P is the laser power, V is the scanning speed, τ is the 
layer thickness, and h is the hatch distance. The layer thickness 
was constant at 30 μm in Table 2. 

Table 2. Experimental scheme of SLM of HR-2 with low nitrogen 

Sample 
No. 

Laser power 
(W) 

Scanning speed 
(mm/s) 

Hatch 
distance 

(mm) 

Energy 
density 
(J/mm3) 

A1 220 755 0.11 
88.3  

A2 220 1050 0.11 
63.5  

A3 195 1050 0.11 
56.3  

A4 195 755 0.11 
78.3  

B1 275 1050 0.1 
87.3  

B2 275 1250 0.1 
73.3  

B3 250 1050 0.1 
79.4  

B4 250 1250 0.1 
66.7  

C1 285 960 0.11 
90.0  

C2 285 1150 0.11 
75.1  

C3 315 960 0.11 
99.4  

C4 315 1150 0.11 
83.0  

D1 220 755 0.11 
88.3  

D2 220 650 0.11 
102.6  

D3 220 1350 0.11 
49.4  

D4 220 1550 0.11 
43.0  

E1 195 1083 0.09 
66.7  

E2 195 812 0.09 
88.9  

E3 360 1250 0.09 
106.7  

E4 195 1083 0.09 
66.7  

 
The surfaces of the SLM-ed HR-2 metallurgical test pieces 

were first subjected to sandblasting and shot blasting. The 
densities of test pieces were then measured using Archimedes' 
drainage method expressed as follows: 

𝜌𝜌𝜌𝜌 = 𝑚𝑚𝑚𝑚𝑎𝑎𝑎𝑎×𝜌𝜌𝜌𝜌𝑤𝑤𝑤𝑤
𝑚𝑚𝑚𝑚𝑎𝑎𝑎𝑎−𝑚𝑚𝑚𝑚𝑤𝑤𝑤𝑤

  (2) 

In the formula, ma is the mass of the test specimen in air, mw 
is the mass of the test specimen in water, and ρw is the water 
density. 

A metallographic specimen was cut out by EDM, grounded 
on a grinding and polishing machine, and was then 
electrolytically corroded. The electrolyte used for electrolytic 
corrosion was oxalic acid plus hydrofluoric acid composite 
electrolyte. The metallographic sections were observed under 
Zeiss optical microscope. A scanning electron microscope 
machine KYKY-EM3200 was employed with an acceleration 
voltage of 20 kV. The powder particle sizes were tested using 
the laser interference method. Chemical compositions of SLM 
samples were inspected with laser direct reading spectrum 
detection (SPECTRO). Tensile strength tests were performed 
on a universal tensile testing machine with a strain rate of 1 × 
10-3 /S. 

3. Results and discussion 

3.1. N Content of SLM samples with HR-2 of Low N 

Chemical composition of SLM manufactured samples with 
HR-2 of Low N were inspected with laser direct reading 
spectrum detection (SPECTRO). The results show that the 
nitrogen content of SLM formed samples ranged from 0.0795% 
to 0.0848%. This indicates that N content has no evident 
burning loss when compared with the 0.80% N content of 
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powder during SLM, which attributes to the N2 chamber 
protective atmosphere. 

3.2. Effects of Processing Parameters on Density of SLM 
Parts 

Densities of twenty samples corresponding to experimental 
scheme in Table 2 were measured using Archimedes' drainage 
method. Effect of energy density on relative density of SLM 
samples is shown in Fig.3. From the fitted curve in this figure, 
the sample’s density generally increases with the increase in 
energy density, then reaches a maximum point, and then 
decreases with the further increase in energy density. 
Occurrence of turning point on the curve can be related to the 
occasional presence of unstable keyhole mode during SLM 
when the energy density is too high. Such occasional unstable 
keyhole vapor leads to entrapped pores, and then will result in 
higher porosity, deteriorating part density. This changing trend 
in samples’ density with energy density is consistent with the 
literature [10] and such trend can be deduced from the influence 
of processing parameters on samples’ porosity. 

The changing trend contour of samples’ density with 
scanning speed and laser power is shown in Fig. 4. Sample 
density generally increases with the increase in laser power. It 
first decreases, then increases and finally decreases with the 
rising scanning speed. Generally, a wide optional processing 
parameter window of SLM of HR-2 with density greater than 
99% can also be obtained, that is, the laser power is greater than 
220 W, the scanning speed is lower than 1200 mm/s, and the 
energy density is 70~100 J/mm3, according to the screening 
experimental results. 
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Adj. R-Square 0.79285
Value Standard Error

Density
Intercept 0.86689 0.01648
B1 0.00297 4.45531E-4
B2 -1.73241E-5 2.92535E-6

 

Fig.3. Scatter plot of energy density - relative density of SLM samples. 
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Fig.4. Contour of density with laser power and scanning speed (hatch distance 
is 0.11) 

3.3. Microstructure of SLM Parts of HR-2 with Low N 

The microstructure of different sections of SLM-formed 
HR-2 is presented in Fig. 5. A cross-section (XOY) plane 
microstructure is shown in Fig.5a, where several molten pools 
of different passes stand side by side. Figure 5b illustrates a 
metallographic diagram of the longitudinal section of the SLM 
formed HR-2 stainless steel. Columnar austenite grains locate 
competitive grows, and a single grain with a large size can 
continuously grow across several layers of molten pool. Figure 
5c gives a high magnification view of the molten pool in the 
longitudinal section. It can be observed that the dendrites 
continuously grow between the molten pools. The growth 
direction of the dendrites stretches along the greatest 
temperature gradient, and directionally solidifies towards the 
center of the molten pool. Compared with cast-forged HR-2 
stainless steel, SLM-formed HR-2 stainless steel is composed 
of austenitic stainless steel, but the metallographic structure of 
cast-forged austenitic stainless steel is usually a regular 
polygonal equiaxed crystal with a slightly larger size. SLM is 
epitaxially grown columnar crystals with a slightly smaller size. 

 

Fig.5. Microstructure of the XOY plane and longitudinal section of SLM HR-
2 samples. 
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3.4. Mechanical properties of SLM parts of HR-2 with low N 

Six groups of tensile tests on SLM processed samples of 
HR-2 with low N were performed with three samples in each 
group, and the results are shown in Fig.6. The performance 
requirements of HR-2 products are ultimate tensile strength 
UTS ≥ 650 MPa, percentage elongation A ≥ 45% and 
percentage reduction of area ≥ 50%. The experimental samples 
formed by SLM can meet the strength requirements, but the 
ductility and plasticity of most tests are weaker than the 
requirement. The tensile strength of as-build SLM samples of 
HR-2 with low N using optimized parameters can reach 735 ± 
10 MPa, the yield strength can reach 415 ± 10 MPa, the 
percentage elongation of 43% ± 5%, and percentage reduction 
of 44% ± 5%. Heat treatment can be helpful to improve the 
ductility performance of samples. 

Contours of UTS and elongation with laser power and 
scanning speed are presented in Fig.7 a) and b), respectively. 
The relationship between strength and process parameters is 
not easy to discover. It seems that the highest UTS can be 
obtained with a laser power of 270−330 W and a scanning 
speed of 1100–1200 mm/s, but the highest percentage 
elongation can be obtained with a laser power of about 200 W 
and a scanning speed of about 1100 mm/s. Therefore, suitable 
parameters should be selected according to the target 
mechanical properties. 

The minimum mechanical performance of forged HR-2 
samples is as follows: tensile strength of 650 MPa, yield 
strength of 390 MPa, and percentage elongation of 45%. 
Compared to mechanical properties of forged samples, the 
tensile strength and yield strength of SLM formed samples are 
better, but the ductility is inferior. This trend is similar to that 
of SLM formed 316L [2]. Furthermore, heat treatment is 
required for better ductility of HR-2 samples fabricated by 
SLM. 

Resilience, including elasticity modulus, is also required to 
be tested in the future. 
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Fig.6. Ultimate tensile strength and percentage elongation of SLM samples of 
HR-2 with low nitrogen.  
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Fig.7. Contour of (a) UTS and (b) elongation with laser power and scanning 
speed in SLM of HR-2 with low nitrogen. 

3.5. Comparison of Stress−Strain Curves of As-build SLM 
Samples Between HR-2 with Low N and High N 

Several initial tensile tests of SLM processed samples of 
HR-2 with high N were performed. The results show that the 
tensile strength can reach 720 ± 10 MPa, the yield strength can 
reach 603.5 ± 10 MPa, the percentage elongation of 45% ± 5%, 
and percentage reduction of 60% ± 5%. The mechanical 
properties of HR-2 samples with high N are comparable with 
those of low N. The bigger difference between them lies in the 
higher yield strength of HR-2 with high N while with the other 
mechanical properties which are shown in stress-strain curve 
are similar, as shown in Fig. 8. The microstructure needs to be 
further investigated to discover the above mechanism. 
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Fig.8. Engineering stress-strain curves of as-build SLM samples. 
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powder during SLM, which attributes to the N2 chamber 
protective atmosphere. 

3.2. Effects of Processing Parameters on Density of SLM 
Parts 

Densities of twenty samples corresponding to experimental 
scheme in Table 2 were measured using Archimedes' drainage 
method. Effect of energy density on relative density of SLM 
samples is shown in Fig.3. From the fitted curve in this figure, 
the sample’s density generally increases with the increase in 
energy density, then reaches a maximum point, and then 
decreases with the further increase in energy density. 
Occurrence of turning point on the curve can be related to the 
occasional presence of unstable keyhole mode during SLM 
when the energy density is too high. Such occasional unstable 
keyhole vapor leads to entrapped pores, and then will result in 
higher porosity, deteriorating part density. This changing trend 
in samples’ density with energy density is consistent with the 
literature [10] and such trend can be deduced from the influence 
of processing parameters on samples’ porosity. 

The changing trend contour of samples’ density with 
scanning speed and laser power is shown in Fig. 4. Sample 
density generally increases with the increase in laser power. It 
first decreases, then increases and finally decreases with the 
rising scanning speed. Generally, a wide optional processing 
parameter window of SLM of HR-2 with density greater than 
99% can also be obtained, that is, the laser power is greater than 
220 W, the scanning speed is lower than 1200 mm/s, and the 
energy density is 70~100 J/mm3, according to the screening 
experimental results. 
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Fig.3. Scatter plot of energy density - relative density of SLM samples. 
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Fig.4. Contour of density with laser power and scanning speed (hatch distance 
is 0.11) 

3.3. Microstructure of SLM Parts of HR-2 with Low N 

The microstructure of different sections of SLM-formed 
HR-2 is presented in Fig. 5. A cross-section (XOY) plane 
microstructure is shown in Fig.5a, where several molten pools 
of different passes stand side by side. Figure 5b illustrates a 
metallographic diagram of the longitudinal section of the SLM 
formed HR-2 stainless steel. Columnar austenite grains locate 
competitive grows, and a single grain with a large size can 
continuously grow across several layers of molten pool. Figure 
5c gives a high magnification view of the molten pool in the 
longitudinal section. It can be observed that the dendrites 
continuously grow between the molten pools. The growth 
direction of the dendrites stretches along the greatest 
temperature gradient, and directionally solidifies towards the 
center of the molten pool. Compared with cast-forged HR-2 
stainless steel, SLM-formed HR-2 stainless steel is composed 
of austenitic stainless steel, but the metallographic structure of 
cast-forged austenitic stainless steel is usually a regular 
polygonal equiaxed crystal with a slightly larger size. SLM is 
epitaxially grown columnar crystals with a slightly smaller size. 

 

Fig.5. Microstructure of the XOY plane and longitudinal section of SLM HR-
2 samples. 
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3.4. Mechanical properties of SLM parts of HR-2 with low N 

Six groups of tensile tests on SLM processed samples of 
HR-2 with low N were performed with three samples in each 
group, and the results are shown in Fig.6. The performance 
requirements of HR-2 products are ultimate tensile strength 
UTS ≥ 650 MPa, percentage elongation A ≥ 45% and 
percentage reduction of area ≥ 50%. The experimental samples 
formed by SLM can meet the strength requirements, but the 
ductility and plasticity of most tests are weaker than the 
requirement. The tensile strength of as-build SLM samples of 
HR-2 with low N using optimized parameters can reach 735 ± 
10 MPa, the yield strength can reach 415 ± 10 MPa, the 
percentage elongation of 43% ± 5%, and percentage reduction 
of 44% ± 5%. Heat treatment can be helpful to improve the 
ductility performance of samples. 

Contours of UTS and elongation with laser power and 
scanning speed are presented in Fig.7 a) and b), respectively. 
The relationship between strength and process parameters is 
not easy to discover. It seems that the highest UTS can be 
obtained with a laser power of 270−330 W and a scanning 
speed of 1100–1200 mm/s, but the highest percentage 
elongation can be obtained with a laser power of about 200 W 
and a scanning speed of about 1100 mm/s. Therefore, suitable 
parameters should be selected according to the target 
mechanical properties. 

The minimum mechanical performance of forged HR-2 
samples is as follows: tensile strength of 650 MPa, yield 
strength of 390 MPa, and percentage elongation of 45%. 
Compared to mechanical properties of forged samples, the 
tensile strength and yield strength of SLM formed samples are 
better, but the ductility is inferior. This trend is similar to that 
of SLM formed 316L [2]. Furthermore, heat treatment is 
required for better ductility of HR-2 samples fabricated by 
SLM. 

Resilience, including elasticity modulus, is also required to 
be tested in the future. 
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Fig.6. Ultimate tensile strength and percentage elongation of SLM samples of 
HR-2 with low nitrogen.  
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Fig.7. Contour of (a) UTS and (b) elongation with laser power and scanning 
speed in SLM of HR-2 with low nitrogen. 

3.5. Comparison of Stress−Strain Curves of As-build SLM 
Samples Between HR-2 with Low N and High N 

Several initial tensile tests of SLM processed samples of 
HR-2 with high N were performed. The results show that the 
tensile strength can reach 720 ± 10 MPa, the yield strength can 
reach 603.5 ± 10 MPa, the percentage elongation of 45% ± 5%, 
and percentage reduction of 60% ± 5%. The mechanical 
properties of HR-2 samples with high N are comparable with 
those of low N. The bigger difference between them lies in the 
higher yield strength of HR-2 with high N while with the other 
mechanical properties which are shown in stress-strain curve 
are similar, as shown in Fig. 8. The microstructure needs to be 
further investigated to discover the above mechanism. 
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3.6. Fracture Morphology of SLM Parts 

Fracture morphology of additively manufactured HR-2 is 
shown in Fig. 9. It is a typical ductile fracture with more 
dimples and smaller size. Furthermore, there were no big pores, 
voids or second-phase particles found on the interface, and 
there were no precipitated phases or impurities at the grain 
boundaries that reduce the matrix performance. These facts 
illustrate that the fracture belongs to a continuous dislocation 
slip ductile fracture.  

 

Fig.9. Tensile fracture morphology of SLM samples.  

4. Conclusion 

The effects of SLM processing parameters, including energy 
density, scanning speed, and laser power, on density and 
mechanical properties of HR-2 hydrogen embrittlement 
resistance stainless steel samples have been investigated. The 
following conclusions can be drawn. 

Loss of nitrogen in HR-2 during powder preparation and 
SLM can be minimized under an optimized atmosphere. HR-2 
stainless steel powder which meets the standard of N content 
was obtained using the vacuum induction melting atomization 
method (VIGA), where N2 instead of Ar is used as the 
atmosphere with the suitable N2 gas pressure in the smelting 
furnace. Comparison of N content of HR-2 power and SLM 
parts shows no obvious loss of N content during SLM under a 
nitrogen atmosphere. 

The density of the SLM formed samples first increases with 
the increase in energy density, then reaches a maximum point, 
and then decreases with the further increase in energy density. 
The occurrence of turning point on the curve can be related to 
the occasional presence of unstable keyhole mode during SLM 
when the energy density is too high, which leads to a higher 
porosity. 

The microstructure formed by SLM of HR-2 is composed of 
large irregular columnar grains that grow continuously across 
several layers of powder. Dendrites within the columnar grains 
grow epitaxially along the edge of the molten pool towards the 
center. The microstructure of SLM-formed HR-2 is composed 

of a single phase of austenite, which is similar to the forged 
microstructure. 

The density of the parts fabricated by SLM formed HR-2 
with low nitrogen and with optimized process parameters can 
reach more than 99.5%, the tensile strength can reach 735 ± 5 
MPa, the yield strength can reach 415 ± 10 MPa, the percentage 
elongation of 43 ± 5%, and the percentage reduction of 44% ± 
5%, while the tensile strength of HR-2 with high nitrogen can 
reach 720 ± 10 MPa, the yield strength can reach 603.5 ± 10 
MPa, the percentage elongation of 45% ± 5%, and percentage 
reduction of 60 ± 5%, which are comparable with the base 
material of forged HR-2.  
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

Material qualification for laser powder bed fusion (L-PBF) processes are often based on results derived from additively manufactured (AM) 
bulk material or small density cubes, although it is well known that the part geometry has a tremendous influence on the heat flux and, 
therefore, on the thermal history of an AM component. This study shows experimentally the effect of simple geometrical obstructions to the 
heat flux on cooling behavior and solidification conditions of 316L stainless steel processed by L-PBF. Additionally, it respects two distinct 
inter layer times (ILT) as well as the build height of the parts. The cooling behavior of the parts is in-situ traced by infrared (IR) thermography 
during the built-up. The IR signals reveal significant differences in cooling conditions, which are correlated to differences in melt pool 
geometries. The acquired data and results can be used for validation of computational models and improvements of quality assurance. 
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1. Introduction 

Laser powder bed fusion (L-PBF) is the most prevalent 
additive manufacturing (AM) technology to produce metallic 
components [1, 2]. Selective Laser Melting (SLM) and Laser 
Beam Melting (LBM) are widespread synonyms for L-PBF [3, 
4]. The process offers huge potentials for the production of 
complex and lightweight structures and the integration of 
functional designs as well as the potential for mass 
customization and lead time reduction [4-6].  

Nomenclature 

L-PBF laser powder bed fusion  
ILT      inter layer time 
RAE    ratio of area exploitation 

Recently, concerns about inconsistent or inhomogeneous 
mechanical properties of AM parts produced by L-PBF of the 
same material could be noticed in the relevant literature [3, 7]. 
Variability in microstructure of AM components as well as 
variability in defect existence and characteristics has been 
identified as a major challenge, especially for safety-critical 
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functional designs as well as the potential for mass 
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components [8]. The comparability between L-PBF real part 
components which have often complex geometries containing 
different sized cross sections as well as volume leaps and 
standard test specimens is controversial [6, 8, 9]. There are 
many factors which are able to significantly affect the thermal 
history of a L-PBF component: not only variations in 
processing parameters, scanning strategies and support design 
affect the thermal history, also geometrical variations itself and 
variations in number of parts per build process do, which 
directly affects the ratio of area exploitation (RAE) and in turn 
the inter layer time (ILT) [6, 7, 10].  

The thermal history of a part governs the development of the 
microstructure and is able to affect the occurrence and 
distribution of defects as well as residual stresses [6, 7, 11]. 
Hence, the mechanical properties depend on the thermal history 
during manufacturing [7, 12]. Temperature gradients and melt 
pool sizes as “inherent characteristics” of the L-PBF process 
depend on thermal behavior [13]. Consequently, the call for 
reliable and well documented relationships between process 
and properties, which includes the consideration of the real part 
geometry or structure, is expressed by many authors [3, 6, 9, 
14, 15]. Additionally, small ranges of variations of process 
parameters in many studies, attempting to investigate the 
correlations between parameters and microstructure evolution, 
were criticized as they limit the process-microstructure 
correlations to a narrow band [16]. There are many studies 
focusing on the influence of process parameters and/or 
scanning strategies or post processing treatments on defect 
densities, microstructural development and mechanical 
properties [17-19]. However, only very few respect further 
aspects during manufacturing as inter layer times and part 
geometry on a large scale in terms of relevant built height for 
L-PBF processes. 

To extend the existing picture of the process-property-
relationship of the widely used and intensively studied stainless 
steel AISI 316L, this study investigated the rarely considered 
aspect of ILT and heat flux obstructing variations in geometry 
at still tall and massive specimens at once. The in-situ usage of  

an infrared (IR) camera gave valuable insights into the 
thermal history of the growing parts. 

2.  Material and methods 

2.1. Material and L-PBF processing conditions  

A commercial AISI 316L stainless steel powder of spherical 
morphology in a sieving fraction of approx. 10 µm to 45 µm 
was processed on a commercial L-PBF single laser system 
SLM280 HL (SLM Solutions Group AG, Lübeck, Germany). 
The system was equipped with a 400 W continuous wave 
ytterbium fiber laser emitting at a wavelength of 1070 nm. The 
spot size was approximately 80 µm in focal position. The laser 
melting process ran in argon gas atmosphere with oxygen 
content below 0.1 %. All parts were manufactured on a 
stainless steel substrate plate at a platform preheating 
temperature of 100 °C. Detailed information about the L-PBF 
system and the powder properties can be taken from [7], as the 
same configurations were used in this study. 

2.2. Thermographic measurement set-up 

The processes were partially monitored by a mid-wave 
infrared (MWIR) thermographic camera of type ImageIR8300 
(InfraTec GmbH, Dresden, Germany) through a sapphire 
window in the ceiling of the building camber and two gold 
coated mirrors. The measurement set-up is illustrated in Fig. 1.  

The IR camera used a cooled InSb-focal-plane-array as 
detector and was sensitive in a spectral range from 2 µm to 
5 µm. It was calibrated for blackbody radiation by its vendor. 
No additional filters were used. All optical elements were 
chosen to provide minimal and constant optical losses over the 
whole detection range of the camera; e.g., according to 
supplier’s information, the transmission of the commercial 
sapphire glass (Edmund Optics Inc., Barrington, USA) was 
constantly greater than 90 % in the detection range of the 
camera. Due to these losses and the low emissivity of the build 
part surface or the recoated powder, the observed specimens 
showed less intensity than a blackbody would do at the same 
surface temperature. As a result, the apparent temperature 
values indicated by the camera underestimated the real 
temperatures systematically. As a correction could not be 
derived from the available data, the focus was set on a 
qualitative analysis in this work. To underline the fundamental 
distinction to the real temperatures the uncorrected apparent 
temperature values of the camera were referred as IR-signal 
values in this work. Nevertheless, as the real temperatures 
could only be underestimated, the real temperatures must be 
larger than the IR-signal values presented here. This 
discrepancy was discussed in more detail in [20]. The used 
camera calibration ranges varied between 125 °C – 300 °C, 
300 °C – 600 °C and 450 °C – 1000 °C. Using a 25 mm 
objective a spatial resolution of approx. 420 µm/pixel was 
achieved. Using a frame rate of 600 Hz, and a region of 
interests of 160 pixels x 224 pixels, the observed field was 
approx. 68 mm x 94 mm large.  

2.3. Specimen geometry, scanning strategy and selection of 
part sections for analysis 

As specimen geometry, three types of cuboids of the outer 
hull dimensions (13 x 20 x 114.5) mm³ were built 
perpendicular to the build plate using an alternating meander 

Fig. 1. Schematic of the thermographic measurement set-up.  
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stripe scanning strategy. The scan vectors proceeded parallel to 
the edges of the cuboid over the full length of the part without 
being split into different sections. The scanning pattern was 
rotated by 90° from layer to layer. The three specimens differed 
in the lower 30 mm of their build height with regard to their 
connection to the base plate, as can be taken from Fig. 2. 
Regarding the size of the cross section of the connection to the 
base plate the specimens are called “small connection” 
(1.3 mm x 2 mm), “medium connection” (3.9 mm x 6 mm) 
and “full connection” (13 mm x 20 mm) throughout the 
document. 

All specimens were heat treated at 450°C for 4 h under argon 
gas atmosphere in order to relieve stresses. The specimens were 
cut into different parts, from which the grey parts (Fig. 2) were 
taken for metallographic analysis. Fig. 2 also highlights three 
layers in green color, for which comparisons of thermographic 
intensity measurements were analyzed in the results chapter. 

The scanning parameters (laser power PL = 275 W, 
scanning velocity vs = 700 mm/s and hatch distance 
hs = 0.12 mm) as well as layer thickness (50 µm) were kept 
constant for all specimens and built processes. The three types 
of specimens were built in two series: The first one was built in 
a process, which had an ILT of approx. 65 s. This ILT will be 
called intermediate ILT. The second series was built in a 
process, which had an ILT of approx. 18 s. This ILT will be 
called short ILT. Apart from the differences in ILT between 
distinct build processes, a constant ILT over the entire build 
height of the specimens was ensured, despite the difference in 
RAE caused by the geometry. This was realized by scanning so 
called dummy parts using PL = 0 W. The three specimens fitted 
into the field of view of the IR camera. Thermography data was 
analyzed by using the software IRBIS 3 (InfraTec GmbH, 
Germany) and Origin 2019 (OriginLab Corporation, USA). IR-
signal-time-curves were able to serve as comparison mean 
between the respective conditions. The average values of five 
manually chosen pixels located in the center line of the 
respective cross section were used for each layer of 
investigation. Within each part, IR-signal-time-data were 

analyzed at three distinct layers (layer 752, layer 1506, layer 
2260) which represented different build heights during the 
process. More  information on this evaluation method can be 
found in [7]. 

2.4. Metallography 

For each specimen two parts were prepared for 
metallographic analysis (grey parts in Fig. 2), hereafter called 
upper and lower part. By cutting these cuboids into three 
sections (first cut: bisection; second cut: bisection of the left 
half, illustrated in [7]) two metallographic planes of each part 
were prepared for light-microscopy (embedding, grinding, 
polishing). Polished but unetched cross sections were taken for 
optical light microscopy in order to determine porosity by grey 
value analysis using the software IMS Client V17Q1 (Imagic 
Bildverarbeitung AG, Glattbrugg, Switzerland). A threshold 
value of 115 was chosen for all cross sections. Cross sections 
were then color etched using Beraha II etching detergent for 
10 s to 30 s. Melt pool depths were determined at the upper part 
of the specimens, by measuring ten melt pools of the last 
exposed layer. To get information about melt pool depths in 
lower sections of the specimens, further production of these 
respective specimens is planned. 

3. Results  

3.1. Macroscopic results 

Tempering colors on the upper surface of the specimens 
were noticed for the specimens of small connection and 
medium connection in the short ILT process during the 
manufacturing of the specimens. These effects varied in 
intensity (color and time of glowing after laser exposing) 
during the process, which was observed qualitatively by the 
machine operator. Additionally, the depowdered specimens 
showed tempering colors in different characteristics at their 
surfaces. The upper surface of the specimens manufactured 
with intermediate ILT did not show visible tempering colors. 
However, the full connection specimen manufactured at short 
ILT showed a brownish color and the small and medium 
connection specimens showed a grey-bluish color. Variations 
in tempering colors over the built height were noticeable.  

3.2. Thermographic results 

 Fig. 3 show the IR-signal-time-curves for all specimen 
geometries and ILT. For comparability the illustrated IR-
signal-time-curves of each individual specimen were shifted in 
the manner, that the measured maximum IR-signal value (for 
short ILT) or the first value of the maximum value plateau (for 
intermediate ILT) were set as t = 0. The following trends could 
be observed: Reducing the ILT led to a strong increase of the 
IR-signal values for all analyzed layers and specimens. With 
increasing size of the connection lower IR-signal values were 
measured, whereby the effect decreased with increasing layer 
number. An increase of IR signal values of the full connection 
specimen could be observed over the complete build height. 

Fig. 2. Specimens' geometry: (a) small connection to the base plate; (b) 
medium sized connection to the base plate; (c) full connection to the base 

plate. Yellow arrows sketch the scanning vectors and scanning strategy. Grey 
parts were taken for metallographic analysis. Green layers were taken for 

thermographic analysis. 
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components [8]. The comparability between L-PBF real part 
components which have often complex geometries containing 
different sized cross sections as well as volume leaps and 
standard test specimens is controversial [6, 8, 9]. There are 
many factors which are able to significantly affect the thermal 
history of a L-PBF component: not only variations in 
processing parameters, scanning strategies and support design 
affect the thermal history, also geometrical variations itself and 
variations in number of parts per build process do, which 
directly affects the ratio of area exploitation (RAE) and in turn 
the inter layer time (ILT) [6, 7, 10].  

The thermal history of a part governs the development of the 
microstructure and is able to affect the occurrence and 
distribution of defects as well as residual stresses [6, 7, 11]. 
Hence, the mechanical properties depend on the thermal history 
during manufacturing [7, 12]. Temperature gradients and melt 
pool sizes as “inherent characteristics” of the L-PBF process 
depend on thermal behavior [13]. Consequently, the call for 
reliable and well documented relationships between process 
and properties, which includes the consideration of the real part 
geometry or structure, is expressed by many authors [3, 6, 9, 
14, 15]. Additionally, small ranges of variations of process 
parameters in many studies, attempting to investigate the 
correlations between parameters and microstructure evolution, 
were criticized as they limit the process-microstructure 
correlations to a narrow band [16]. There are many studies 
focusing on the influence of process parameters and/or 
scanning strategies or post processing treatments on defect 
densities, microstructural development and mechanical 
properties [17-19]. However, only very few respect further 
aspects during manufacturing as inter layer times and part 
geometry on a large scale in terms of relevant built height for 
L-PBF processes. 

To extend the existing picture of the process-property-
relationship of the widely used and intensively studied stainless 
steel AISI 316L, this study investigated the rarely considered 
aspect of ILT and heat flux obstructing variations in geometry 
at still tall and massive specimens at once. The in-situ usage of  

an infrared (IR) camera gave valuable insights into the 
thermal history of the growing parts. 

2.  Material and methods 

2.1. Material and L-PBF processing conditions  

A commercial AISI 316L stainless steel powder of spherical 
morphology in a sieving fraction of approx. 10 µm to 45 µm 
was processed on a commercial L-PBF single laser system 
SLM280 HL (SLM Solutions Group AG, Lübeck, Germany). 
The system was equipped with a 400 W continuous wave 
ytterbium fiber laser emitting at a wavelength of 1070 nm. The 
spot size was approximately 80 µm in focal position. The laser 
melting process ran in argon gas atmosphere with oxygen 
content below 0.1 %. All parts were manufactured on a 
stainless steel substrate plate at a platform preheating 
temperature of 100 °C. Detailed information about the L-PBF 
system and the powder properties can be taken from [7], as the 
same configurations were used in this study. 

2.2. Thermographic measurement set-up 

The processes were partially monitored by a mid-wave 
infrared (MWIR) thermographic camera of type ImageIR8300 
(InfraTec GmbH, Dresden, Germany) through a sapphire 
window in the ceiling of the building camber and two gold 
coated mirrors. The measurement set-up is illustrated in Fig. 1.  

The IR camera used a cooled InSb-focal-plane-array as 
detector and was sensitive in a spectral range from 2 µm to 
5 µm. It was calibrated for blackbody radiation by its vendor. 
No additional filters were used. All optical elements were 
chosen to provide minimal and constant optical losses over the 
whole detection range of the camera; e.g., according to 
supplier’s information, the transmission of the commercial 
sapphire glass (Edmund Optics Inc., Barrington, USA) was 
constantly greater than 90 % in the detection range of the 
camera. Due to these losses and the low emissivity of the build 
part surface or the recoated powder, the observed specimens 
showed less intensity than a blackbody would do at the same 
surface temperature. As a result, the apparent temperature 
values indicated by the camera underestimated the real 
temperatures systematically. As a correction could not be 
derived from the available data, the focus was set on a 
qualitative analysis in this work. To underline the fundamental 
distinction to the real temperatures the uncorrected apparent 
temperature values of the camera were referred as IR-signal 
values in this work. Nevertheless, as the real temperatures 
could only be underestimated, the real temperatures must be 
larger than the IR-signal values presented here. This 
discrepancy was discussed in more detail in [20]. The used 
camera calibration ranges varied between 125 °C – 300 °C, 
300 °C – 600 °C and 450 °C – 1000 °C. Using a 25 mm 
objective a spatial resolution of approx. 420 µm/pixel was 
achieved. Using a frame rate of 600 Hz, and a region of 
interests of 160 pixels x 224 pixels, the observed field was 
approx. 68 mm x 94 mm large.  

2.3. Specimen geometry, scanning strategy and selection of 
part sections for analysis 

As specimen geometry, three types of cuboids of the outer 
hull dimensions (13 x 20 x 114.5) mm³ were built 
perpendicular to the build plate using an alternating meander 

Fig. 1. Schematic of the thermographic measurement set-up.  
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stripe scanning strategy. The scan vectors proceeded parallel to 
the edges of the cuboid over the full length of the part without 
being split into different sections. The scanning pattern was 
rotated by 90° from layer to layer. The three specimens differed 
in the lower 30 mm of their build height with regard to their 
connection to the base plate, as can be taken from Fig. 2. 
Regarding the size of the cross section of the connection to the 
base plate the specimens are called “small connection” 
(1.3 mm x 2 mm), “medium connection” (3.9 mm x 6 mm) 
and “full connection” (13 mm x 20 mm) throughout the 
document. 

All specimens were heat treated at 450°C for 4 h under argon 
gas atmosphere in order to relieve stresses. The specimens were 
cut into different parts, from which the grey parts (Fig. 2) were 
taken for metallographic analysis. Fig. 2 also highlights three 
layers in green color, for which comparisons of thermographic 
intensity measurements were analyzed in the results chapter. 

The scanning parameters (laser power PL = 275 W, 
scanning velocity vs = 700 mm/s and hatch distance 
hs = 0.12 mm) as well as layer thickness (50 µm) were kept 
constant for all specimens and built processes. The three types 
of specimens were built in two series: The first one was built in 
a process, which had an ILT of approx. 65 s. This ILT will be 
called intermediate ILT. The second series was built in a 
process, which had an ILT of approx. 18 s. This ILT will be 
called short ILT. Apart from the differences in ILT between 
distinct build processes, a constant ILT over the entire build 
height of the specimens was ensured, despite the difference in 
RAE caused by the geometry. This was realized by scanning so 
called dummy parts using PL = 0 W. The three specimens fitted 
into the field of view of the IR camera. Thermography data was 
analyzed by using the software IRBIS 3 (InfraTec GmbH, 
Germany) and Origin 2019 (OriginLab Corporation, USA). IR-
signal-time-curves were able to serve as comparison mean 
between the respective conditions. The average values of five 
manually chosen pixels located in the center line of the 
respective cross section were used for each layer of 
investigation. Within each part, IR-signal-time-data were 

analyzed at three distinct layers (layer 752, layer 1506, layer 
2260) which represented different build heights during the 
process. More  information on this evaluation method can be 
found in [7]. 

2.4. Metallography 

For each specimen two parts were prepared for 
metallographic analysis (grey parts in Fig. 2), hereafter called 
upper and lower part. By cutting these cuboids into three 
sections (first cut: bisection; second cut: bisection of the left 
half, illustrated in [7]) two metallographic planes of each part 
were prepared for light-microscopy (embedding, grinding, 
polishing). Polished but unetched cross sections were taken for 
optical light microscopy in order to determine porosity by grey 
value analysis using the software IMS Client V17Q1 (Imagic 
Bildverarbeitung AG, Glattbrugg, Switzerland). A threshold 
value of 115 was chosen for all cross sections. Cross sections 
were then color etched using Beraha II etching detergent for 
10 s to 30 s. Melt pool depths were determined at the upper part 
of the specimens, by measuring ten melt pools of the last 
exposed layer. To get information about melt pool depths in 
lower sections of the specimens, further production of these 
respective specimens is planned. 

3. Results  

3.1. Macroscopic results 

Tempering colors on the upper surface of the specimens 
were noticed for the specimens of small connection and 
medium connection in the short ILT process during the 
manufacturing of the specimens. These effects varied in 
intensity (color and time of glowing after laser exposing) 
during the process, which was observed qualitatively by the 
machine operator. Additionally, the depowdered specimens 
showed tempering colors in different characteristics at their 
surfaces. The upper surface of the specimens manufactured 
with intermediate ILT did not show visible tempering colors. 
However, the full connection specimen manufactured at short 
ILT showed a brownish color and the small and medium 
connection specimens showed a grey-bluish color. Variations 
in tempering colors over the built height were noticeable.  

3.2. Thermographic results 

 Fig. 3 show the IR-signal-time-curves for all specimen 
geometries and ILT. For comparability the illustrated IR-
signal-time-curves of each individual specimen were shifted in 
the manner, that the measured maximum IR-signal value (for 
short ILT) or the first value of the maximum value plateau (for 
intermediate ILT) were set as t = 0. The following trends could 
be observed: Reducing the ILT led to a strong increase of the 
IR-signal values for all analyzed layers and specimens. With 
increasing size of the connection lower IR-signal values were 
measured, whereby the effect decreased with increasing layer 
number. An increase of IR signal values of the full connection 
specimen could be observed over the complete build height. 

Fig. 2. Specimens' geometry: (a) small connection to the base plate; (b) 
medium sized connection to the base plate; (c) full connection to the base 

plate. Yellow arrows sketch the scanning vectors and scanning strategy. Grey 
parts were taken for metallographic analysis. Green layers were taken for 

thermographic analysis. 
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3.3. Metallographic results 

 Differences in melt pool geometries of the top layer were 
observed as exemplified in Fig. 4. The mean values of the depth 
of ten measured melt pools per specimen were plotted in Fig. 5.  

For intermediate ILT no significant differences in melt pool 
depth between the distinct specimens were measured. 
However, for short ILT specimens, the melt pool depth varied 
significantly in comparison to the intermediate ILT specimens. 
Furthermore, within the short ILT specimens a significant 
variation between the geometrical different specimens was 
revealed. No clear difference could be noticed between small 
and medium connection but a huge increase in melt pool depth 
in comparison to the full connection specimen.  

The porosity determination by grey value analysis at two 
cross sections per part indicated for nearly all parts a very low 
level of 0.1 % porosity. Only the porosity value in the lower 
part of the small connection type specimen manufactured at 
short ILT showed a slightly increased porosity of 0.5 %. 
Detailed analysis by micro computed tomography will be 
conducted in a subsequent study.     

4. Discussion 

The analysis of the manufactured specimens by means of 
melt pool measurements, porosity determination and in-situ IR 
measurements clearly stressed the influence of part geometry 
and ILT, and as worst case scenario a combination of 
detrimental conditions of both factors combined, on the thermal 
history of parts manufactured with a type of standard 
processing parameters. The heat accumulation could be 
qualitatively retraced in the tempering colors already. 
However, inner surfaces of complex real parts cannot be 
visually analyzed. 

When considering the IR-signals as apparent surface 
temperatures in °C of the observed solidified parts as in [20], 
which would be assumed to underestimate the real 
temperatures, the process inherent preheating effect of the 
growing part for the short ILT got obvious. As could be seen 
from IR-signal-time-plots, the parts did not cool down to a level 
of the pre-set platform temperature in the respective build 
heights, as the IR-signal values prior to exposing are well above 
the starting values in these cases. This consideration neglected 
any differences in emissivity of powder and solidified bulk AM 

Fig. 3. IR-signal-time-plots of complete parameter matrix. Three lines 
indicate the three different geometries: small connection (blue), medium 

connection (yellow), full connection (green). Values of three different build 
heights are presented for two different ILT (left: intermediate ILT, right: short 

ILT). Grey (white) areas indicate temperatures outside (inside) the used 
calibration range.  

Fig. 4. Color etched cross sections showing melt pool geometries at 
the topmost layer for the small connection specimen at intermediate 

ILT (left) and short ILT (right). 

Fig. 5. Measured melt pool depth at the topmost layer, i.e. at built 
height of 114.5 mm. 
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material. However, the general aspect of an elevated surface 
temperature prior to recoating and prior to exposing remained 
valid. A quantification is planned in calibration experiments by 
the authors. As variations in emissivity are one of the most 
important sources of measurement uncertainty in 
thermographic measurements [21] and are highly dependent on 
surface condition [22], the comparison of the IR-signal-time-
plots had to be considered very carefully. The observed 
tempering colors as a result of oxidation might have influenced 
the emissivity. However, under the assumption of higher 
emissivity values of oxidized steel surfaces compared to non-
oxidized surfaces [23], the revealed differences in apparent 
temperature would get even increased, as the degree of 
underestimation would be higher for higher emissivity values. 

The observed preheating effect increased by geometrical 
heat flux obstructions as the small and medium connection 
geometries constituted. The resulting changes in melt pool 
sizes represented most likely not the maximum variation within 
these parts, as the melt pool sizes could be measured only at the 
topmost layer, which was not the layer of the maximum 
preheating temperature as indicated by the thermographic 
results from the two other layers of analysis. The occurrence of 
more spherical pores in the lower part of the small connection 
specimen manufactured with short ILT was an additional 
indicator that the melt pool sizes were probably even stronger 
increased in these regions. This will also be analyzed in detail 
in a subsequent study.  

Moreover, according to [7], it can be assumed that a change 
in melt pool size went along with a change in sub grain sizes. 
This can be explained with changes in constitutional 
undercooling of the melt during solidification, which changes 
with varying preheating temperature [24]. A grain size decrease 
for higher cooling rates was reported by Zitelli et al. [25]. 
Bertoli et al. [26] pointed out that the size and morphology of 
the resulting microstructure is a function of temperature 
gradient within the liquid phase and velocity of the 
solidification front. At least the former will, therefore, be 
influenced by preheating temperatures. A detailed analysis of 
microstructure will be conducted in a subsequent study. 

The authors of this study were aware of industrial partners 
who do not want to conduct recrystallization heat treatments 
for AISI 316L components. Seifi et al. reported the industrial 
desire (aerospace and biomedical) for as-built materials even in 
high cycle fatigue (HCF) critical applications [15]. These 
industrial inputs emphasized the importance of knowledge 
about the presumed microstructural variations within a L-PBF 
part and opportunities of monitoring. Furthermore, recent 
research goals in L-PBF regarding tailored materials by control 
of microstructure during the built up of an AM part could be 
noticed [5, 27-29]. The knowledge about the current surface 
temperature of the growing part is mandatory for any kind of 
pre-calculations in this direction. For these examples variations 
over build height and through changing ILT or geometries has 
to be taken into account as the results of this study clearly 
indicated. 

Lastly, off-axis thermographic measurements of surface IR 
radiation of already solidified material seems to be a valuable 
mean for the definition of critical locations within a part. They 
do not require a high temporal resolution, which can reduce 

costs for equipment and computational time as well as data 
storage. Seifi et al. [15] considered the potential impact of 
in-situ process monitoring and control as extremely high for 
qualification and certification of AM parts. In addition, they 
considered the lack of adequate process monitoring methods as 
a bottleneck for more widespread applications of AM 
technologies [15].  

The IR thermography appeared to be a useful tool for 
retracing the thermal history of a part and to give answers to 
questions regarding the characterization of location-specific 
properties and the relationship of properties between small 
laboratory specimens and large real part components. The 
answers are key for the application of safety critical AM 
components, as Shresta et al. [12] and Gorelik [9] stated very 
clearly. Numerical models can be helpful for this duty [13]. 
Optimization of the manufacturing process as well as quality 
control are both related to a sufficient determination of 
temperature profiles and melt pool sizes. The acquired data can 
assist with the validation of computational models.  

5. Conclusions 

In this study, the relevance of the interplay between part 
geometry, build height and ILT for properties and quality of the 
resulting product was highlighted. A process inherent 
preheating effect of the growing part, which increased with 
geometrical heat flux obstruction was experimentally shown. 
The occurring heat accumulation resulted in raising surface 
temperatures and affected the melt pool sizes significantly. 
Some indications of effects on defect density (porosity) were 
also presented. Assumptions of effects on the microstructure, 
especially on the sub-grain sizes, were discussed. The 
knowledge about the current surface temperature of the 
growing part appeared to be mandatory for a quality assurance. 
In-situ thermographic imaging demonstrated its ability to 
retrace the thermal history of a part. Further research questions 
were identified. 
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3.3. Metallographic results 

 Differences in melt pool geometries of the top layer were 
observed as exemplified in Fig. 4. The mean values of the depth 
of ten measured melt pools per specimen were plotted in Fig. 5.  

For intermediate ILT no significant differences in melt pool 
depth between the distinct specimens were measured. 
However, for short ILT specimens, the melt pool depth varied 
significantly in comparison to the intermediate ILT specimens. 
Furthermore, within the short ILT specimens a significant 
variation between the geometrical different specimens was 
revealed. No clear difference could be noticed between small 
and medium connection but a huge increase in melt pool depth 
in comparison to the full connection specimen.  

The porosity determination by grey value analysis at two 
cross sections per part indicated for nearly all parts a very low 
level of 0.1 % porosity. Only the porosity value in the lower 
part of the small connection type specimen manufactured at 
short ILT showed a slightly increased porosity of 0.5 %. 
Detailed analysis by micro computed tomography will be 
conducted in a subsequent study.     

4. Discussion 

The analysis of the manufactured specimens by means of 
melt pool measurements, porosity determination and in-situ IR 
measurements clearly stressed the influence of part geometry 
and ILT, and as worst case scenario a combination of 
detrimental conditions of both factors combined, on the thermal 
history of parts manufactured with a type of standard 
processing parameters. The heat accumulation could be 
qualitatively retraced in the tempering colors already. 
However, inner surfaces of complex real parts cannot be 
visually analyzed. 

When considering the IR-signals as apparent surface 
temperatures in °C of the observed solidified parts as in [20], 
which would be assumed to underestimate the real 
temperatures, the process inherent preheating effect of the 
growing part for the short ILT got obvious. As could be seen 
from IR-signal-time-plots, the parts did not cool down to a level 
of the pre-set platform temperature in the respective build 
heights, as the IR-signal values prior to exposing are well above 
the starting values in these cases. This consideration neglected 
any differences in emissivity of powder and solidified bulk AM 

Fig. 3. IR-signal-time-plots of complete parameter matrix. Three lines 
indicate the three different geometries: small connection (blue), medium 

connection (yellow), full connection (green). Values of three different build 
heights are presented for two different ILT (left: intermediate ILT, right: short 

ILT). Grey (white) areas indicate temperatures outside (inside) the used 
calibration range.  

Fig. 4. Color etched cross sections showing melt pool geometries at 
the topmost layer for the small connection specimen at intermediate 

ILT (left) and short ILT (right). 

Fig. 5. Measured melt pool depth at the topmost layer, i.e. at built 
height of 114.5 mm. 
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material. However, the general aspect of an elevated surface 
temperature prior to recoating and prior to exposing remained 
valid. A quantification is planned in calibration experiments by 
the authors. As variations in emissivity are one of the most 
important sources of measurement uncertainty in 
thermographic measurements [21] and are highly dependent on 
surface condition [22], the comparison of the IR-signal-time-
plots had to be considered very carefully. The observed 
tempering colors as a result of oxidation might have influenced 
the emissivity. However, under the assumption of higher 
emissivity values of oxidized steel surfaces compared to non-
oxidized surfaces [23], the revealed differences in apparent 
temperature would get even increased, as the degree of 
underestimation would be higher for higher emissivity values. 

The observed preheating effect increased by geometrical 
heat flux obstructions as the small and medium connection 
geometries constituted. The resulting changes in melt pool 
sizes represented most likely not the maximum variation within 
these parts, as the melt pool sizes could be measured only at the 
topmost layer, which was not the layer of the maximum 
preheating temperature as indicated by the thermographic 
results from the two other layers of analysis. The occurrence of 
more spherical pores in the lower part of the small connection 
specimen manufactured with short ILT was an additional 
indicator that the melt pool sizes were probably even stronger 
increased in these regions. This will also be analyzed in detail 
in a subsequent study.  

Moreover, according to [7], it can be assumed that a change 
in melt pool size went along with a change in sub grain sizes. 
This can be explained with changes in constitutional 
undercooling of the melt during solidification, which changes 
with varying preheating temperature [24]. A grain size decrease 
for higher cooling rates was reported by Zitelli et al. [25]. 
Bertoli et al. [26] pointed out that the size and morphology of 
the resulting microstructure is a function of temperature 
gradient within the liquid phase and velocity of the 
solidification front. At least the former will, therefore, be 
influenced by preheating temperatures. A detailed analysis of 
microstructure will be conducted in a subsequent study. 

The authors of this study were aware of industrial partners 
who do not want to conduct recrystallization heat treatments 
for AISI 316L components. Seifi et al. reported the industrial 
desire (aerospace and biomedical) for as-built materials even in 
high cycle fatigue (HCF) critical applications [15]. These 
industrial inputs emphasized the importance of knowledge 
about the presumed microstructural variations within a L-PBF 
part and opportunities of monitoring. Furthermore, recent 
research goals in L-PBF regarding tailored materials by control 
of microstructure during the built up of an AM part could be 
noticed [5, 27-29]. The knowledge about the current surface 
temperature of the growing part is mandatory for any kind of 
pre-calculations in this direction. For these examples variations 
over build height and through changing ILT or geometries has 
to be taken into account as the results of this study clearly 
indicated. 

Lastly, off-axis thermographic measurements of surface IR 
radiation of already solidified material seems to be a valuable 
mean for the definition of critical locations within a part. They 
do not require a high temporal resolution, which can reduce 

costs for equipment and computational time as well as data 
storage. Seifi et al. [15] considered the potential impact of 
in-situ process monitoring and control as extremely high for 
qualification and certification of AM parts. In addition, they 
considered the lack of adequate process monitoring methods as 
a bottleneck for more widespread applications of AM 
technologies [15].  

The IR thermography appeared to be a useful tool for 
retracing the thermal history of a part and to give answers to 
questions regarding the characterization of location-specific 
properties and the relationship of properties between small 
laboratory specimens and large real part components. The 
answers are key for the application of safety critical AM 
components, as Shresta et al. [12] and Gorelik [9] stated very 
clearly. Numerical models can be helpful for this duty [13]. 
Optimization of the manufacturing process as well as quality 
control are both related to a sufficient determination of 
temperature profiles and melt pool sizes. The acquired data can 
assist with the validation of computational models.  

5. Conclusions 

In this study, the relevance of the interplay between part 
geometry, build height and ILT for properties and quality of the 
resulting product was highlighted. A process inherent 
preheating effect of the growing part, which increased with 
geometrical heat flux obstruction was experimentally shown. 
The occurring heat accumulation resulted in raising surface 
temperatures and affected the melt pool sizes significantly. 
Some indications of effects on defect density (porosity) were 
also presented. Assumptions of effects on the microstructure, 
especially on the sub-grain sizes, were discussed. The 
knowledge about the current surface temperature of the 
growing part appeared to be mandatory for a quality assurance. 
In-situ thermographic imaging demonstrated its ability to 
retrace the thermal history of a part. Further research questions 
were identified. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 

Procedia CIRP 94 (2020) 161–166

2212-8271 © 2020 The Authors. Published by Elsevier B.V.
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/)
Peer-review under responsibility of the Bayerisches Laserzentrum GmbH
10.1016/j.procir.2020.09.031

© 2020 The Authors. Published by Elsevier B.V. 
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/)
Peer-review under responsibility of the Bayerisches Laserzentrum GmbH

 

Available online at www.sciencedirect.com 

ScienceDirect 
Procedia CIRP 00 (2020) 000–000 

  
     www.elsevier.com/locate/procedia 
   

 

 

 

2212-8271 © 2020 The Authors. Published by Elsevier B.V. 
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/) 
Peer review statement: Peer-review under responsibility of the Bayerisches Laserzentrum GmbH 

11th CIRP Conference on Photonic Technologies [LANE 2020] on September 7-10, 2020 

Characterization of part deformations in laser powder bed fusion of 
stainless steel 316L 

 Niko Riikonena,*, Heidi Piilia  
aLUT University, School of Energy Systems, Department of Mechanical Engineering, Research Group of Laser Material Processing and Additive Manufacturing, 

Yliopistonkatu 34, Lappeenranta 53850, Finland  
 

* Corresponding author. Tel.: +358 503386230. E-mail address: niko.riikonen@lut.fi 

Abstract 

Laser powder bed fusion (L-PBF) is a suitable manufacturing method for end-use complicated metal parts. However, cyclic thermal load belongs 
to the nature of the process and it creates residual stresses in the parts due to their subsequent thermal expansions and contractions. These residual 
stresses make the parts exposed to deformations. Aim of this study was to recognize why deformations occur in parts made by L-PBF. 
Deformations of stainless steel 316L parts were examined experimentally. As a conclusion, building orientation is crucial factor in generation of 
deformations in L-PBF. Each test sample that had deformation, could be manufactured without deformation by adjusting the orientation. Parts 
built horizontally flat were the most vulnerable to have deformation. 
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1. Introduction 

Additive manufacturing (AM) industry is strongly growing 
due to the possibilities that AM technologies offer [1]. AM is 
making large steps towards becoming a serious option for 
manufacturing end-use parts in a serial production enabling to 
manufacture structures that have not been able to be 
manufactured by conventional manufacturing methods [1, 2, 3]. 
The most popular metal AM technology, laser powder bed 
fusion (L-PBF), can produce strong, high quality and high-
performance parts having complex shapes [1, 2]. However, L-
PBF has its limitations due to the cyclic heat delivery that is 
inherent in this technology. Cyclic heat delivery leads to 
subsequent expansion and contraction of the material, which 
creates stresses in the part during the build. These stresses can 
rise higher than the yield strength of the material, which causes 
deformations in the parts. [4, 5, 6]  

Aim of this study was to recognize why deformations occur 
in parts made by L-PBF and what is the deformation type and 
shape. Experiments were performed to study this. L-PBF may 
induce imperfections such as undesired microstructure, residual 
stresses, deformations and porosity in parts [7]. The 
imperfections examined in this study relate to geometrical 
errors in the outer shape of the part and do not include internal 
defects such as porosity or microstructure faults. 

 
Nomenclature 

AM Additive manufacturing   
L-PBF Laser powder bed fusion 
TGM  Temperature gradient mechanism 
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1.1. Background 

Metal aims to expand or contract as a response to the 
temperature changes. When expansion or contraction of metal 
is restricted, thermal stresses occur in the material. [8] The 
generation of thermal stresses can be explained with 
temperature gradient mechanism (TGM), see Fig. 1 [8, 9]. 

 

Fig. 1. Schematic of TGM, (a) heating; (b) cooling [10]. 

When the laser beam interacts with powder bed, the powder 
melts and the surface of the part is strongly heated. During this 
heating cycle, surface of the part pursues to expand due to 
strong heating but the expansion of the heated top layer is 
limited due to surrounding solid material, which creates 
compressive stress σcomp on the upper surface (Fig.  1 (a)). 
When the occurred compressive stress exceeds yield strength 
of the material, the top surface will experience plastic 
deformation that pursues to bend the material towards the laser 
(Fig. 1 (a)). When cooling of the material begins, the material 
starts to contract. Now contraction of the surface is limited due 
to surrounding solid material, which ends up in tensile stress 
σtens on the top surface. When the tensile stress exceeds yield 
strength of the material, the top surface pursues to bend into the 
opposite direction (Fig. 1 (b)). [8, 9]  

Based on earlier studies of Yang et al., Li et al. and Wu et 
al. [4, 11, 12], expected deformation of metal parts made by L-
PBF obeys the TGM, which aims to bend the edges of parts 
upwards from the building platform (Fig. 1 (b)). In the study of 
Yang et al. [4], deformation shape of a vertically build Inconel 
718 bridge sample was modeled as represented in Fig. 2. 

 

Fig. 2. Prediction of deformation of a bridge sample manufactured by L-PBF 
[4]. 

In Fig. 2 the original flat surface on top of the bridge is bent 
down in the middle and bridge legs have spread and raised, due 
to the residual stresses caused by cyclic heat [4].  

In the study of Wu et al. [12], deformation magnitudes of a 
horizontally build stainless steel 316L prism sample were 
modeled as represented in Fig. 3.  

 

Fig. 3. Deformation magnitudes of a horizontally build prism sample, (a) x-
displacement; (b) y-displacement; (c) z-displacement. Local z-axis indicates 

building direction. [12] 

It can be noted in Fig. 3 (a) that the displacement along x-
axis locates in the lower corners of the prism, being equal on 
both sides (maximum 0.045 mm). The corners have contracted 
towards the center of the prism. Displacement along y-axis (Fig. 
3 (b)) can be observed in the bottom and top regions of the 
prism, again contracting them towards the center of the prism. 
Displacement along z-axis (Fig. 3 (c)) indicates the 
deformation along building direction in which the prism has 
spherically deflected in a way that the corners of the prism have 
bent upwards while the center of the prism has bent downwards. 
[12] Based on Fig. 3 it seems that the largest deformations 
occur in the building direction (Fig. 3 (c)) [12]. Exaggerated 
view of the total deformation shape of the prism sample is 
represented in Fig. 4 [12].  

 

Fig. 4. Expected deformation of a prism sample manufactured by L-PBF [12]. 

It can be observed in Fig. 4 that the prism has spherically 
deflected in a way that the corners of the prism have bent 
upwards [12]. 

In the study of Li et al. [11], deformation of a cantilever 
sample printed of AlSi10Mg, was demonstrated as shown in 
Fig. 5.  
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Fig. 5. Deformations of cantilever samples with varying thicknesses. 
Manufactured by L-PBF of AlSi10Mg. [11] 

    It can be observed in Fig. 5 that the thickest cantilever (5.0 
mm) shows the least deformation while the thinnest (0.5 mm) 
shows the greatest deformation. Because thicker cantilever has 
more material to endure the stresses and is stiffer, it is less 
prone to bend.  
 

2. Experimental setup 

The test samples in this study were modeled with 
SolidWorks 2018 CAD software and the test samples were 
manufactured by EOS Finland Oy, in Turku, with EOS M 290 
L-PBF machine. Machine specifications for the experiments 
are represented in Table 1. 

Table 1. Specifications of EOS M 290. 

Machine                                                  EOS M 290   
Build area 250 × 250 × 325 mm3 
Layer thickness  40 µm 
Shielding gas Argon  
Focal point diameter 70-80 µm   
Platform temperature  80 ˚C    

 
The test samples were manufactured of EOS StainlessSteel 

316L of which material properties are represented in Table 2 
[13].  

Table 2. Material properties of parts made of EOS StainlessSteel 316L [13]. 

Material property Value 
Density 7.9 g/cm3   
Ultimate tensile strength  590 MPa   
Yield strength 500 MPa  
Elongation at break 46.7 %  

 
The tensile test values represented in Table 2 are determined 

in parts made with vertical and horizontal orientations and the 
numbers are average values of them. Tensile test values are 
determined according to ISO 6892 / ASTM E8M. [13]  

Test sample dimensions and building orientations are 
represented in Table 3.   

Table 3. Test sample dimensions and building orientations. 

Test sample            Dimensions (mm)      Orientation 
A1 20 × 20 × 20 horizontal 
B1 20 × 5 × 20 vertical 
B2 20 × 20 × 5 horizontal 
B3 20 × 20 × 5 45°  
C1 60 × 5 × 20 horizontal 
C2 60 × 20 × 5 horizontal 
C3 20 × 5 × 60 vertical 
C4 60 × 20 × 5 45°  
C5 60 × 5 × 20 45° 
D1 60 × 20 × 20 horizontal 
D2 20 × 20 × 60  vertical 
D3 60 × 20 × 20 45° 

 
Deformations were analyzed with Keyence VR-3200 

macroscope at LUT University in Lappeenranta, by taking 
macrographs of the side profiles of the test samples.  

2.1. Experimental procedures 

Rectangular shapes were built in different orientations to 
study which shapes and orientations cause deformations and 
which kind of deformation. The test samples have differences 
in layer number and scanning areas which result in different 
magnitudes of thermal stresses. Standard parameter set used to 
manufacture the test samples was EOS 316L 40µm FlexLine. 

All the test samples were built in one batch together and the 
layout of the samples on the building platform is shown in Fig. 
6. 

 

Fig. 6. Layout of the test samples on the building platform. Solid rectangular 
shapes are involved in this study. 

The test samples of this study were located mainly to the 
central area of the building platform while there were 
simultaneously some other parts printed, locating on the outer 
regions of the building platform (Fig. 6). 

Test samples were removed from the building platform as 
built, with no post-processing performed. No thermal stress 
relief was performed. The test samples were cut from the 
building platform and the support structures were removed and 
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since no post-processing operations were performed. The effect 
of machine parameters (such as laser power, scanning speed, 
focal point size, hatch spacing, scanning strategy, scan length, 
layer thickness), powder properties (such as packing efficiency 
and particle size) and support structure parameters, were 
neglected, as they all were constant during the experiments. 
This leaves the geometry and orientation of the part to be the 
variable parameters. 

 

3. Results and discussion 

Results observed in the experiments of this study are 
represented in this section. Fig. 7 represents test samples A1, 
B1, B2 and B3.  

 

Fig. 7. Test samples A1, B1, B2 and B3 (with support structures). Building 
direction along z-axis. 

No deformation could be observed in macrographs of test 
samples represented in Fig. 7.  

Test samples C1, C2, C3, C4 and C5 are represented in Fig. 
8.  

 

Fig. 8. Test samples C1, C2, C3, C4 (with support structures) and C5 (with 
support structures). Building direction along z-axis. 

Test sample C2 is the only one to have evident deformation 
of test samples represented in Fig. 8. Fig. 9 represents test 
sample C2 closer.  

 

Fig. 9. Test sample C2, building direction along z-axis. 

It can be seen in Fig. 9 that the edges of test sample C2 have 
bent upwards (indicated with arrows) which obeys the TGM.  

Macrographs of test samples C1, C2, C3, C4 and C5 are 
represented in Fig. 10. 

 

 

Fig. 10. Macrographs of test samples, (a) C1; (b) C2; (c) C3; (d) C4; (e) C5 
(support structures removed from C4 and C5). Side view, building direction 

is indicated with arrow. 

Test samples C1, C2, C3, C4 and C5 are dimensionally 
equal and only their building orientation was varied. However, 
test samples C2 and C4 have top surface warping, as it can be 
seen in Fig. 10 (b) and (d). The deformation shapes of test 
samples C2 and C4 are similar and they obey the TGM. It is 
notable that test samples C1 and C2 were both built 
horizontally but only C2 has deformation. Test sample C2 was 
orientated flat whereas test sample C1 was orientated on its side 
(see Fig. 8). Test sample C1 is higher and stiffer in the building 
direction to resist the deformation compared to test sample C2. 
This is illustrated in Fig. 11. 

 

Fig. 11. Schematic of test samples C1 and C2 on the building platform. 

Test sample C1 has more material in the building direction 
and more stiffness, as observed in Fig. 11. The scanning area 
of a single layer is also smaller in test sample C1. Smaller 
scanning area contracts less than larger one [14]. This same 
result and conclusion can be observed between test samples C4 
and C5 represented in Fig. 10 (d) and (e) of which both were 
built in 45˚ angle and only C4 has deformation. C4 was 
orientated flat and C5 on its side (see Fig. 8). 
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did not have any deformation like sample C2 had. Test sample 
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contracts less, it is more difficult to notice the possible 
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It can be noted in Fig. 13 that test sample C2 will contract 
more due to larger area and thus giving more noticeable 
deformation. 

It must be carefully considered when choosing suitable 
building orientation that the parts have different mechanical 
properties depending on the orientation they are built, due to 
the layer wise manufacturing [1, 16, 17]. Tensile strength 
properties and surface roughness values are affected by the 
orientation of the part. Horizontally built parts have higher 
tensile strength compared to vertically built parts and sloped 
surfaces suffer from rough surface due to stair-step effect. [13, 
17] Also building time and the need and location of support 
structures are affected by the orientation of part. Vertical 
orientation requires more recoating time due to higher number 
of layers. [1]  

Support structures are needed to support the overhanging 
features of the part and to fix the part to the building platform. 
Therefore, by changing the orientation of the part, it is possible 
to affect the need of support structures. It is also important to 

notice that the surfaces where support structures are attached, 
have rougher surface compared to surfaces without support 
structures. [1, 17] Also capacity of the build can be affected by 
choosing orientation to allow building as many parts as 
possible in one build. 

Deformation of parts is a common problem in L-PBF due to 
the cyclic heat delivery and residual stresses [1, 2, 6]. There are 
some ways to reduce the causes of cyclic heat, such as by 
preheating the building platform which enables lower thermal 
gradients to occur due to lower temperature difference between 
bottom and top regions of the part [15, 18]. Also support 
structures have an impact on the resistance of deformations. 
Higher amount of support structures have more volume to 
transfer heat away from the part and fix the part more strongly 
to the building platform, in order to avoid warping. [1] 
However, support structures are removed from the part after 
build which limits the usage of them as they can be challenging 
and costly to remove [1, 17]. Residual stresses of parts can also 
be reduced by thermal stress relief that can be performed after 
build once the loose powder has been removed from the parts, 
but the parts are still attached to the building platform [1, 14, 
17]. 

                     

4. Conclusion 

Based on the experiments executed in this study, 
horizontally built parts are more vulnerable to have 
deformations compared to parts built vertically (see Fig. 10). 
Especially the parts that were built horizontally flat were the 
ones to have deformation in the experiments whereas the parts 
that were built horizontally on their sides, did not have 
deformation. The test samples built horizontally on their sides 
are taller in the building direction and they have more stiffness 
in the building direction to resist the deformation, as 
demonstrated in Fig. 11. Also, part dimensions have an effect 
on the amount of deformation as smaller parts may not show 
noticeable deformation when built horizontally flat (Fig. 13).  

No evident deformations could be observed in most of the 
test samples manufactured. In fact, test samples C2 and C4 (see 
Fig. 10 (b) and (d)) were the only ones of all test samples to 
show evident deformation. The deformation shape of test 
samples C2 and C4 obey the TGM which pursues to bend the 
edges of the parts upwards from the building platform [8, 9]. 
This behaviour is observed also in the studies of Yang et al., Li 
et al., Li et al. and Wu et al. [4, 10, 11, 12]. 

 

Acknowledgements 

Authors of this article are grateful for the help of the 
personnel of EOS Finland Oy for manufacturing the test 
samples investigated in this study, especially Antti Seppälä 
who operated the powder bed fusion machine and Juha Kotila 
who organized the experiments. Authors would also like to 
acknowledge the staff of LUT Laser & AM of making it 
possible to conduct this study. 

 

 

  



 Niko Riikonen  et al. / Procedia CIRP 94 (2020) 161–166 165
4 Riikonen Niko / Procedia CIRP 00 (2020) 000–000 

since no post-processing operations were performed. The effect 
of machine parameters (such as laser power, scanning speed, 
focal point size, hatch spacing, scanning strategy, scan length, 
layer thickness), powder properties (such as packing efficiency 
and particle size) and support structure parameters, were 
neglected, as they all were constant during the experiments. 
This leaves the geometry and orientation of the part to be the 
variable parameters. 

 

3. Results and discussion 

Results observed in the experiments of this study are 
represented in this section. Fig. 7 represents test samples A1, 
B1, B2 and B3.  

 

Fig. 7. Test samples A1, B1, B2 and B3 (with support structures). Building 
direction along z-axis. 

No deformation could be observed in macrographs of test 
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Test samples C1, C2, C3, C4 and C5 are represented in Fig. 
8.  
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support structures). Building direction along z-axis. 
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direction to resist the deformation compared to test sample C2. 
This is illustrated in Fig. 11. 

 

Fig. 11. Schematic of test samples C1 and C2 on the building platform. 

Test sample C1 has more material in the building direction 
and more stiffness, as observed in Fig. 11. The scanning area 
of a single layer is also smaller in test sample C1. Smaller 
scanning area contracts less than larger one [14]. This same 
result and conclusion can be observed between test samples C4 
and C5 represented in Fig. 10 (d) and (e) of which both were 
built in 45˚ angle and only C4 has deformation. C4 was 
orientated flat and C5 on its side (see Fig. 8). 

 Riikonen Niko / Procedia CIRP 00 (2020) 000–000  5 

 
Test samples D1, D2 and D3 are represented in Fig. 12.  

 
 

Fig. 12. Test samples D1, D2 and D3 (with support structures). Building 
direction along z-axis. 

Test samples D1, D2 and D3 did not show any deformation 
in the macrographs.  

In the experiments, each geometry was successfully 
manufactured without deformation by adjusting the part 
orientation. The most vulnerable part orientation for having 
deformations is horizontal especially when part is positioned 
flat, which indicates that thin parts with large surface area are 
prone to have deformation when orientated horizontally. It is 
notable that test sample B2 was orientated in such a way, but it 
did not have any deformation like sample C2 had. Test sample 
B2 has much smaller area than C2 and because smaller area 
contracts less, it is more difficult to notice the possible 
deformation even with a macroscope. Fig. 13 demonstrates the 
situation. 

 

Fig. 13. Demonstration of the contraction of test samples B2 and C2. 

It can be noted in Fig. 13 that test sample C2 will contract 
more due to larger area and thus giving more noticeable 
deformation. 

It must be carefully considered when choosing suitable 
building orientation that the parts have different mechanical 
properties depending on the orientation they are built, due to 
the layer wise manufacturing [1, 16, 17]. Tensile strength 
properties and surface roughness values are affected by the 
orientation of the part. Horizontally built parts have higher 
tensile strength compared to vertically built parts and sloped 
surfaces suffer from rough surface due to stair-step effect. [13, 
17] Also building time and the need and location of support 
structures are affected by the orientation of part. Vertical 
orientation requires more recoating time due to higher number 
of layers. [1]  

Support structures are needed to support the overhanging 
features of the part and to fix the part to the building platform. 
Therefore, by changing the orientation of the part, it is possible 
to affect the need of support structures. It is also important to 

notice that the surfaces where support structures are attached, 
have rougher surface compared to surfaces without support 
structures. [1, 17] Also capacity of the build can be affected by 
choosing orientation to allow building as many parts as 
possible in one build. 

Deformation of parts is a common problem in L-PBF due to 
the cyclic heat delivery and residual stresses [1, 2, 6]. There are 
some ways to reduce the causes of cyclic heat, such as by 
preheating the building platform which enables lower thermal 
gradients to occur due to lower temperature difference between 
bottom and top regions of the part [15, 18]. Also support 
structures have an impact on the resistance of deformations. 
Higher amount of support structures have more volume to 
transfer heat away from the part and fix the part more strongly 
to the building platform, in order to avoid warping. [1] 
However, support structures are removed from the part after 
build which limits the usage of them as they can be challenging 
and costly to remove [1, 17]. Residual stresses of parts can also 
be reduced by thermal stress relief that can be performed after 
build once the loose powder has been removed from the parts, 
but the parts are still attached to the building platform [1, 14, 
17]. 

                     

4. Conclusion 

Based on the experiments executed in this study, 
horizontally built parts are more vulnerable to have 
deformations compared to parts built vertically (see Fig. 10). 
Especially the parts that were built horizontally flat were the 
ones to have deformation in the experiments whereas the parts 
that were built horizontally on their sides, did not have 
deformation. The test samples built horizontally on their sides 
are taller in the building direction and they have more stiffness 
in the building direction to resist the deformation, as 
demonstrated in Fig. 11. Also, part dimensions have an effect 
on the amount of deformation as smaller parts may not show 
noticeable deformation when built horizontally flat (Fig. 13).  

No evident deformations could be observed in most of the 
test samples manufactured. In fact, test samples C2 and C4 (see 
Fig. 10 (b) and (d)) were the only ones of all test samples to 
show evident deformation. The deformation shape of test 
samples C2 and C4 obey the TGM which pursues to bend the 
edges of the parts upwards from the building platform [8, 9]. 
This behaviour is observed also in the studies of Yang et al., Li 
et al., Li et al. and Wu et al. [4, 10, 11, 12]. 

 

Acknowledgements 

Authors of this article are grateful for the help of the 
personnel of EOS Finland Oy for manufacturing the test 
samples investigated in this study, especially Antti Seppälä 
who operated the powder bed fusion machine and Juha Kotila 
who organized the experiments. Authors would also like to 
acknowledge the staff of LUT Laser & AM of making it 
possible to conduct this study. 

 

 

  



166 Niko Riikonen  et al. / Procedia CIRP 94 (2020) 161–166
6 Riikonen Niko / Procedia CIRP 00 (2020) 000–000 

References 

[1] Wohlers T, Campbell I, Diegel O, Kowen J, Huff R. Wohlers report 2019. 
Fort Collins: Wohlers Associates Inc; 2019. 

[2] Brandt M. Laser additive manufacturing: Materials, design, technologies, 
and applications. Amsterdam: Elsevier; 2017. 

[3] Yang L, Hsu K, Baughman B, Godfrey D, Medina F, Menon M, Wiener 
S. Additive Manufacturing of Metals: The Technology, Materials, Design 
and Production. Cham: Springer; 2017. 

[4] Yang YP, Jamshidinia M, Boulware P, Kelly SM. Prediction of 
microstructure, residual stress, and deformation in laser powder bed fusion 
process. Computational Mechanics 2017;61:599-615. 

[5] Masoomi M, Thompson SM, Shamsaei N. Laser powder bed fusion of Ti-
6Al-4V parts: Thermal modeling and mechanical implications. 
International Journal of Machine Tools & Manufacture 2017;118-119:73-
90. 

[6] Mukherjee T, Wei HL, De A, DebRoy T. Heat and fluid flow in additive 
manufacturing – Part II: Powder bed fusion of stainless steel, and 
titanium, nickel and aluminum base alloys. Computational Materials 
Science 2018;150:369–380. 

[7] Kurzynowski T, Gruber K, Stopyra W, Kuźnicka B, Chlebus E. 
Correlation between process parameters, microstructure and properties of 
316 L stainless steel processed by selective laser melting. Materials 
Science and Engineering 2018;718:64–73. 

[8]  Simson T, Emmel A, Dwars A, Böhm J. Residual stress measurements on 
AISI 316L samples manufactured by selective laser melting. Additive 
Manufacturing 2017;17:183-189. 

[9]  Kruth JP, Froyen L, Van Vaerenbergh J, Mercelis P, Rombouts M, 
Lauwers B. Selective laser melting of iron-based powder. Journal of 
Materials Processing Technology 2004;149:616-622. 

[10]  Li C, Fu CH, Guo YB, Fang FZ. A multiscale modeling approach for 
fast prediction of part distortion in selective laser melting. Journal of 
Materials Processing Technology 2015;229:703-712. 

[11]  Li C, Liu JF, Fang XY, Guo YB. Efficient predictive model of part 
distortion and residual stress in selective laser melting. Additive 
Manufacturing 2017;17:157-168. 

[12]  Wu AS, Brown DW, Kumar M, Gallegos GF, King WE. An 
experimental investigation into additive manufacturing-induced residual 
stresses in 316L stainless steel. Metallurgical and Materials Transactions 
A 2014;45A:6260-6270. 

[13] EOS. Material data sheet. EOS StainlessSteel 316L 2017. Available: 
https://cdn0.scrvt.com/eos/7d9518b6b150de07/2e8cde1098a2/SS-
316L_M290_Material_data_sheet_FlexLine_40_12-16_en.pdf. 

[14]  Liu Y, Yang Y, Wang D. A study on the residual stress during selective 
laser melting of metallic powder. International Journal of Advanced 
Manufacturing Technology 2016;87:647-656. 

[15]  Mercelis P, Kruth JP. Residual stresses in selective laser sintering and 
selective laser melting. Rapid Prototyping Journal 2006;12:254-265. 

[16] Gibson I, Rosen D, Stucker B. Additive Manufacturing Technologies: 
3D Printing, Rapid Prototyping, and Direct Digital Manufacturing. 
Second Edition. New York: Springer; 2015. 

[17] Saunders M. Design for metal AM 2017. Available: 
https://resources.renishaw.com/en/details/--101490. 

[18] Metal Additive Manufacturing. Fraunhofer ILT showcases VCSEL pre-
heating for additive manufacturing. Metal Additive Manufacturing 
2018;4:55. 

 
 

 



ScienceDirect

Available online at www.sciencedirect.comAvailable online at www.sciencedirect.com

ScienceDirect
Procedia CIRP 00 (2017) 000–000

  www.elsevier.com/locate/procedia 

2212-8271 © 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 

28th CIRP Design Conference, May 2018, Nantes, France

A new methodology to analyze the functional and physical architecture of 
existing products for an assembly oriented product family identification 

Paul Stief *, Jean-Yves Dantan, Alain Etienne, Ali Siadat 
École Nationale Supérieure d’Arts et Métiers, Arts et Métiers ParisTech, LCFC EA 4495, 4 Rue Augustin Fresnel, Metz 57078, France 

* Corresponding author. Tel.: +33 3 87 37 54 30; E-mail address: paul.stief@ensam.eu

Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 

Keywords: Assembly; Design method; Family identification

1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

Metal powder cross-contaminations are a hindrance in powder-based additive manufacturing (AM). Foreign particles can enter the powder 
feedstock when two different materials are processed on a single machine – either successively through material changes or simultaneously during 
multi-material AM. In order to evaluate the criticality of named powder impurities, this study investigates the influence of foreign particle 
inclusions on part quality during laser powder bed fusion of a material combination commonly processed in multi-material AM: copper alloy 
CW106C particles in maraging steel 1.2709 feedstock. Different contamination levels are examined regarding metallurgical structure, defect 
formation, and mechanical strength. It is observed that coppery inclusions are dissolved and do not cause cracks, porosity or other defects below 
three particle percent. Furthermore, ultimate tensile strength and fracture elongation show a slight negative trend for increasing contamination 
levels.  
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1. Introduction  

1.1. Initial situation  

Short lead-times, economic production of prototypes, and 
small lot sizes as well as a high degree of design freedom have 
made additive manufacturing (AM) technologies key processes 
for manufacturing of complex parts. For the production of metal 
(M) components, powder bed fusion (PBF) via laser beam (LB, 
together PBF-LB/M) is the dominating solution [1]. In 
accordance with ISO 52900, PBF-LB/M facilitates a laser beam 
to melt and fuse selected areas of a powder bed layer by layer 
[2]. Therefore, powder property characterization and feedstock 
quality control are key for the final part performance of this AM 
process [4–6,3]. Extensive research has been conducted about 

the influences of powder properties on part quality in PBF-
LB/M. Vock et al. have given an overview of recent activities 
[3]. One quality aspect, which has not yet been studied in detail 
is the influence of foreign particle contaminations, mostly from 
other powder material, referred to as cross-contaminations. 
However, foreign particles can enter the powder feedstock 
when two different materials are processed on a single AM 
machine – either subsequently through material changes or 
simultaneously during multi-material AM. The same applies to 
powder production and powder handling equipment [7]. In 
multi-material PBF-LB/M especially, where cross-
contaminations cannot be fully avoided, foreign particles are 
found to be a key challenge and reconditioning solutions, such 
as powder purification, for contaminated feedstock need to be 
developed [9–11,8].  

 

Available online at www.sciencedirect.com 

ScienceDirect 
Procedia CIRP 00 (2020) 000–000 

  
     www.elsevier.com/locate/procedia 
   

 

 

 

2212-8271 © 2020 The Authors. Published by Elsevier B.V. 
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/) 
Peer review statement: Peer-review under responsibility of the Bayerisches Laserzentrum GmbH 

11th CIRP Conference on Photonic Technologies [LANE 2020] on September 7-10, 2020 

Influence of metal powder cross-contaminations on part quality in Laser 
Powder Bed Fusion: copper alloy particles in maraging steel feedstock 

Max Horna,*, Lukas Langera, Mario Schafnitzela, Simone Dietricha, Georg Schlicka,  
Christian Seidela,b, Gunther Reinharta,c 

a Fraunhofer Institute for Casting, Composite and Processing Technology IGCV, Am Technologiezentrum 10, 86159 Augsburg, Germany  
b Department of Applied Sciences and Mechatronics, University of Applied Sciences Munich, Lothstr. 34, 80335 Munich, Germany 

c Institute for Machine Tools and Industrial Management of Technical University of Munich, Boltzmannstr. 15, 85748 Garching b. München, Germany  

* Corresponding author. Tel.: +49 821 90678-187. E-mail address: max.horn@igcv.fraunhofer.de 

Abstract 
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multi-material AM. In order to evaluate the criticality of named powder impurities, this study investigates the influence of foreign particle 
inclusions on part quality during laser powder bed fusion of a material combination commonly processed in multi-material AM: copper alloy 
CW106C particles in maraging steel 1.2709 feedstock. Different contamination levels are examined regarding metallurgical structure, defect 
formation, and mechanical strength. It is observed that coppery inclusions are dissolved and do not cause cracks, porosity or other defects below 
three particle percent. Furthermore, ultimate tensile strength and fracture elongation show a slight negative trend for increasing contamination 
levels.  
 
© 2020 The Authors. Published by Elsevier B.V. 
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/) 
Peer review statement: Peer-review under responsibility of the Bayerisches Laserzentrum GmbH 

 Keywords: multi-material additive manufacturing; powder quality; powder purity; foreign particles; cross-contamination; recycling; reuse; 

 
1. Introduction  

1.1. Initial situation  

Short lead-times, economic production of prototypes, and 
small lot sizes as well as a high degree of design freedom have 
made additive manufacturing (AM) technologies key processes 
for manufacturing of complex parts. For the production of metal 
(M) components, powder bed fusion (PBF) via laser beam (LB, 
together PBF-LB/M) is the dominating solution [1]. In 
accordance with ISO 52900, PBF-LB/M facilitates a laser beam 
to melt and fuse selected areas of a powder bed layer by layer 
[2]. Therefore, powder property characterization and feedstock 
quality control are key for the final part performance of this AM 
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the influences of powder properties on part quality in PBF-
LB/M. Vock et al. have given an overview of recent activities 
[3]. One quality aspect, which has not yet been studied in detail 
is the influence of foreign particle contaminations, mostly from 
other powder material, referred to as cross-contaminations. 
However, foreign particles can enter the powder feedstock 
when two different materials are processed on a single AM 
machine – either subsequently through material changes or 
simultaneously during multi-material AM. The same applies to 
powder production and powder handling equipment [7]. In 
multi-material PBF-LB/M especially, where cross-
contaminations cannot be fully avoided, foreign particles are 
found to be a key challenge and reconditioning solutions, such 
as powder purification, for contaminated feedstock need to be 
developed [9–11,8].  
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Irrespective of the source of contamination, Lutter-Guenther 
et al. and Kilburn found foreign particles of Ni-base alloy 
Inconel® 718 in AlSi10Mg feedstock to cause swirl-like 
inclusions and micro cracks [12,7]. The latter can be explained 
due to the formation of the brittle Ni3Al and Al3Ni phases in the 
melt pool [12]. Brandão et al. investigated the influence of 
tungsten contamination in Ti6Al4V specimens. Mostly 
unmelted spherical tungsten inclusions led to a larger variation 
in yield and tensile strength and caused a decrease in fracture 
elongation [13]. Jamshidinia et al. found tungsten particles in 
Inconel® 625 feedstock to cause material delamination [14]. 
Gatto et al. detected trace particles of a Ti-Al-alloy with high 
oxygen content in maraging steel 1.2709 feedstock and studied 
the influence of the cross-contamination on static and fatigue 
tensile strength. Although the contamination level was low 
enough that the average chemical composition of the feedstock 
powder was within nominal ranges, partially melted inclusions 
had a strong negative effect on fatigue life [15]. Horn et al. 
investigated the influence of copper alloy CuCr1Zr foreign 
particles on metallurgical structure and tensile strength of Al-
alloy AlSi10Mg [17,16]. A contamination level of 
0.5 weight percent (wt.%) caused material embrittlement due to 
Al2Cu formation. Additionally, a basic concept of foreign 
particle behavior in the melt pool was derived.  

In summary, cross-contaminations can have negative effects 
on part quality in PBF-LB/M. In order to secure quality-assured 
components, particle inclusions of foreign material need to be 
taken into consideration.  

1.2. Material combination   

Appearance of contamination-related defects and their 
influence on part properties are versatile and have to be studied 
on a single case basis. One particular material combination 
often used in recent multi-material PBF-LB/M investigations is 
maraging steel 1.2709 (X3NiCoMoTi18-9-5) and copper alloy 
CW106C (CuCr1Zr) [18,19,9]. Mechanical properties of the 
steel combined with high thermal conductivity of the Cu-alloy 
make it a suitable material combination for, e.g., casting or 
molding tools with integrated coppery cooling elements. As 
1.2709 serves as a structural, load-bearing material in the 
named example it will be the focus of this investigation.  

In order to evaluate CW106C contamination-related defect 
evolution in maraging steel, introductory information about the 
material system is provided. The Fe-Cu binary system can be 
characterized by a peritectic reaction for the Fe-rich side, a flat 
liquidus line, and full solid state immiscibility. γ-Fe shows the 
highest solubility of Cu of more than 11% at roughly 1450 °C. 
Furthermore, Cu can be an alternative to nickel to support 
austenite creation [20]. Liquid-phase separation that occurs 
during rapid solidification processes is a peculiarity of the 
material combination. The liquefied material mixture separates 
into dispersed droplets of both components. Depending on 
element concentration and cooling rates, secondary and tertiary 
phase separation can occur, leading mainly to the presence of 
discrete Fe-rich and Cu-rich zones. This effect is also used to 
increase mechanical properties of stainless steel 1.4542 and 
other chromium-nickel-copper steels through precipitation of 
the face-centered cubic (fcc) ε-Cu phase [24,25,23,21,22].  

The fusion zones of dissimilar metal joints of low-alloy, 
stainless, and tool steels with Cu-alloys manufactured by laser 
welding are also dominated by the presence of discrete ε-Cu 
and γ-Fe or α-Fe zones, respectively. Furthermore, 
accumulation of liquefied copper along already solidified grain 
boundaries of the steel materials can lead to hot cracking 
[24,26,22,27]. Due to the similarity of laser welding and PBF-
LB/M, comparable observations are expected for this study.  

1.3. Problem statement and approach  

Maraging steel 1.2709 and copper alloy CW106 are a 
relevant material combination in multi-material PBF-LB/M 
[18,19,9]. However, during the process both powder materials 
get mixed to some extent and occurring cross-contaminations 
can lead to inferior part properties [9,10,8]. In order to evaluate 
reusability of contaminated 1.2709 steel powder and to 
approximate powder purity thresholds for the studied material 
combination, metallurgical and mechanical properties of 
systematically contaminated steel specimens manufactured by 
PBF-LB/M were analyzed.  

2. Experimental methods 

Contaminated powder samples were created by manual 
mixing and tumbling for more than 20 minutes in order to 
achieve a homogenous distribution of foreign particles. In order 
to achieve desired contamination levels, necessary material 
weights were calculated. Details about the mixing procedure 
are given in chapter 3.1. Table 1 gives information about the 
processed powder materials, where particle size distribution 
(PSD) data was generated via laser diffraction with wet 
dispersion facilitating a Mastersizer 3000 from Malvern 
Panalytical Ltd.  

Specimens were manufactured on a SLM 250HL PBF-LB/M 
machine from SLM Solutions Group AG equipped with an 
ytterbium fiber laser having a nominal wavelength of 1060 nm 
and a nominal spot diameter of 150 µm. All powder variations 
were processed using the following standard parameters for 
pure metal alloy 1.2709: layer thickness of 30 µm, hatch 
distance of 105 µm, laser power of 200 W, and scan speed of 
600 mm/s. For each contamination level, cubes with an outline 
of 10 x 10 x 10 mm3 were manufactured directly on the build 
plate without using support structures and subsequently cut in 
x-y- and y-z-planes for metallurgical analysis. Cross-sections 
were polished and etched using V2A etchant for 60-120 s at 
room temperature. Additionally, rods for tensile strength 
analysis were produced and machined according to 
DIN 50125 – B4 x 20 [28]. Six rods per build orientation were 
manufactured and tested in accordance with DIN EN ISO 
6892-1 [29]: 90° (vertical), 45° (inclined), and 0° (horizontal). 
Specimens, which either broke eccentrically or did not fully 
break were excluded from the analysis. For each orientation 
and contamination degree a minimum of three samples was 
available for evaluation. Appendix A gives the overall number 
of analyzed specimens per contamination level and test piece 
type. A Hitachi TM3030Plus scanning electron microscope 
(SEM) equipped with an energy-dispersive x-ray spectroscopy 
(EDS) module from Bruker Nano as well as an Olympus 
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BX53M upright metallurgical light microscope were used for 
qualitative and quantitative analysis of the metallurgical cross-
sections and fracture surface inspection. Furthermore, X-ray 
diffraction analysis (XRD) was conducted for phase 
identification using a PANalytical X'Pert PRO MRD 
diffractometer facilitating a θ-2θ-geometry and Cu-Kα-
radiation. 

Table 1. Powder materials and particle size distribution percentiles. 

Material  Supplier d10,3 d50,3 d90,3 

1.2709  
(X3NiCoMoTi18-9-5) 

NMD GmbH 24 µm 34 µm 49 µm 

CW106C  
(CuCr1Zr) 

Schmelzmetall 
GmbH 

20 µm 32 µm 45 µm 

3. Results and discussion  

3.1. Creation of contaminated powder samples   

For mixtures of materials, e.g., in alloying, weight 
percentage (wt.%), or atomic percentage (at.%) are common. 
In the underlying study however, each foreign particle can be 
the source of a defect. Thus, particle percentage (part.%) is 
used as the unit for the purposes of this investigation. In order 
to enable comparability between wt.% and part.%, median 
diameters d50 of the materials’ PSDs are used as approximation 
for the conversion of units. Hereinafter indices 𝐴𝐴𝐴𝐴 and 𝐵𝐵𝐵𝐵 stand 
for the two components of the mixture. They can either be 
1.2709 or CW106C in this investigation respectively. 
Equation 1 was derived from basic relations given in DIN 1310 
[30]. If particles are assumed to be perfectly spherical, it gives 
the particle percentage for one material 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝. %𝐴𝐴𝐴𝐴 for a desired 
weight percentage 𝑤𝑤𝑤𝑤𝑝𝑝𝑝𝑝. %𝐴𝐴𝐴𝐴 and given material densities 𝜌𝜌𝜌𝜌𝐴𝐴𝐴𝐴 and 
𝜌𝜌𝜌𝜌𝐵𝐵𝐵𝐵  as well as median diameters of both materials 𝑑𝑑𝑑𝑑50;𝐴𝐴𝐴𝐴  and 
𝑑𝑑𝑑𝑑50;𝐵𝐵𝐵𝐵.  

𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝. %𝐴𝐴𝐴𝐴 =
1

1 +  (1 −  𝑤𝑤𝑤𝑤𝑝𝑝𝑝𝑝. %𝐴𝐴𝐴𝐴)
𝑤𝑤𝑤𝑤𝑝𝑝𝑝𝑝. %𝐴𝐴𝐴𝐴

 ∙  𝜌𝜌𝜌𝜌𝐴𝐴𝐴𝐴𝜌𝜌𝜌𝜌𝐵𝐵𝐵𝐵
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In order to examine defect evolution of metallurgical 

structure for rising CW106C contents in 1.2709, initially five 
different powder variations were prepared to manufacture 
cubic specimens for metallographic analysis as described in 
Chapter 2. Table 2 shows desired part.% and corresponding 
wt.% calculated using Equation 1. Additionally, Cu content in 
processed specimens was measured via SEM EDS and is used 
as an approximation for Cu-alloy CW106C. This is allowable 
due to the high Cu percentage 99.1 wt.%. Despite being an 
approximation, the small differences between calculated and 
measured Cu wt.% validates the described samples preparation 
procedure for this particular material combination and 
respective PSDs. 

Table 2. Calculated and measured CW106 wt.% in 1.2709 for defined part.% 
exemplary shown for cubic specimens for metallographic analysis. 

Part.% CW106C 0.5 2 5 10 20 

Wt.% calculated 0.47 1.87 4.69 9.41 18.94 
Wt.% measured 0.46 1.73 4.24 9.91 18.17 

3.2. Metallurgical structure and defect formation   

Initially, for metallographic analysis, the following 
contamination levels were chosen. Zero part.% CW106C in 
1.2709 serve as references, 0.5 part.% refer to the remaining 
contamination after multi-material powder sorting processes 
[10], and 5 part.% were chosen in accordance with the 
maximum Cu content found in commercially available alloys, 
such as 1.4548. Furthermore, 2 part.% were chosen as the 
intermediate step to account for nonlinear material variations 
between 0.5 and 5 part.%. Lastly, 10 and 20 part.% were 
processed to study the influence of contamination levels at and 
above the maximum solubility of Cu in Fe. Fig. 1 shows 
vertical cross-sections of the processed powders with different 
contamination levels.  

Up to 2 part.% samples reveal metallurgical structures with 
columnar grain growth from noticeable melt pool borders 
towards the melt pool centers and in build direction, typical for 
PBF-LB/M. All samples show little porosity and no material 
deterioration. From 5 part.% onwards cracks start appearing as 
indicated by arrows for 5 and 10 part.% in Fig.1. Due to their 
presence along grain boundaries and melt pool borders, 
especially noticeable for 20 part.% CW106C, these defects can 
be identified as hot cracks. As observed in laser welding, the 
lower-melting Cu-alloy tends to collect or precipitate at 
solidifying grain and melt pool borders where it remains in 
liquid state longer than Fe-phases, as also observed in previous 
studies [24,22]. During further solidification Fe-phase grains 
cannot fully coalescence and hot cracks appear. It should be 
noted that a single hot crack, smaller than all cracks observed 
for higher contamination levels, was also found in a sample 
contaminated with 2 part.% CW106C. A total cross-section 
surface of 3 cm3 was analyzed and only one conspicuity was 

Fig. 1. Light microscopy images of etched cross-sections of the y-z-plane 
of cubic specimens, where z indicates the build direction and arrows mark 

cracks at 5 and 10 part.%. 
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Irrespective of the source of contamination, Lutter-Guenther 
et al. and Kilburn found foreign particles of Ni-base alloy 
Inconel® 718 in AlSi10Mg feedstock to cause swirl-like 
inclusions and micro cracks [12,7]. The latter can be explained 
due to the formation of the brittle Ni3Al and Al3Ni phases in the 
melt pool [12]. Brandão et al. investigated the influence of 
tungsten contamination in Ti6Al4V specimens. Mostly 
unmelted spherical tungsten inclusions led to a larger variation 
in yield and tensile strength and caused a decrease in fracture 
elongation [13]. Jamshidinia et al. found tungsten particles in 
Inconel® 625 feedstock to cause material delamination [14]. 
Gatto et al. detected trace particles of a Ti-Al-alloy with high 
oxygen content in maraging steel 1.2709 feedstock and studied 
the influence of the cross-contamination on static and fatigue 
tensile strength. Although the contamination level was low 
enough that the average chemical composition of the feedstock 
powder was within nominal ranges, partially melted inclusions 
had a strong negative effect on fatigue life [15]. Horn et al. 
investigated the influence of copper alloy CuCr1Zr foreign 
particles on metallurgical structure and tensile strength of Al-
alloy AlSi10Mg [17,16]. A contamination level of 
0.5 weight percent (wt.%) caused material embrittlement due to 
Al2Cu formation. Additionally, a basic concept of foreign 
particle behavior in the melt pool was derived.  

In summary, cross-contaminations can have negative effects 
on part quality in PBF-LB/M. In order to secure quality-assured 
components, particle inclusions of foreign material need to be 
taken into consideration.  

1.2. Material combination   

Appearance of contamination-related defects and their 
influence on part properties are versatile and have to be studied 
on a single case basis. One particular material combination 
often used in recent multi-material PBF-LB/M investigations is 
maraging steel 1.2709 (X3NiCoMoTi18-9-5) and copper alloy 
CW106C (CuCr1Zr) [18,19,9]. Mechanical properties of the 
steel combined with high thermal conductivity of the Cu-alloy 
make it a suitable material combination for, e.g., casting or 
molding tools with integrated coppery cooling elements. As 
1.2709 serves as a structural, load-bearing material in the 
named example it will be the focus of this investigation.  

In order to evaluate CW106C contamination-related defect 
evolution in maraging steel, introductory information about the 
material system is provided. The Fe-Cu binary system can be 
characterized by a peritectic reaction for the Fe-rich side, a flat 
liquidus line, and full solid state immiscibility. γ-Fe shows the 
highest solubility of Cu of more than 11% at roughly 1450 °C. 
Furthermore, Cu can be an alternative to nickel to support 
austenite creation [20]. Liquid-phase separation that occurs 
during rapid solidification processes is a peculiarity of the 
material combination. The liquefied material mixture separates 
into dispersed droplets of both components. Depending on 
element concentration and cooling rates, secondary and tertiary 
phase separation can occur, leading mainly to the presence of 
discrete Fe-rich and Cu-rich zones. This effect is also used to 
increase mechanical properties of stainless steel 1.4542 and 
other chromium-nickel-copper steels through precipitation of 
the face-centered cubic (fcc) ε-Cu phase [24,25,23,21,22].  

The fusion zones of dissimilar metal joints of low-alloy, 
stainless, and tool steels with Cu-alloys manufactured by laser 
welding are also dominated by the presence of discrete ε-Cu 
and γ-Fe or α-Fe zones, respectively. Furthermore, 
accumulation of liquefied copper along already solidified grain 
boundaries of the steel materials can lead to hot cracking 
[24,26,22,27]. Due to the similarity of laser welding and PBF-
LB/M, comparable observations are expected for this study.  

1.3. Problem statement and approach  

Maraging steel 1.2709 and copper alloy CW106 are a 
relevant material combination in multi-material PBF-LB/M 
[18,19,9]. However, during the process both powder materials 
get mixed to some extent and occurring cross-contaminations 
can lead to inferior part properties [9,10,8]. In order to evaluate 
reusability of contaminated 1.2709 steel powder and to 
approximate powder purity thresholds for the studied material 
combination, metallurgical and mechanical properties of 
systematically contaminated steel specimens manufactured by 
PBF-LB/M were analyzed.  

2. Experimental methods 

Contaminated powder samples were created by manual 
mixing and tumbling for more than 20 minutes in order to 
achieve a homogenous distribution of foreign particles. In order 
to achieve desired contamination levels, necessary material 
weights were calculated. Details about the mixing procedure 
are given in chapter 3.1. Table 1 gives information about the 
processed powder materials, where particle size distribution 
(PSD) data was generated via laser diffraction with wet 
dispersion facilitating a Mastersizer 3000 from Malvern 
Panalytical Ltd.  

Specimens were manufactured on a SLM 250HL PBF-LB/M 
machine from SLM Solutions Group AG equipped with an 
ytterbium fiber laser having a nominal wavelength of 1060 nm 
and a nominal spot diameter of 150 µm. All powder variations 
were processed using the following standard parameters for 
pure metal alloy 1.2709: layer thickness of 30 µm, hatch 
distance of 105 µm, laser power of 200 W, and scan speed of 
600 mm/s. For each contamination level, cubes with an outline 
of 10 x 10 x 10 mm3 were manufactured directly on the build 
plate without using support structures and subsequently cut in 
x-y- and y-z-planes for metallurgical analysis. Cross-sections 
were polished and etched using V2A etchant for 60-120 s at 
room temperature. Additionally, rods for tensile strength 
analysis were produced and machined according to 
DIN 50125 – B4 x 20 [28]. Six rods per build orientation were 
manufactured and tested in accordance with DIN EN ISO 
6892-1 [29]: 90° (vertical), 45° (inclined), and 0° (horizontal). 
Specimens, which either broke eccentrically or did not fully 
break were excluded from the analysis. For each orientation 
and contamination degree a minimum of three samples was 
available for evaluation. Appendix A gives the overall number 
of analyzed specimens per contamination level and test piece 
type. A Hitachi TM3030Plus scanning electron microscope 
(SEM) equipped with an energy-dispersive x-ray spectroscopy 
(EDS) module from Bruker Nano as well as an Olympus 
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BX53M upright metallurgical light microscope were used for 
qualitative and quantitative analysis of the metallurgical cross-
sections and fracture surface inspection. Furthermore, X-ray 
diffraction analysis (XRD) was conducted for phase 
identification using a PANalytical X'Pert PRO MRD 
diffractometer facilitating a θ-2θ-geometry and Cu-Kα-
radiation. 

Table 1. Powder materials and particle size distribution percentiles. 

Material  Supplier d10,3 d50,3 d90,3 

1.2709  
(X3NiCoMoTi18-9-5) 

NMD GmbH 24 µm 34 µm 49 µm 

CW106C  
(CuCr1Zr) 

Schmelzmetall 
GmbH 

20 µm 32 µm 45 µm 

3. Results and discussion  

3.1. Creation of contaminated powder samples   

For mixtures of materials, e.g., in alloying, weight 
percentage (wt.%), or atomic percentage (at.%) are common. 
In the underlying study however, each foreign particle can be 
the source of a defect. Thus, particle percentage (part.%) is 
used as the unit for the purposes of this investigation. In order 
to enable comparability between wt.% and part.%, median 
diameters d50 of the materials’ PSDs are used as approximation 
for the conversion of units. Hereinafter indices 𝐴𝐴𝐴𝐴 and 𝐵𝐵𝐵𝐵 stand 
for the two components of the mixture. They can either be 
1.2709 or CW106C in this investigation respectively. 
Equation 1 was derived from basic relations given in DIN 1310 
[30]. If particles are assumed to be perfectly spherical, it gives 
the particle percentage for one material 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝. %𝐴𝐴𝐴𝐴 for a desired 
weight percentage 𝑤𝑤𝑤𝑤𝑝𝑝𝑝𝑝. %𝐴𝐴𝐴𝐴 and given material densities 𝜌𝜌𝜌𝜌𝐴𝐴𝐴𝐴 and 
𝜌𝜌𝜌𝜌𝐵𝐵𝐵𝐵  as well as median diameters of both materials 𝑑𝑑𝑑𝑑50;𝐴𝐴𝐴𝐴  and 
𝑑𝑑𝑑𝑑50;𝐵𝐵𝐵𝐵.  

𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝. %𝐴𝐴𝐴𝐴 =
1

1 +  (1 −  𝑤𝑤𝑤𝑤𝑝𝑝𝑝𝑝. %𝐴𝐴𝐴𝐴)
𝑤𝑤𝑤𝑤𝑝𝑝𝑝𝑝. %𝐴𝐴𝐴𝐴

 ∙  𝜌𝜌𝜌𝜌𝐴𝐴𝐴𝐴𝜌𝜌𝜌𝜌𝐵𝐵𝐵𝐵
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In order to examine defect evolution of metallurgical 

structure for rising CW106C contents in 1.2709, initially five 
different powder variations were prepared to manufacture 
cubic specimens for metallographic analysis as described in 
Chapter 2. Table 2 shows desired part.% and corresponding 
wt.% calculated using Equation 1. Additionally, Cu content in 
processed specimens was measured via SEM EDS and is used 
as an approximation for Cu-alloy CW106C. This is allowable 
due to the high Cu percentage 99.1 wt.%. Despite being an 
approximation, the small differences between calculated and 
measured Cu wt.% validates the described samples preparation 
procedure for this particular material combination and 
respective PSDs. 

Table 2. Calculated and measured CW106 wt.% in 1.2709 for defined part.% 
exemplary shown for cubic specimens for metallographic analysis. 

Part.% CW106C 0.5 2 5 10 20 

Wt.% calculated 0.47 1.87 4.69 9.41 18.94 
Wt.% measured 0.46 1.73 4.24 9.91 18.17 

3.2. Metallurgical structure and defect formation   

Initially, for metallographic analysis, the following 
contamination levels were chosen. Zero part.% CW106C in 
1.2709 serve as references, 0.5 part.% refer to the remaining 
contamination after multi-material powder sorting processes 
[10], and 5 part.% were chosen in accordance with the 
maximum Cu content found in commercially available alloys, 
such as 1.4548. Furthermore, 2 part.% were chosen as the 
intermediate step to account for nonlinear material variations 
between 0.5 and 5 part.%. Lastly, 10 and 20 part.% were 
processed to study the influence of contamination levels at and 
above the maximum solubility of Cu in Fe. Fig. 1 shows 
vertical cross-sections of the processed powders with different 
contamination levels.  

Up to 2 part.% samples reveal metallurgical structures with 
columnar grain growth from noticeable melt pool borders 
towards the melt pool centers and in build direction, typical for 
PBF-LB/M. All samples show little porosity and no material 
deterioration. From 5 part.% onwards cracks start appearing as 
indicated by arrows for 5 and 10 part.% in Fig.1. Due to their 
presence along grain boundaries and melt pool borders, 
especially noticeable for 20 part.% CW106C, these defects can 
be identified as hot cracks. As observed in laser welding, the 
lower-melting Cu-alloy tends to collect or precipitate at 
solidifying grain and melt pool borders where it remains in 
liquid state longer than Fe-phases, as also observed in previous 
studies [24,22]. During further solidification Fe-phase grains 
cannot fully coalescence and hot cracks appear. It should be 
noted that a single hot crack, smaller than all cracks observed 
for higher contamination levels, was also found in a sample 
contaminated with 2 part.% CW106C. A total cross-section 
surface of 3 cm3 was analyzed and only one conspicuity was 

Fig. 1. Light microscopy images of etched cross-sections of the y-z-plane 
of cubic specimens, where z indicates the build direction and arrows mark 

cracks at 5 and 10 part.%. 
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found. This can most likely be explained by randomly 
increased concentration of foreign particles. It should therefore 
be considered a deviation within expectable statistical range 
and should be excluded from further analysis.  

As shown in Fig. 2, for 20 part.% CW106C, EDS element 
mapping does not reveal Cu enrichment nor Fe depletion along 
the crack edges. Fig. 3 shows the results of the XRD analysis 
for the reference sample and a specimen contaminated with 
5 part.% CW106C. Peaks identified as the CaCo3 phase can be 
explained by the compound material, in which specimens were 
embedded. The Bakelite used appears to show a similar 
crystallographic structure. These peaks may therefore be 
ignored for further analysis. Comparing the remaining peaks, 
both graphs show high similarity. The major difference is an 
increased signal for the austenitic phase. Peak positions of γ-Fe 
and ε-Cu however, are almost identical. Thus, it cannot be fully 
distinguished whether the Cu phase is prevalent, Cu is solved 
in supersaturated austenitic crystals, or a combination of both 
exists, although a split peak at ~43.5° of Fig. 3 and hot cracks 
along grain boundaries of Fig. 1 make an increase in ε-Cu more 
probable.  

It can be concluded that below 2 part.% CW106C in 1.2709 
no significant negative influence on metallographic structure is 
observed. Higher Cu contents appear to either lead to increased 
γ-Fe creation or ε-Cu formation along grain and melt pool 
boundaries. A combination of both phenomena cannot be 
excluded. At 5 part.% CW106C hot cracks start appearing and 
the 1.2709 feedstock cannot be used further without 
purification. Thus, somewhere in between contamination levels 
of 2 and 5 part.%, a sudden drop in part quality occurs. Given 
the fact that a single crack was observed at 2 part.% CW106C, 
the critical contamination level is expected to be closer to the 
lower boundary.  

3.3. Tensile strength and fractography   

Based on findings from the metallographic analysis, 
3 part.% are set as the maximum foreign particle percentage for 
ultimate tensile strength (UTS) tests. Uncontaminated 
reference samples are again built for comparison and 0.5 part.% 
contamination are chosen in accordance with samples built in 
this chapter. Additionally, a foreign particle content of 1 part.% 
is chosen as the intermediate step between 0.5 and 3 part.%. 
Fig. 4 shows the results of the tensile strength tests for a set of 
reference samples and the described contamination levels. 
Despite vertically built samples with a contamination degree of 
0.5 part.%, all build directions show a monotonic decrease of 
UTS and yield strength (YS) as indicated by second degree 

Fig. 3. Results of the X-ray diffraction analysis for zero and 5 part.% 
CW106C in 1.2709. 
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Fig. 4. Ultimate tensile strength, yield strength, and fracture elongation 
for different contamination levels of CW106C in 1.2709. 
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Fig. 2. SEM image and main elements’ EDS maps of the y-z-plane of a 
cubic test piece contaminated with 20 part.% CW106C. 
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polynomial trend lines. Low variation within upright samples 
contaminated with 0.5 part.% could indicate a discrepancy of 
the build job itself. These specimens should therefore be 
excluded from further analysis. For zero, 0.5 and 1 part.% 
CW106C, UTS and YS are mostly constant for all build 
directions with only a slight negative tendency. Measured 
values are above the minimum threshold suggested by VDI 
guideline 3405 [31]. Between 1 and 3 part.% a sudden drop in 
part quality can be observed and UTS as well as YS fall below 
suggested limits for at least one build direction. Excluding 
vertical samples containing 0.5 part.% contamination, fracture 
elongation shows some more variation, but in total constant 
values between 0 and 1 part.%. Also, despite revealing negative 
trends for vertical and inclined samples for increasing 
contamination levels, fracture elongation (A) does not drop as 
significantly from 1 to 3 part.% as do UTS and YS. Assuming 
measured values for 0.5 part.% CW106 would lie between 13% 
and 11%, vertical samples showed a significant deterioration in 
fracture elongation. For inclined samples, rising Cu levels do 
not seem to influence A at all. In total however, fracture 
elongation does not fall below the limits suggested by VDI 
guideline 3405 for any build direction or contamination degree.  

Decreases in UTS and YS are expected to occur due to the 
presence of cracks. To validate this, fracture surfaces are 
examined. Fig. 5 shows representative examples of the highest 
and lowest contamination levels of each build direction. Across 
all samples, foremost ductile failure mechanics are examined 
leading to cup and cone fractures. Surfaces are dominated by 
fine cellular dimple structures indicating transgranular failure. 
Some porosity can be observed for all test pieces. Mainly 
vertically built specimens show some surfaces indicating 
intergranular fractures. Percentage of intergranular failure 
appears to increase with rising contamination levels. Single 
cracks, as depicted for the vertical sample, can be observed for 
all specimens containing 3 part.% foreign particles. Significant 
numbers of cracks are only found in vertical samples. However, 

crack surfaces do not show smooth dendritic structures as 
observed in previous studies [17]. Thus it remains unclear 
whether identified cracks opened during tensile strength tests 
of if they formed during material solidification. An additional 
defect type found foremost in vertically built contaminated 
specimens is weakened inter-layer bonding. Furthermore, 
larger defects containing unmelted powder particles are 
observed in vertical specimens containing 0.5 part.% CW106C. 
Defects are not caused by foreign particles and can be seen as 
process deviations independent from investigated 
contamination. Altogether, fractography is unobtrusive for 
most samples. Only vertical samples contaminated with 
3 part.% CW106C reveal significant conspicuities.  

It can be concluded that tensile strength, yield strength, and 
fracture elongation appear to be only slightly influenced by 
CW106C foreign particles up to contamination levels of 1 
part.%. Above this threshold Cu appears to weaken grain 
boundaries and melt pool borders, leading to a significant drop 
in material strength. 

4. Conclusion and outlook  

In this study, the influence of CW106C foreign particles in 
1.2709 feedstock that occurs during material changes on PBF-
LB/M machines or during multi-material PBF-LB was 
investigated. Results can be summarized as follows: 

• Below 2 part.% CW106 in 1.2709, foreign particles seem 
to have no negative effect on part quality of metallurgical 
cross-sections. Above this threshold hot cracks start to 
form.  

• Due to high cooling rates of the PBF-LB/M process, large 
percentages of Cu contamination remain dissolved in super 
saturated solid solutions of Fe phases, foremost in 
austenite.  

• Results from the XRD analysis are ambiguous. Cu either 
supports austenite creation or exists as finely dispersed 
ε-Cu. Either way, rising contamination levels lead to the 
weakening of grain and melt pool boundaries, and thus part 
quality deterioration.  

• Above 1 part.% CW106C tensile strength and yield 
strength of 1.2709 partly decrease below minimum values 
suggested by VDI guideline 3405 [31]. Therefore, 
feedstock contaminated above this threshold must be 
purified during powder recycling processes.  

Looking at further research demands, the following topics 
need to be investigated in greater detail to enable the transfer 
to industrial applications: 

• Part properties were studied as built, without prior thermal 
treatment. Behavior of Cu contamination during maraging 
steel heat treatment processes and their influence on part 
properties should be studied.  

• Fatigue strength of contaminated feedstock should be 
investigated.  

Fig. 5. Fracture surfaces of the lowest and highest contamination levels of 
each build direction. 
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found. This can most likely be explained by randomly 
increased concentration of foreign particles. It should therefore 
be considered a deviation within expectable statistical range 
and should be excluded from further analysis.  

As shown in Fig. 2, for 20 part.% CW106C, EDS element 
mapping does not reveal Cu enrichment nor Fe depletion along 
the crack edges. Fig. 3 shows the results of the XRD analysis 
for the reference sample and a specimen contaminated with 
5 part.% CW106C. Peaks identified as the CaCo3 phase can be 
explained by the compound material, in which specimens were 
embedded. The Bakelite used appears to show a similar 
crystallographic structure. These peaks may therefore be 
ignored for further analysis. Comparing the remaining peaks, 
both graphs show high similarity. The major difference is an 
increased signal for the austenitic phase. Peak positions of γ-Fe 
and ε-Cu however, are almost identical. Thus, it cannot be fully 
distinguished whether the Cu phase is prevalent, Cu is solved 
in supersaturated austenitic crystals, or a combination of both 
exists, although a split peak at ~43.5° of Fig. 3 and hot cracks 
along grain boundaries of Fig. 1 make an increase in ε-Cu more 
probable.  

It can be concluded that below 2 part.% CW106C in 1.2709 
no significant negative influence on metallographic structure is 
observed. Higher Cu contents appear to either lead to increased 
γ-Fe creation or ε-Cu formation along grain and melt pool 
boundaries. A combination of both phenomena cannot be 
excluded. At 5 part.% CW106C hot cracks start appearing and 
the 1.2709 feedstock cannot be used further without 
purification. Thus, somewhere in between contamination levels 
of 2 and 5 part.%, a sudden drop in part quality occurs. Given 
the fact that a single crack was observed at 2 part.% CW106C, 
the critical contamination level is expected to be closer to the 
lower boundary.  

3.3. Tensile strength and fractography   

Based on findings from the metallographic analysis, 
3 part.% are set as the maximum foreign particle percentage for 
ultimate tensile strength (UTS) tests. Uncontaminated 
reference samples are again built for comparison and 0.5 part.% 
contamination are chosen in accordance with samples built in 
this chapter. Additionally, a foreign particle content of 1 part.% 
is chosen as the intermediate step between 0.5 and 3 part.%. 
Fig. 4 shows the results of the tensile strength tests for a set of 
reference samples and the described contamination levels. 
Despite vertically built samples with a contamination degree of 
0.5 part.%, all build directions show a monotonic decrease of 
UTS and yield strength (YS) as indicated by second degree 

Fig. 3. Results of the X-ray diffraction analysis for zero and 5 part.% 
CW106C in 1.2709. 
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Fig. 4. Ultimate tensile strength, yield strength, and fracture elongation 
for different contamination levels of CW106C in 1.2709. 
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Fig. 2. SEM image and main elements’ EDS maps of the y-z-plane of a 
cubic test piece contaminated with 20 part.% CW106C. 
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polynomial trend lines. Low variation within upright samples 
contaminated with 0.5 part.% could indicate a discrepancy of 
the build job itself. These specimens should therefore be 
excluded from further analysis. For zero, 0.5 and 1 part.% 
CW106C, UTS and YS are mostly constant for all build 
directions with only a slight negative tendency. Measured 
values are above the minimum threshold suggested by VDI 
guideline 3405 [31]. Between 1 and 3 part.% a sudden drop in 
part quality can be observed and UTS as well as YS fall below 
suggested limits for at least one build direction. Excluding 
vertical samples containing 0.5 part.% contamination, fracture 
elongation shows some more variation, but in total constant 
values between 0 and 1 part.%. Also, despite revealing negative 
trends for vertical and inclined samples for increasing 
contamination levels, fracture elongation (A) does not drop as 
significantly from 1 to 3 part.% as do UTS and YS. Assuming 
measured values for 0.5 part.% CW106 would lie between 13% 
and 11%, vertical samples showed a significant deterioration in 
fracture elongation. For inclined samples, rising Cu levels do 
not seem to influence A at all. In total however, fracture 
elongation does not fall below the limits suggested by VDI 
guideline 3405 for any build direction or contamination degree.  

Decreases in UTS and YS are expected to occur due to the 
presence of cracks. To validate this, fracture surfaces are 
examined. Fig. 5 shows representative examples of the highest 
and lowest contamination levels of each build direction. Across 
all samples, foremost ductile failure mechanics are examined 
leading to cup and cone fractures. Surfaces are dominated by 
fine cellular dimple structures indicating transgranular failure. 
Some porosity can be observed for all test pieces. Mainly 
vertically built specimens show some surfaces indicating 
intergranular fractures. Percentage of intergranular failure 
appears to increase with rising contamination levels. Single 
cracks, as depicted for the vertical sample, can be observed for 
all specimens containing 3 part.% foreign particles. Significant 
numbers of cracks are only found in vertical samples. However, 

crack surfaces do not show smooth dendritic structures as 
observed in previous studies [17]. Thus it remains unclear 
whether identified cracks opened during tensile strength tests 
of if they formed during material solidification. An additional 
defect type found foremost in vertically built contaminated 
specimens is weakened inter-layer bonding. Furthermore, 
larger defects containing unmelted powder particles are 
observed in vertical specimens containing 0.5 part.% CW106C. 
Defects are not caused by foreign particles and can be seen as 
process deviations independent from investigated 
contamination. Altogether, fractography is unobtrusive for 
most samples. Only vertical samples contaminated with 
3 part.% CW106C reveal significant conspicuities.  

It can be concluded that tensile strength, yield strength, and 
fracture elongation appear to be only slightly influenced by 
CW106C foreign particles up to contamination levels of 1 
part.%. Above this threshold Cu appears to weaken grain 
boundaries and melt pool borders, leading to a significant drop 
in material strength. 

4. Conclusion and outlook  

In this study, the influence of CW106C foreign particles in 
1.2709 feedstock that occurs during material changes on PBF-
LB/M machines or during multi-material PBF-LB was 
investigated. Results can be summarized as follows: 

• Below 2 part.% CW106 in 1.2709, foreign particles seem 
to have no negative effect on part quality of metallurgical 
cross-sections. Above this threshold hot cracks start to 
form.  

• Due to high cooling rates of the PBF-LB/M process, large 
percentages of Cu contamination remain dissolved in super 
saturated solid solutions of Fe phases, foremost in 
austenite.  

• Results from the XRD analysis are ambiguous. Cu either 
supports austenite creation or exists as finely dispersed 
ε-Cu. Either way, rising contamination levels lead to the 
weakening of grain and melt pool boundaries, and thus part 
quality deterioration.  

• Above 1 part.% CW106C tensile strength and yield 
strength of 1.2709 partly decrease below minimum values 
suggested by VDI guideline 3405 [31]. Therefore, 
feedstock contaminated above this threshold must be 
purified during powder recycling processes.  

Looking at further research demands, the following topics 
need to be investigated in greater detail to enable the transfer 
to industrial applications: 

• Part properties were studied as built, without prior thermal 
treatment. Behavior of Cu contamination during maraging 
steel heat treatment processes and their influence on part 
properties should be studied.  

• Fatigue strength of contaminated feedstock should be 
investigated.  

Fig. 5. Fracture surfaces of the lowest and highest contamination levels of 
each build direction. 
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Appendix A. Overview of analyzed specimens 

Table 3. Number of specimens per contamination level and test piece type 
analyzed for this study. 

Part.% CW106C 0 0.5 1 2 3 5 10 20 

Cubic specimens 3 3 - 3 - 3 3 3 
UTS specimens 0° 6 6 6 - 3 - - - 
UTS specimens 45° 4 4 3 - 4 - - - 
UTS specimens 90°  3 3 6 - 5 - - - 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 

Keywords: Assembly; Design method; Family identification

1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

Knowledge of the absorptance during Laser-Based Powder Bed Fusion of metals (PBF-LB/M) is essential in order to investigate the interaction 
of the laser beam with the powder particles and the substrate of AlSi10Mg. A calorimetric measurement was performed to determine the 
absorptance of the laser beam. Using additively manufactured samples, the absorptance was investigated as a function of the powder layer, the 
laser power, and the laser beam diameter. The absorptance varied between 28% and 73% depending on the process parameter and configuration 
used with the minima at line powers between 1800 W/mm and 2800 W/mm for different beam diameters.  
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1. Introduction 

Laser-Based Powder Bed Fusion of metals (PBF-LB/M) 
allows for the generation of complex parts [1]. The process is 
very time-consuming due to the use of small gaussian laser 
beam diameters in the order of 100 µm at 1/e² of the maximum 
intensity in combination with small layer thicknesses [2,3]. In 
laser materials processing, the interaction between the laser 
beam and the material is essential [4–6] and is defined by the 
absorptance of the laser beam. Factors particularly influencing 
the absorptance are the optical properties of the processed 
material, the temperature, the roughness of the sample surface, 
and the wavelength of the laser beam [7–9]. Furthermore, at 
PBF-LB/M in the regime of heat-conduction the laser beam is 
absorbed only once, whereas in case of PBF-LB/M with a 
capillary multiple reflection of the laser beam may lead to an 
absorptance of up to nearly 100% [4,5].  

Previous investigations by Trapp et al. and Ye et al. to 
determine the absorptance with calorimetric measurements of 
the absorptance at PBF-LB/M on machined samples of 

aluminum 1100 alloy, tungsten [10], Ti-6Al-4V, Inconel 625 
[11] and stainless steel 316L [10,11]. Other groups have also 
published the calculation of the absorptance recording the time-
resolved reflections of the laser beam inside an Ulbricht-sphere 
during PBF-LB/M [12–14]. 

This work presents the results of the calorimetric 
measurements of the absorptance during PBF-LB/M of the 
aluminum alloy AlSi10Mg on additively manufactured sample 
substrates. Different process configurations were investigated 
to determine the influence of varying the process parameters 
laser power, feed rate, and laser beam diameter on the sample 
surface. On the one hand, the absorptance was investigated on 
samples with additional powder layer of approximately 80 µm 
to represent the single melt process of PBF-LB/M, and on the 
other hand, samples without additional powder layer were used 
representing the so-called double melting process of one layer 
during PBF-LB/M.   
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Abstract 

Knowledge of the absorptance during Laser-Based Powder Bed Fusion of metals (PBF-LB/M) is essential in order to investigate the interaction 
of the laser beam with the powder particles and the substrate of AlSi10Mg. A calorimetric measurement was performed to determine the 
absorptance of the laser beam. Using additively manufactured samples, the absorptance was investigated as a function of the powder layer, the 
laser power, and the laser beam diameter. The absorptance varied between 28% and 73% depending on the process parameter and configuration 
used with the minima at line powers between 1800 W/mm and 2800 W/mm for different beam diameters.  
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1. Introduction 

Laser-Based Powder Bed Fusion of metals (PBF-LB/M) 
allows for the generation of complex parts [1]. The process is 
very time-consuming due to the use of small gaussian laser 
beam diameters in the order of 100 µm at 1/e² of the maximum 
intensity in combination with small layer thicknesses [2,3]. In 
laser materials processing, the interaction between the laser 
beam and the material is essential [4–6] and is defined by the 
absorptance of the laser beam. Factors particularly influencing 
the absorptance are the optical properties of the processed 
material, the temperature, the roughness of the sample surface, 
and the wavelength of the laser beam [7–9]. Furthermore, at 
PBF-LB/M in the regime of heat-conduction the laser beam is 
absorbed only once, whereas in case of PBF-LB/M with a 
capillary multiple reflection of the laser beam may lead to an 
absorptance of up to nearly 100% [4,5].  

Previous investigations by Trapp et al. and Ye et al. to 
determine the absorptance with calorimetric measurements of 
the absorptance at PBF-LB/M on machined samples of 

aluminum 1100 alloy, tungsten [10], Ti-6Al-4V, Inconel 625 
[11] and stainless steel 316L [10,11]. Other groups have also 
published the calculation of the absorptance recording the time-
resolved reflections of the laser beam inside an Ulbricht-sphere 
during PBF-LB/M [12–14]. 

This work presents the results of the calorimetric 
measurements of the absorptance during PBF-LB/M of the 
aluminum alloy AlSi10Mg on additively manufactured sample 
substrates. Different process configurations were investigated 
to determine the influence of varying the process parameters 
laser power, feed rate, and laser beam diameter on the sample 
surface. On the one hand, the absorptance was investigated on 
samples with additional powder layer of approximately 80 µm 
to represent the single melt process of PBF-LB/M, and on the 
other hand, samples without additional powder layer were used 
representing the so-called double melting process of one layer 
during PBF-LB/M.   
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Nomenclature 

𝜂𝜂𝜂𝜂𝐴𝐴𝐴𝐴 Absorptance    in % 
𝑃𝑃𝑃𝑃 Laser power    in W 
𝑑𝑑𝑑𝑑𝑏𝑏𝑏𝑏 Laser beam diameter on the sample surface in mm 
𝑃𝑃𝑃𝑃/𝑑𝑑𝑑𝑑𝑏𝑏𝑏𝑏  Line power    in W

mm
 

𝑡𝑡𝑡𝑡 Time     in s 
𝑇𝑇𝑇𝑇 Temperature    in K 
𝑚𝑚𝑚𝑚 Mass      in kg 
𝑐𝑐𝑐𝑐𝑃𝑃𝑃𝑃 Mass specific heat capacity   in J

kg∙K
 

2. Methods 

2.1. Determination of the absorptance 𝜂𝜂𝜂𝜂𝐴𝐴𝐴𝐴 

For the determination of the absorptance, calorimetric 
measurements according to the standard EN ISO 11551:2018 
were performed [15]. The irradiation times were below 1 s, 
corresponding to the recommended pulsed procedure. Fig. 1 
shows a recorded temperature increase (black) in Kelvin over 
the time in s. The fit is in red. The sample was heated and the 
temperature increase was recorded until the sample cooled 
down. The cooling curves are fitted with 

𝑇𝑇𝑇𝑇(𝑡𝑡𝑡𝑡) = 𝐴𝐴𝐴𝐴𝑐𝑐𝑐𝑐 + 𝐵𝐵𝐵𝐵𝑐𝑐𝑐𝑐 ∙  𝑒𝑒𝑒𝑒−𝛾𝛾𝛾𝛾𝑐𝑐𝑐𝑐∙𝑡𝑡𝑡𝑡,                                                        (1) 

where the fit parameters 𝐴𝐴𝐴𝐴𝑐𝑐𝑐𝑐 ,𝐵𝐵𝐵𝐵𝑐𝑐𝑐𝑐  and 𝛾𝛾𝛾𝛾𝑐𝑐𝑐𝑐 were determined for 
each curve. 

 

Fig. 1. Example for a recorded temperature increase in Kelvin (black) of a 
sample with the fit of the cooling curve (red) over the time in s. 

From the recorded temperature increase and decrease of the 
processed samples, the absorptance 𝜂𝜂𝜂𝜂𝐴𝐴𝐴𝐴 was calculated using  

𝜂𝜂𝜂𝜂𝐴𝐴𝐴𝐴 = 𝑇𝑇𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒∙∑ (𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶∙𝑐𝑐𝑐𝑐𝑃𝑃𝑃𝑃,𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶+𝑚𝑚𝑚𝑚𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴∙𝑐𝑐𝑐𝑐𝑃𝑃𝑃𝑃,𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴)𝑖𝑖𝑖𝑖
𝑃𝑃𝑃𝑃∙𝑡𝑡𝑡𝑡𝑤𝑤𝑤𝑤𝑒𝑒𝑒𝑒𝐴𝐴𝐴𝐴𝑤𝑤𝑤𝑤
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2 �

,                       (2) 

where 𝑇𝑇𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑡𝑡𝑡𝑡  represents the extrapolated temperature of the 
cooling curve to the mean time of the heating at 𝑡𝑡𝑡𝑡 = 𝑡𝑡𝑡𝑡2−𝑡𝑡𝑡𝑡1

2
 with 

Eq. (1), where 𝑡𝑡𝑡𝑡1 represents the start of heating and 𝑡𝑡𝑡𝑡2 is the 
end point of heating with the maximum temperature. 

In Eq.(2), 𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 represents the mass of the copper base plate, 
whereas 𝑐𝑐𝑐𝑐𝑃𝑃𝑃𝑃,𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = 385 J/(kg ∙ K)  is the mass specific heat 
capacity of it [16]. The mass of each sample 𝑚𝑚𝑚𝑚𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴  was obtained 
by weighing, which were in the range of 0.969 g ± 0.022 g for 
all samples and 𝑐𝑐𝑐𝑐𝑃𝑃𝑃𝑃,𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = 910 J/(kg ∙ K)  represents the mass 

specific heat capacity of AlSi10Mg [17]. The laser power 𝑃𝑃𝑃𝑃 
multiplied with the irradiation time 𝑡𝑡𝑡𝑡𝑤𝑤𝑤𝑤𝑒𝑒𝑒𝑒𝐴𝐴𝐴𝐴𝑤𝑤𝑤𝑤  represent the applied 
laser energy. The mass of the copper base plate was determined 
before the experiments and was 3.240 g.  

2.2. Experimental setup for calorimetric measurement 

The setup used for the calorimetric measurements is shown 
in Fig. 2. The sample is linked with heat sink paste to the copper 
base plate. The copper base plate is fixed horizontally with three 
insulating screws and vertically with one on the bottom side. 
This allowed easy change of the sample. The resistance 
temperature detector (RTD) is linked to the copper base plate 
and to the data acquisition system. Nitrogen was used as 
shielding gas to prevent an exothermic reaction during 
irradiation. No shielding gas was used during cooling to avoid 
influence on the measurement.  

 

Fig. 2. Photography of the experimental setup for calorimetric measurement 
of the absorptance of additively manufactured samples. 

A fiber laser with a core diameter of 25 µm was used for the 
experiments. The wavelength of the laser was 
1,075 nm ± 2 nm. A Scanlab intelliSCAN 30 scanner was used 
to move the laser beam in spiral shapes on top of the sample’s 
surface. The optical design of the scanner with a 200 mm 
collimating length and 340 mm focusing length lead to a 
minimum measured beam diameter of 35 µm at 1/e² of the 
maximum intensity of the laser beam. The measured beam 
quality M² behind the scanning system was 1.2. Due to the high 
beam quality, the laser beam diameter on the sample’s surface 
𝑑𝑑𝑑𝑑𝑏𝑏𝑏𝑏  can be increased by defocusing while maintaining the 
gaussian intensity distribution.  

2.3. Sample preparation 

The samples were manufactured by means of PBF-LB/M in 
a TruPrint3000 with the provided standard parameter set for the 
used powder AlSi10Mg-A LMF with a powder grain 
distribution of 20 – 63 µm. This was done to ensure PBF-LB/M 
process conditions at the experiments. The last layers during the 
generation of the samples were not used to smooth the top 
surface. Thus, the surface roughness was 
𝑆𝑆𝑆𝑆𝑎𝑎𝑎𝑎  =  22.3 µm − 7.3 µm

+ 4.7 µm. The surface of one sample is shown in 
Fig. 3. The individual vectors and their combination to the 
square hatch can be seen. In addition, individual small balls can 
be identified on the sample’s surface, which are marked with 
black arrows.  
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Fig. 3. Example surface of an additively manufactured sample without re-
melting the last layers used for the experiments. 

A rim of 80 µm height (marked with the yellow arrow in 
Fig. 3) was manufactured additively serving as a gauge for the 
thickness of the powder layers ensuring identical powder layer 
thicknesses. The powder layer was applied manually using the 
edge of an aluminium sheet as a scraping coater.  

2.4. Experimental procedure 

The samples were weighed before every experiment. The 
recording of the temperature started before the irradiation, and 
was stopped when the temperature reached the ambient 
temperature. The laser power was varied between 12 W and 
2000 W. The feed rates used were 0.7 m/s , 1.0 m/s , and 
1.3 m/s. The laser beam diameter on the sample surface used 
were 𝑑𝑑𝑑𝑑𝑏𝑏𝑏𝑏 =  35 µm, 𝑑𝑑𝑑𝑑𝑏𝑏𝑏𝑏 =  100 µm, and 𝑑𝑑𝑑𝑑𝑏𝑏𝑏𝑏 =  200 µm. The 
quantity 𝑃𝑃𝑃𝑃/𝑑𝑑𝑑𝑑𝑏𝑏𝑏𝑏  referred to as line power is useful to illustrate the 
results as it represents the resulting surface temperature created 
by a moving laser beam as shown by Cline and Anthony [18] 
and Graf et. al. [19].  

3. Results 

For better visibility, the results for the respective 𝑑𝑑𝑑𝑑𝑏𝑏𝑏𝑏  are 
displayed separately. Each figure shows the absorptance with 
(red) and without (blue) the additional powder layer. Three 
areas with different behaviours of the absorptance can be 
distinguished: I. for low line power up to 500 W/mm, II. for 
medium line power between 500 W/mm and ~2800 W/mm, 
highlighted in light-red and III. for high line power above of 
~2800 W/mm, which is highlighted in red.  

Fig. 4 shows the absorptance 𝜂𝜂𝜂𝜂𝐴𝐴𝐴𝐴  as a function of the line 
power 𝑃𝑃𝑃𝑃/𝑑𝑑𝑑𝑑𝑏𝑏𝑏𝑏 for 𝑑𝑑𝑑𝑑𝑏𝑏𝑏𝑏 = 100 µm. The data points are the mean 
values of both the absorptance and the line power. The 
absorptance values were averaged over an interval, which is 
indicated by the horizontal error bars. The error bars in the 
vertical direction show the minimum and maximum values of 
the absorptance in the considered line power range.  

In area I., the results of the absorptance without and with the 
additional powder layer are similar. Without the additional 
powder layer, the absorptance was 45% at a line power of 
430 W/mm  and with the additional powder layer the 
absorptance was 49%. At this line power, only heating without 
melting of the sample surface was detected.  

In area II., the absorptance without additional powder layer 
decreased to 30%. The absorptance with additional powder 
layer kept a constant value of 48% ±  1% up to the line power 
of 2400 W/mm , shown with the red arrow in Fig. 4. The 

biggest difference in the results with and without the additional 
powder layer is seen in area II, when the absorptance without 
the additional powder layer reached the minimum. Above the 
line power of 1600 W/mm  and without additional powder 
layer the absorptance increased again, whereas the minimum 
measured values were constant up to the line power of 
2800 W/mm , as shown with the blue arrow in Fig. 4. The 
maximum mean absorptance of 67% was reached at a line 
power of 11800 W/mm . The range of the values increased 
significantly due to the combination of different feed rates.  

In the transition from area II. to area III., beginning with the 
line power of 2500 W/mm, the results of the experiments with 
and without additional powder layer were similar. 

 
Fig. 4. Absorptance 𝜂𝜂𝜂𝜂𝐴𝐴𝐴𝐴 as function of the line power 𝑃𝑃𝑃𝑃/𝑑𝑑𝑑𝑑𝑏𝑏𝑏𝑏  for 𝑑𝑑𝑑𝑑𝑏𝑏𝑏𝑏 =  100 µm. 

In Fig. 5, the absorptance is shown for 𝑑𝑑𝑑𝑑𝑏𝑏𝑏𝑏 = 35 µm. Without 
additional powder layer the absorptance was between 30% and 
40% up to the line power of about 1800 W/mm. With a line 
power between 1800 W/mm and 2500 W/mm, the range of 
the minimum and maximum values dropped to ± 2% around 
the absorptance of 31%. At the line power of 2500 W/mm the 
minimum absorptance of 30% is seen, which shows the 
beginning of the transition from area II. to area III, as depicted 
with the blue arrow in Fig. 5. Further increase of the line power 
lead to an increase of the absorptance up to 64% at the line 
power of 5500 W/mm, which is seen in area III.  

With additional powder layer, the absorptance was 
45% ±  1% up to the line power of 1800 W/mm in both, area 
I. and area II. The transition of the line power into area III. lead 
to an increase of the absorptance up to 60% at the line power of 
5000 W/mm or higher, as seen in area III. The increase of the 
absorptance with an additional powder layer, beginning at the 
line power of 1800 W/mm  (red arrow), was less as in the 
experiments without an additional powder layer. In area III. no 
significant influence of the additional powder layer is seen.  

 
Fig. 5. Absorptance 𝜂𝜂𝜂𝜂𝐴𝐴𝐴𝐴 as function of the line power 𝑃𝑃𝑃𝑃/𝑑𝑑𝑑𝑑𝑏𝑏𝑏𝑏  for 𝑑𝑑𝑑𝑑𝑏𝑏𝑏𝑏 =  35 µm. 

Fig. 6 shows the absorptance at 𝑑𝑑𝑑𝑑𝑏𝑏𝑏𝑏 =  200 µm. The 
absorptance was 50% for the experiments without a powder 
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Nomenclature 

𝜂𝜂𝜂𝜂𝐴𝐴𝐴𝐴 Absorptance    in % 
𝑃𝑃𝑃𝑃 Laser power    in W 
𝑑𝑑𝑑𝑑𝑏𝑏𝑏𝑏 Laser beam diameter on the sample surface in mm 
𝑃𝑃𝑃𝑃/𝑑𝑑𝑑𝑑𝑏𝑏𝑏𝑏  Line power    in W

mm
 

𝑡𝑡𝑡𝑡 Time     in s 
𝑇𝑇𝑇𝑇 Temperature    in K 
𝑚𝑚𝑚𝑚 Mass      in kg 
𝑐𝑐𝑐𝑐𝑃𝑃𝑃𝑃 Mass specific heat capacity   in J

kg∙K
 

2. Methods 

2.1. Determination of the absorptance 𝜂𝜂𝜂𝜂𝐴𝐴𝐴𝐴 

For the determination of the absorptance, calorimetric 
measurements according to the standard EN ISO 11551:2018 
were performed [15]. The irradiation times were below 1 s, 
corresponding to the recommended pulsed procedure. Fig. 1 
shows a recorded temperature increase (black) in Kelvin over 
the time in s. The fit is in red. The sample was heated and the 
temperature increase was recorded until the sample cooled 
down. The cooling curves are fitted with 

𝑇𝑇𝑇𝑇(𝑡𝑡𝑡𝑡) = 𝐴𝐴𝐴𝐴𝑐𝑐𝑐𝑐 + 𝐵𝐵𝐵𝐵𝑐𝑐𝑐𝑐 ∙  𝑒𝑒𝑒𝑒−𝛾𝛾𝛾𝛾𝑐𝑐𝑐𝑐∙𝑡𝑡𝑡𝑡,                                                        (1) 

where the fit parameters 𝐴𝐴𝐴𝐴𝑐𝑐𝑐𝑐 ,𝐵𝐵𝐵𝐵𝑐𝑐𝑐𝑐  and 𝛾𝛾𝛾𝛾𝑐𝑐𝑐𝑐 were determined for 
each curve. 

 

Fig. 1. Example for a recorded temperature increase in Kelvin (black) of a 
sample with the fit of the cooling curve (red) over the time in s. 

From the recorded temperature increase and decrease of the 
processed samples, the absorptance 𝜂𝜂𝜂𝜂𝐴𝐴𝐴𝐴 was calculated using  

𝜂𝜂𝜂𝜂𝐴𝐴𝐴𝐴 = 𝑇𝑇𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒∙∑ (𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶∙𝑐𝑐𝑐𝑐𝑃𝑃𝑃𝑃,𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶+𝑚𝑚𝑚𝑚𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴∙𝑐𝑐𝑐𝑐𝑃𝑃𝑃𝑃,𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴)𝑖𝑖𝑖𝑖
𝑃𝑃𝑃𝑃∙𝑡𝑡𝑡𝑡𝑤𝑤𝑤𝑤𝑒𝑒𝑒𝑒𝐴𝐴𝐴𝐴𝑤𝑤𝑤𝑤
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,                       (2) 

where 𝑇𝑇𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑡𝑡𝑡𝑡  represents the extrapolated temperature of the 
cooling curve to the mean time of the heating at 𝑡𝑡𝑡𝑡 = 𝑡𝑡𝑡𝑡2−𝑡𝑡𝑡𝑡1

2
 with 

Eq. (1), where 𝑡𝑡𝑡𝑡1 represents the start of heating and 𝑡𝑡𝑡𝑡2 is the 
end point of heating with the maximum temperature. 

In Eq.(2), 𝑚𝑚𝑚𝑚𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 represents the mass of the copper base plate, 
whereas 𝑐𝑐𝑐𝑐𝑃𝑃𝑃𝑃,𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = 385 J/(kg ∙ K)  is the mass specific heat 
capacity of it [16]. The mass of each sample 𝑚𝑚𝑚𝑚𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴  was obtained 
by weighing, which were in the range of 0.969 g ± 0.022 g for 
all samples and 𝑐𝑐𝑐𝑐𝑃𝑃𝑃𝑃,𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = 910 J/(kg ∙ K)  represents the mass 

specific heat capacity of AlSi10Mg [17]. The laser power 𝑃𝑃𝑃𝑃 
multiplied with the irradiation time 𝑡𝑡𝑡𝑡𝑤𝑤𝑤𝑤𝑒𝑒𝑒𝑒𝐴𝐴𝐴𝐴𝑤𝑤𝑤𝑤  represent the applied 
laser energy. The mass of the copper base plate was determined 
before the experiments and was 3.240 g.  

2.2. Experimental setup for calorimetric measurement 

The setup used for the calorimetric measurements is shown 
in Fig. 2. The sample is linked with heat sink paste to the copper 
base plate. The copper base plate is fixed horizontally with three 
insulating screws and vertically with one on the bottom side. 
This allowed easy change of the sample. The resistance 
temperature detector (RTD) is linked to the copper base plate 
and to the data acquisition system. Nitrogen was used as 
shielding gas to prevent an exothermic reaction during 
irradiation. No shielding gas was used during cooling to avoid 
influence on the measurement.  

 

Fig. 2. Photography of the experimental setup for calorimetric measurement 
of the absorptance of additively manufactured samples. 

A fiber laser with a core diameter of 25 µm was used for the 
experiments. The wavelength of the laser was 
1,075 nm ± 2 nm. A Scanlab intelliSCAN 30 scanner was used 
to move the laser beam in spiral shapes on top of the sample’s 
surface. The optical design of the scanner with a 200 mm 
collimating length and 340 mm focusing length lead to a 
minimum measured beam diameter of 35 µm at 1/e² of the 
maximum intensity of the laser beam. The measured beam 
quality M² behind the scanning system was 1.2. Due to the high 
beam quality, the laser beam diameter on the sample’s surface 
𝑑𝑑𝑑𝑑𝑏𝑏𝑏𝑏  can be increased by defocusing while maintaining the 
gaussian intensity distribution.  

2.3. Sample preparation 

The samples were manufactured by means of PBF-LB/M in 
a TruPrint3000 with the provided standard parameter set for the 
used powder AlSi10Mg-A LMF with a powder grain 
distribution of 20 – 63 µm. This was done to ensure PBF-LB/M 
process conditions at the experiments. The last layers during the 
generation of the samples were not used to smooth the top 
surface. Thus, the surface roughness was 
𝑆𝑆𝑆𝑆𝑎𝑎𝑎𝑎  =  22.3 µm − 7.3 µm

+ 4.7 µm. The surface of one sample is shown in 
Fig. 3. The individual vectors and their combination to the 
square hatch can be seen. In addition, individual small balls can 
be identified on the sample’s surface, which are marked with 
black arrows.  
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Fig. 3. Example surface of an additively manufactured sample without re-
melting the last layers used for the experiments. 

A rim of 80 µm height (marked with the yellow arrow in 
Fig. 3) was manufactured additively serving as a gauge for the 
thickness of the powder layers ensuring identical powder layer 
thicknesses. The powder layer was applied manually using the 
edge of an aluminium sheet as a scraping coater.  

2.4. Experimental procedure 

The samples were weighed before every experiment. The 
recording of the temperature started before the irradiation, and 
was stopped when the temperature reached the ambient 
temperature. The laser power was varied between 12 W and 
2000 W. The feed rates used were 0.7 m/s , 1.0 m/s , and 
1.3 m/s. The laser beam diameter on the sample surface used 
were 𝑑𝑑𝑑𝑑𝑏𝑏𝑏𝑏 =  35 µm, 𝑑𝑑𝑑𝑑𝑏𝑏𝑏𝑏 =  100 µm, and 𝑑𝑑𝑑𝑑𝑏𝑏𝑏𝑏 =  200 µm. The 
quantity 𝑃𝑃𝑃𝑃/𝑑𝑑𝑑𝑑𝑏𝑏𝑏𝑏  referred to as line power is useful to illustrate the 
results as it represents the resulting surface temperature created 
by a moving laser beam as shown by Cline and Anthony [18] 
and Graf et. al. [19].  

3. Results 

For better visibility, the results for the respective 𝑑𝑑𝑑𝑑𝑏𝑏𝑏𝑏  are 
displayed separately. Each figure shows the absorptance with 
(red) and without (blue) the additional powder layer. Three 
areas with different behaviours of the absorptance can be 
distinguished: I. for low line power up to 500 W/mm, II. for 
medium line power between 500 W/mm and ~2800 W/mm, 
highlighted in light-red and III. for high line power above of 
~2800 W/mm, which is highlighted in red.  

Fig. 4 shows the absorptance 𝜂𝜂𝜂𝜂𝐴𝐴𝐴𝐴  as a function of the line 
power 𝑃𝑃𝑃𝑃/𝑑𝑑𝑑𝑑𝑏𝑏𝑏𝑏 for 𝑑𝑑𝑑𝑑𝑏𝑏𝑏𝑏 = 100 µm. The data points are the mean 
values of both the absorptance and the line power. The 
absorptance values were averaged over an interval, which is 
indicated by the horizontal error bars. The error bars in the 
vertical direction show the minimum and maximum values of 
the absorptance in the considered line power range.  

In area I., the results of the absorptance without and with the 
additional powder layer are similar. Without the additional 
powder layer, the absorptance was 45% at a line power of 
430 W/mm  and with the additional powder layer the 
absorptance was 49%. At this line power, only heating without 
melting of the sample surface was detected.  

In area II., the absorptance without additional powder layer 
decreased to 30%. The absorptance with additional powder 
layer kept a constant value of 48% ±  1% up to the line power 
of 2400 W/mm , shown with the red arrow in Fig. 4. The 

biggest difference in the results with and without the additional 
powder layer is seen in area II, when the absorptance without 
the additional powder layer reached the minimum. Above the 
line power of 1600 W/mm  and without additional powder 
layer the absorptance increased again, whereas the minimum 
measured values were constant up to the line power of 
2800 W/mm , as shown with the blue arrow in Fig. 4. The 
maximum mean absorptance of 67% was reached at a line 
power of 11800 W/mm . The range of the values increased 
significantly due to the combination of different feed rates.  

In the transition from area II. to area III., beginning with the 
line power of 2500 W/mm, the results of the experiments with 
and without additional powder layer were similar. 

 
Fig. 4. Absorptance 𝜂𝜂𝜂𝜂𝐴𝐴𝐴𝐴 as function of the line power 𝑃𝑃𝑃𝑃/𝑑𝑑𝑑𝑑𝑏𝑏𝑏𝑏  for 𝑑𝑑𝑑𝑑𝑏𝑏𝑏𝑏 =  100 µm. 

In Fig. 5, the absorptance is shown for 𝑑𝑑𝑑𝑑𝑏𝑏𝑏𝑏 = 35 µm. Without 
additional powder layer the absorptance was between 30% and 
40% up to the line power of about 1800 W/mm. With a line 
power between 1800 W/mm and 2500 W/mm, the range of 
the minimum and maximum values dropped to ± 2% around 
the absorptance of 31%. At the line power of 2500 W/mm the 
minimum absorptance of 30% is seen, which shows the 
beginning of the transition from area II. to area III, as depicted 
with the blue arrow in Fig. 5. Further increase of the line power 
lead to an increase of the absorptance up to 64% at the line 
power of 5500 W/mm, which is seen in area III.  

With additional powder layer, the absorptance was 
45% ±  1% up to the line power of 1800 W/mm in both, area 
I. and area II. The transition of the line power into area III. lead 
to an increase of the absorptance up to 60% at the line power of 
5000 W/mm or higher, as seen in area III. The increase of the 
absorptance with an additional powder layer, beginning at the 
line power of 1800 W/mm  (red arrow), was less as in the 
experiments without an additional powder layer. In area III. no 
significant influence of the additional powder layer is seen.  

 
Fig. 5. Absorptance 𝜂𝜂𝜂𝜂𝐴𝐴𝐴𝐴 as function of the line power 𝑃𝑃𝑃𝑃/𝑑𝑑𝑑𝑑𝑏𝑏𝑏𝑏  for 𝑑𝑑𝑑𝑑𝑏𝑏𝑏𝑏 =  35 µm. 

Fig. 6 shows the absorptance at 𝑑𝑑𝑑𝑑𝑏𝑏𝑏𝑏 =  200 µm. The 
absorptance was 50% for the experiments without a powder 
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layer and was 48% with an additional powder layer at a line 
power of 280 W/mm, represented in area I.  

In area II., the absorptance at experiments without additional 
powder layer decreased to the minimum of 28% with increased 
line power up to 2800 W/mm, as shown with the blue arrow. 
With additional powder layer the absorptance was constant up 
to the line power of 880 W/mm. Above the line power of 
880 W/mm the absorptance slightly decreased to 41% at the 
line power of 2800 W/mm, as shown with the red arrow.  

In the transition to area III., the absorptance increased for 
both with and without additional powder layer, with further 
increase of the line power. For a line power of 8400 W/mm the 
absorptance was 57%−12%

+9%  without an additional powder layer 
and was 59%−7%

+5% with an additional powder layer. 

 
Fig. 6. Absorptance 𝜂𝜂𝜂𝜂𝐴𝐴𝐴𝐴 as function of the line power 𝑃𝑃𝑃𝑃/𝑑𝑑𝑑𝑑𝑏𝑏𝑏𝑏  for 𝑑𝑑𝑑𝑑𝑏𝑏𝑏𝑏 =  200 µm. 

4. Discussion 

The results with different beam diameters indicate that the 
influences of the process parameters on the absorptance 𝜂𝜂𝜂𝜂𝐴𝐴𝐴𝐴 are 
comparable.  

As clearly seen in Fig. 4, Fig. 5, and Fig. 6 the process can 
be separated in three regimes of applied line power. In area I. 
no melt pool was formed and the material was only heated. In 
area II. the material started to melt without the formation of a 
capillary. In area III. the line power lead to the formation of a 
capillary which resulted in an increased absorptance.  

In any case, the absorptance with additional powder layer is 
higher than without additional powder layer. This is very 
pronounced in area II., where the results without additional 
powder layer showed the minimum absorptance. The decrease 
of the absorptance in area II. is probably due to the smoothing 
of the rough additively manufactured sample surface. With 
higher line power, a greater melt pool is generated and the ratio 
between molten and still solid material increases and the surface 
becomes smoother.  

A strong increase of the absorptance for line powers 
exceeding about 2500 W/mm can be seen, as shown in area III. 
This most probably occurs because a capillary is formed, as 
described in the introduction. Up to this line power, the 
absorptance with an additional powder layer remains mainly 
constant. For the beam diameter of 200 µm, the absorptance 
slightly decreases from 48% to 41% when the line power 
increases from 880 W/mm to 2800 W/mm. This could be an 
indicator of the decreasing influence of the powder particle size 
with increasing beam diameter, and the better smoothing of the 

surface with an additional powder layer due to the increasing 
size of the melt pool.  

With a line power below 500 W/mm, the difference between 
the absorptance with and without additional powder layer 
diminished, as seen in area I. in Fig. 4, Fig. 5, and Fig. 6, as no 
material was molten.  
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 

Keywords: Assembly; Design method; Family identification

1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

The characteristics of the process zone during Laser Powder Bed Fusion (LPBF) are decisive for the quality of additively manufactured parts. 
Thermographic measurements give an insight into the temperatures of the melt pool and its surroundings. Particularities in the temperature field 
can be attributed to the process dynamics or the alteration of the alloy composition during LPBF. This study presents a method for the analysis 
of the phase transformation during the process. It is demonstrated that thermographic measurements allow a detailed investigation of the liquidus 
and the solidus temperature. Experiments with AlSi10Mg revealed a direct interaction between the energy input and the resulting constitutional 
undercooling. Based on this finding, process parameters can be adjusted during LPBF to control the phase transformation process of the alloy. 
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1. Introduction 

Laser Powder Bed Fusion (LPBF) is a powder-based addi-
tive manufacturing process. A laser is used to expose the area 
of the component cross-section in each powder layer leading to 
local melting and subsequent solidification. This allows to gen-
erate parts with complex geometries [1]. The process is charac-
terized by a local heat input and a small volume of molten ma-
terial resulting in rapid solidification. By controlling the energy 
input with the process parameters (i. e. laser power or scanning 
velocity), the solidification behavior and the cooling rates can 
be adjusted [2]. Furthermore, the microstructure formation is 
determined by the energy input. Due to rapid solidification and 
due to high cooling rates non-equilibrium solidification during 
the LPBF process and undercooling in front of the solid-liquid 
interface occur [3, 4]. This means that the elements on the so-
lidification front start to segregate. Consequently, the first solid 
formed has a lower Si content than the remaining liquid. During 
the ongoing solidification process, the liquid is further enriched 
with Si, since the crystallization occurs faster than the diffusion 

can take place in the solid. Simultaneously, the liquidus tem-
perature of the residual liquid decreases. For its solidification, 
an additional reduction of the temperature is necessary, which 
lies below the nominal solidus temperature of the alloy [5]. The 
undercooling is affected by the cooling rate: A higher cooling 
rate results in greater undercooling, which leads to finer grains 
[3]. Consequently, the cooling rate and the undercooling deter-
mine the size of the solidification structure and the mode of 
solidification (planar, cellular, columnar dendritic or equiaxed 
dendritic) [6]. The undercooling also increases the temperature 
difference ΔT between liquidus and solidus.  

A large ΔT often results in hot tearing. When the material 
reaches the solidus or the eutectic temperature during cooling, 
the remaining liquid can fill the interdentritic areas or the re-
sulting cracks in the solid. The larger ΔT is, the less liquid is 
available to fill the cracks that form during solidification [7]. 

Thermographic process monitoring provides insight into the 
temperature distribution of each layer over time and can be 
used to determine the cooling rate during the process. It can 
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Abstract 
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1. Introduction 

Laser Powder Bed Fusion (LPBF) is a powder-based addi-
tive manufacturing process. A laser is used to expose the area 
of the component cross-section in each powder layer leading to 
local melting and subsequent solidification. This allows to gen-
erate parts with complex geometries [1]. The process is charac-
terized by a local heat input and a small volume of molten ma-
terial resulting in rapid solidification. By controlling the energy 
input with the process parameters (i. e. laser power or scanning 
velocity), the solidification behavior and the cooling rates can 
be adjusted [2]. Furthermore, the microstructure formation is 
determined by the energy input. Due to rapid solidification and 
due to high cooling rates non-equilibrium solidification during 
the LPBF process and undercooling in front of the solid-liquid 
interface occur [3, 4]. This means that the elements on the so-
lidification front start to segregate. Consequently, the first solid 
formed has a lower Si content than the remaining liquid. During 
the ongoing solidification process, the liquid is further enriched 
with Si, since the crystallization occurs faster than the diffusion 

can take place in the solid. Simultaneously, the liquidus tem-
perature of the residual liquid decreases. For its solidification, 
an additional reduction of the temperature is necessary, which 
lies below the nominal solidus temperature of the alloy [5]. The 
undercooling is affected by the cooling rate: A higher cooling 
rate results in greater undercooling, which leads to finer grains 
[3]. Consequently, the cooling rate and the undercooling deter-
mine the size of the solidification structure and the mode of 
solidification (planar, cellular, columnar dendritic or equiaxed 
dendritic) [6]. The undercooling also increases the temperature 
difference ΔT between liquidus and solidus.  

A large ΔT often results in hot tearing. When the material 
reaches the solidus or the eutectic temperature during cooling, 
the remaining liquid can fill the interdentritic areas or the re-
sulting cracks in the solid. The larger ΔT is, the less liquid is 
available to fill the cracks that form during solidification [7]. 

Thermographic process monitoring provides insight into the 
temperature distribution of each layer over time and can be 
used to determine the cooling rate during the process. It can 
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also be utilized to investigate the above-mentioned aspects re-
lated to rapid solidification, i.e. the solidification structure and 
the mode of solidification [2, 6]. The cooling rate gives infor-
mation about the microstructure, but not about the undercool-
ing and the phase transformation during the process. Until now, 
it has only been possible to detect a discontinuity in the tem-
perature profile during phase transformation [8]. Due to the 
limited spatial resolution (i.e. the large size of a pixel), the ex-
act liquidus and solidus temperature could not yet be deter-
mined. 

Differential Scanning Calorimetry (DSC) has been used to 
study the detailed phase transformation during heat treatment 
[9] and Differential Fast Scanning Calorimetry (DFSC) was ap-
plied to achieve a better understanding of the rapid solidifica-
tion of powders during simulated additive manufacturing con-
ditions [10]. Both methods are unsuitable for in-situ measure-
ment of the phase transformation and the undercooling, be-
cause the experiments cannot be performed inside the LPBF 
machine during the process. 

This paper provides an experimental method for investigat-
ing the undercooling of a material during the LPBF process. 
Thereby, a detailed analysis of the phase transformation is pos-
sible and a ΔT between the solidus and the liquidus temperature 
can be determined and employed to quantify the undercooling. 

With the presented in-situ method, it is possible to better un-
derstand the rapid solidification during LPBF and correlate the 
results with process parameters.  

2. Experimental set-up and method 

2.1. Experimental set-up 

For all experiments, AlSi10Mg powder (EOS GmbH) was 
used and the processing of the powder was performed on an 
EOSM270Xtended (EOS GmbH). During the experiments, the 
chamber was filled with argon while the oxygen content was 
below 2000 ppm. The door of the EOSM270Xtended was mod-
ified to allow for high-speed thermographic imaging (Figure 1). 
The thermographic images were recorded employing a 
FLIR X6901 sc (Flir Systems GmbH) with a spectral range of 
3.0 – 5.0 µm. The high-speed thermographic camera is able to 
record up to 9762 fps. For the experiments a FLIR Precision 

optics with 100 mm focal length and 63.5 mm extension rings 
was used. The high frame rate allows measurements in a very 
short time window and a scanning track length of a few milli-
meters. This ensures a reduction of several disturbance varia-
bles, e.g. a variation of the laser spot size, the process gas flow, 
the heat distribution of the building platform and the layer 
thickness.  

For a detailed analysis of the melt pool, the high-speed ther-
mographic camera had to be positioned at a distance of a few 
millimeters from the melt pool. For this purpose, an inlet with 
a mounted precision bench was designed and built in-house. 
The set-up enabled a repositioning of the camera without con-
tact to the building chamber as well as a collision-free move-
ment of the recoater, and preserved the process gas flow.  

For the measurements, the scanning velocity was varied to 
achieve different energy inputs. The process parameters and the 
energy inputs are shown in Table 1. Hereby, the energy input E 
is calculated according to 

𝐸𝐸𝐸𝐸 =  𝑃𝑃𝑃𝑃
𝑑𝑑𝑑𝑑∙ℎ∙𝑣𝑣𝑣𝑣 

                                                                    (1) 

with the laser power P, the layer thickness d, the hatch spac-
ing h, and the scanning velocity v. 

Table 1. Process parameters and calculated energy input 

2.2. Calibration of the high-speed thermographic camera 

The high-speed thermographic camera was calibrated for 
temperatures up to 1500 °C by Flir. Spatial calibration for the 
horizontal and the vertical axis was performed on the building 
platform inside the EOSM270Xtended with a thermographic 
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Fig. 1. Experimental set-up for the thermographic measurements of the melt 
pool during LPBF 
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image of a glass scale. This is shown in Figure 2. The correla-
tion between the thermographic image and the known length of 
the glass scale results in a pixel width of 16.7 µm for the hori-
zontal axis and a pixel height of 25.0 µm for the vertical axis. 

The recorded data was evaluated with the software Re-
searchIR 4.40.9. The software settings include the distance to 
the test object (160 mm), the temperature of the preheated 
building platform (80 °C), the atmospheric temperature (20 °C), 
the relative humidity (0 %), the transmission of the atmosphere 
(100 %), the temperature of the external optics (20 °C), the 
emissivity (0.3 [11]), and the transmission of the optics (95 %). 

According to [12] the infrared spectrum of several metals is 
constant for different wavelength and temperatures in the solid 
phase. However, due the unstable emissivity of liquid 
AlSi10Mg and the unknown emissivity during the phase tran-
sition, the recorded temperature values were only considered 
relatively. 

The high frame rate of the thermographic camera results in 
a large amount of data being recorded. Hence, a special evalu-
ation algorithm was required, which permits the automatic 
evaluation of the data. 

2.3. Data analysis algorithm 

Figure 3 shows the data-processing procedure schemati-
cally. The goal of this algorithm was to extract a single pixel 
line that represents the melt pool length. This ensured equal 
conditions when comparing different melt pool images. 

In the experiment, both scanning directions (right-to-left and 
left-to-right) were applied. Hence, the images were mirrored by 
the algorithm to enable the use of data from both scanning di-
rections. Subsequently, the thermographic images were ana-
lyzed with regard to the maximum temperature. Around this 
point, the dimensions of the melt pools were calculated. 

To bring all images into a horizontal alignment, the pixel 
line of each melt pool with the longest melt-pool length was 
extracted and all pixel lines were shifted to their maximum tem-
perature.  

3. Results and discussion 

With the above presented method, the data from 364 indi-
vidual melt pools were extracted for the energy input 

E = 136 J/mm3. Figure 4 a) depicts all pixel lines within the so-
lidification process. After averaging, Figure 4 b) shows the 
mean temperature curve with the corresponding 90 % confi-
dence interval. The mean temperature is further used to analyze 
the phase transformation process and determine the value of ΔT 
between the solidus and the liquidus. 

The effect of cooling in the liquid and the solid phase can be 
described with physical models depending on an exponential 
decay function. Therefore, the data in Figure 4 b) was fitted 
with an exponential decay function in the corresponding range, 
which is presented in Figure 5. The phase transformation was 
present between 130 µm and 300 µm. This area deviates from 
the exponential function and indicates the points at which the 
exponential model differs from the mean temperature curve. 
These points are assigned to the liquidus and the solidus tem-
perature of AlSi10Mg.  

During equilibrium solidification of AlSi10Mg a ΔT of 39 K 
was expected [11]. This ΔT is marked in Figure 6. In case of 
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calibration range of the camera was adjusted to the melting point of AlSi10Mg. For this reason, temperatures above the liquidus temperature are cut off. 
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also be utilized to investigate the above-mentioned aspects re-
lated to rapid solidification, i.e. the solidification structure and 
the mode of solidification [2, 6]. The cooling rate gives infor-
mation about the microstructure, but not about the undercool-
ing and the phase transformation during the process. Until now, 
it has only been possible to detect a discontinuity in the tem-
perature profile during phase transformation [8]. Due to the 
limited spatial resolution (i.e. the large size of a pixel), the ex-
act liquidus and solidus temperature could not yet be deter-
mined. 

Differential Scanning Calorimetry (DSC) has been used to 
study the detailed phase transformation during heat treatment 
[9] and Differential Fast Scanning Calorimetry (DFSC) was ap-
plied to achieve a better understanding of the rapid solidifica-
tion of powders during simulated additive manufacturing con-
ditions [10]. Both methods are unsuitable for in-situ measure-
ment of the phase transformation and the undercooling, be-
cause the experiments cannot be performed inside the LPBF 
machine during the process. 

This paper provides an experimental method for investigat-
ing the undercooling of a material during the LPBF process. 
Thereby, a detailed analysis of the phase transformation is pos-
sible and a ΔT between the solidus and the liquidus temperature 
can be determined and employed to quantify the undercooling. 

With the presented in-situ method, it is possible to better un-
derstand the rapid solidification during LPBF and correlate the 
results with process parameters.  

2. Experimental set-up and method 

2.1. Experimental set-up 

For all experiments, AlSi10Mg powder (EOS GmbH) was 
used and the processing of the powder was performed on an 
EOSM270Xtended (EOS GmbH). During the experiments, the 
chamber was filled with argon while the oxygen content was 
below 2000 ppm. The door of the EOSM270Xtended was mod-
ified to allow for high-speed thermographic imaging (Figure 1). 
The thermographic images were recorded employing a 
FLIR X6901 sc (Flir Systems GmbH) with a spectral range of 
3.0 – 5.0 µm. The high-speed thermographic camera is able to 
record up to 9762 fps. For the experiments a FLIR Precision 

optics with 100 mm focal length and 63.5 mm extension rings 
was used. The high frame rate allows measurements in a very 
short time window and a scanning track length of a few milli-
meters. This ensures a reduction of several disturbance varia-
bles, e.g. a variation of the laser spot size, the process gas flow, 
the heat distribution of the building platform and the layer 
thickness.  

For a detailed analysis of the melt pool, the high-speed ther-
mographic camera had to be positioned at a distance of a few 
millimeters from the melt pool. For this purpose, an inlet with 
a mounted precision bench was designed and built in-house. 
The set-up enabled a repositioning of the camera without con-
tact to the building chamber as well as a collision-free move-
ment of the recoater, and preserved the process gas flow.  

For the measurements, the scanning velocity was varied to 
achieve different energy inputs. The process parameters and the 
energy inputs are shown in Table 1. Hereby, the energy input E 
is calculated according to 

𝐸𝐸𝐸𝐸 =  𝑃𝑃𝑃𝑃
𝑑𝑑𝑑𝑑∙ℎ∙𝑣𝑣𝑣𝑣 

                                                                    (1) 

with the laser power P, the layer thickness d, the hatch spac-
ing h, and the scanning velocity v. 

Table 1. Process parameters and calculated energy input 

2.2. Calibration of the high-speed thermographic camera 

The high-speed thermographic camera was calibrated for 
temperatures up to 1500 °C by Flir. Spatial calibration for the 
horizontal and the vertical axis was performed on the building 
platform inside the EOSM270Xtended with a thermographic 
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image of a glass scale. This is shown in Figure 2. The correla-
tion between the thermographic image and the known length of 
the glass scale results in a pixel width of 16.7 µm for the hori-
zontal axis and a pixel height of 25.0 µm for the vertical axis. 

The recorded data was evaluated with the software Re-
searchIR 4.40.9. The software settings include the distance to 
the test object (160 mm), the temperature of the preheated 
building platform (80 °C), the atmospheric temperature (20 °C), 
the relative humidity (0 %), the transmission of the atmosphere 
(100 %), the temperature of the external optics (20 °C), the 
emissivity (0.3 [11]), and the transmission of the optics (95 %). 

According to [12] the infrared spectrum of several metals is 
constant for different wavelength and temperatures in the solid 
phase. However, due the unstable emissivity of liquid 
AlSi10Mg and the unknown emissivity during the phase tran-
sition, the recorded temperature values were only considered 
relatively. 

The high frame rate of the thermographic camera results in 
a large amount of data being recorded. Hence, a special evalu-
ation algorithm was required, which permits the automatic 
evaluation of the data. 

2.3. Data analysis algorithm 

Figure 3 shows the data-processing procedure schemati-
cally. The goal of this algorithm was to extract a single pixel 
line that represents the melt pool length. This ensured equal 
conditions when comparing different melt pool images. 

In the experiment, both scanning directions (right-to-left and 
left-to-right) were applied. Hence, the images were mirrored by 
the algorithm to enable the use of data from both scanning di-
rections. Subsequently, the thermographic images were ana-
lyzed with regard to the maximum temperature. Around this 
point, the dimensions of the melt pools were calculated. 

To bring all images into a horizontal alignment, the pixel 
line of each melt pool with the longest melt-pool length was 
extracted and all pixel lines were shifted to their maximum tem-
perature.  

3. Results and discussion 

With the above presented method, the data from 364 indi-
vidual melt pools were extracted for the energy input 

E = 136 J/mm3. Figure 4 a) depicts all pixel lines within the so-
lidification process. After averaging, Figure 4 b) shows the 
mean temperature curve with the corresponding 90 % confi-
dence interval. The mean temperature is further used to analyze 
the phase transformation process and determine the value of ΔT 
between the solidus and the liquidus. 

The effect of cooling in the liquid and the solid phase can be 
described with physical models depending on an exponential 
decay function. Therefore, the data in Figure 4 b) was fitted 
with an exponential decay function in the corresponding range, 
which is presented in Figure 5. The phase transformation was 
present between 130 µm and 300 µm. This area deviates from 
the exponential function and indicates the points at which the 
exponential model differs from the mean temperature curve. 
These points are assigned to the liquidus and the solidus tem-
perature of AlSi10Mg.  

During equilibrium solidification of AlSi10Mg a ΔT of 39 K 
was expected [11]. This ΔT is marked in Figure 6. In case of 

Identification of the maximum temperature Tmax 

Pixel in x-direction 

Pi
xe

l i
n 

y-
di

re
ct

io
n 

Pixel in x-direction 

Pi
xe

l i
n 

y 
di

re
ct

io
n 

Determination of the melt pool length 

0.0 
0.2 
0.4 
0.6 
0.8 
1.0 

-300 -200 -100 100 200 300 0 
x-direction in µm Te

m
pe

ra
tu

re
 n

or
m

al
iz

ed
 

Frame-by-frame extraction of a pixel line (blue dashed line) 

Rotation 

Fig. 3. Schematic representation of the algorithm for the frame-by-frame extraction of the thermographic images; to identify the phase transformation exactly, the 
calibration range of the camera was adjusted to the melting point of AlSi10Mg. For this reason, temperatures above the liquidus temperature are cut off. 

Tmax 

Pixel 

Tmax 

Scanning direction 

Fig. 4. a) Solidification of AlSi10Mg with the energy input of 136 J/mm3 dur-
ing LPBF; the diagram shows pixel lines of 364 individual melt pool images. 

For comparison, all lines are shifted to their maximum temperature value. 
b) Mean temperature with corresponding confidence interval 



180 Andreas Wimmer  et al. / Procedia CIRP 94 (2020) 177–1814 Andreas Wimmer / Procedia CIRP 00 (2020) 000–000 

non-equilibrium solidification, the solidus temperature de-
creases and consequently ΔT increases. Hence, in Figure 6 the 
solidus temperature is shifted from point 2 to a lower tempera-
ture (point 3). 

Figure 7 shows the dependence of ΔT on three different en-
ergy inputs. Due to the unknown emissivity of the liquid and 
the solid phase, the value of ΔT is calculated for relative com-
parison between different energy inputs. A low energy input 
results in a higher undercooling during the non-equilibrium so-
lidification process. 

The calculated energy input depends only on the scanning 
velocity. At slow scanning velocities, the melted and then so-
lidified areas stay at higher temperatures for a longer period of 
time. Due to the slower resulting crystallization temperature, 
the remaining time for the diffusion-based solidification pro-
cess is longer, and thus less undercooling occurs. It can there-
fore be assumed that the non-equilibrium solidification can be 
counteracted by reducing the scanning velocity.  

4. Conclusion 

This paper shows a method to gain better insight into the 
solidification process of AlSi10Mg during LPBF. The experi-
mental setup enables pixel sizes that are smaller by a factor of 
two compared to the state of the art and enables a detailed de-
termination of the phase transformation. This difference be-
tween the liquidus and the solidus temperatures was deter-
mined by high-speed thermographic imaging using a novel data 
analysis algorithm. By a variation of the scanning velocity, the 
energy input is influenced. It is shown that the scanning veloc-
ity has a major effect on undercooling during solidification. 
The method provides an option for controlling the undercool-
ing and thereby influencing the resulting microstructure.  

Further investigations regarding the microstructure for-
mation must be conducted. A validation of the method is nec-
essary in order to draw conclusions about the microstructure 
without the need for elaborate metallurgical investigations, and 
thus further increase the understanding of the LPBF process. 
By determining the emissivity of the equilibrium solidification, 
it is possible to calibrate the cooling curves and identify abso-
lute values for the temperatures of the non-equilibrium solidi-
fication. Besides, a semi-empirical model for the undercooling 
can be used as input for the simulation of the microstructure 
during LPBF. In order to enable a hierarchical simulation of 
LPBF, the model could also serve as a connection between pro-
cess simulation and structure simulation. 

Fig. 7. Temperature difference between the liquidus and the solidus tempera-
tures for different energy inputs during LPBF of AlSi10Mg; the normalization 

is equal to the one of Figure 4 and Figure 5. 
Fig. 5. Mean temperature of 364 individual melt pools with fitted exponential 
cooling (fitting coefficients are listed in appendix A). The points 1 and 2 – at 
which the exponential cooling models deviate from the mean temperature – 

are designated to liquidus and solidus of AlSi10Mg. 

Fig. 6. Al-Si binary phase diagram (data from ref. [13]); the orange dotted line 
indicates the equilibrium solidification process. The points 1 and 2 are desig-
nated to the liquidus and the solidus temperature of AlSi10Mg. During non-
equilibrium solidification, point 2 is shifted to lower temperatures (point 3). 
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Appendix A.  

Table 1. Exponential cooling in the liquid phase for an emissivity of 0.3 [11] 

Model:  𝑦𝑦𝑦𝑦 = 𝐴𝐴𝐴𝐴 ∙ exp (−𝑥𝑥𝑥𝑥/𝑡𝑡𝑡𝑡) + 𝑐𝑐𝑐𝑐 

c in K 160.52 ± 1.59 

A in K 269.16 ± 5.95 

t in µm 60.00 ± 0.00 

R2 0.99 

 

Table 2. Exponential cooling in the solid phase for an emissivity of 0.3 [11] 

Model: 𝑦𝑦𝑦𝑦 = 𝐴𝐴𝐴𝐴 ∙ exp (−𝑥𝑥𝑥𝑥/𝑡𝑡𝑡𝑡) + 𝑐𝑐𝑐𝑐 

c in K 110.21 ± 3.61 

A in K 8311.84 ± 978.94 

t in µm 60.00 ± 0.00 

R2 0.97 
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non-equilibrium solidification, the solidus temperature de-
creases and consequently ΔT increases. Hence, in Figure 6 the 
solidus temperature is shifted from point 2 to a lower tempera-
ture (point 3). 

Figure 7 shows the dependence of ΔT on three different en-
ergy inputs. Due to the unknown emissivity of the liquid and 
the solid phase, the value of ΔT is calculated for relative com-
parison between different energy inputs. A low energy input 
results in a higher undercooling during the non-equilibrium so-
lidification process. 

The calculated energy input depends only on the scanning 
velocity. At slow scanning velocities, the melted and then so-
lidified areas stay at higher temperatures for a longer period of 
time. Due to the slower resulting crystallization temperature, 
the remaining time for the diffusion-based solidification pro-
cess is longer, and thus less undercooling occurs. It can there-
fore be assumed that the non-equilibrium solidification can be 
counteracted by reducing the scanning velocity.  

4. Conclusion 

This paper shows a method to gain better insight into the 
solidification process of AlSi10Mg during LPBF. The experi-
mental setup enables pixel sizes that are smaller by a factor of 
two compared to the state of the art and enables a detailed de-
termination of the phase transformation. This difference be-
tween the liquidus and the solidus temperatures was deter-
mined by high-speed thermographic imaging using a novel data 
analysis algorithm. By a variation of the scanning velocity, the 
energy input is influenced. It is shown that the scanning veloc-
ity has a major effect on undercooling during solidification. 
The method provides an option for controlling the undercool-
ing and thereby influencing the resulting microstructure.  

Further investigations regarding the microstructure for-
mation must be conducted. A validation of the method is nec-
essary in order to draw conclusions about the microstructure 
without the need for elaborate metallurgical investigations, and 
thus further increase the understanding of the LPBF process. 
By determining the emissivity of the equilibrium solidification, 
it is possible to calibrate the cooling curves and identify abso-
lute values for the temperatures of the non-equilibrium solidi-
fication. Besides, a semi-empirical model for the undercooling 
can be used as input for the simulation of the microstructure 
during LPBF. In order to enable a hierarchical simulation of 
LPBF, the model could also serve as a connection between pro-
cess simulation and structure simulation. 

Fig. 7. Temperature difference between the liquidus and the solidus tempera-
tures for different energy inputs during LPBF of AlSi10Mg; the normalization 

is equal to the one of Figure 4 and Figure 5. 
Fig. 5. Mean temperature of 364 individual melt pools with fitted exponential 
cooling (fitting coefficients are listed in appendix A). The points 1 and 2 – at 
which the exponential cooling models deviate from the mean temperature – 

are designated to liquidus and solidus of AlSi10Mg. 

Fig. 6. Al-Si binary phase diagram (data from ref. [13]); the orange dotted line 
indicates the equilibrium solidification process. The points 1 and 2 are desig-
nated to the liquidus and the solidus temperature of AlSi10Mg. During non-
equilibrium solidification, point 2 is shifted to lower temperatures (point 3). 
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Appendix A.  

Table 1. Exponential cooling in the liquid phase for an emissivity of 0.3 [11] 

Model:  𝑦𝑦𝑦𝑦 = 𝐴𝐴𝐴𝐴 ∙ exp (−𝑥𝑥𝑥𝑥/𝑡𝑡𝑡𝑡) + 𝑐𝑐𝑐𝑐 

c in K 160.52 ± 1.59 

A in K 269.16 ± 5.95 

t in µm 60.00 ± 0.00 

R2 0.99 

 

Table 2. Exponential cooling in the solid phase for an emissivity of 0.3 [11] 

Model: 𝑦𝑦𝑦𝑦 = 𝐴𝐴𝐴𝐴 ∙ exp (−𝑥𝑥𝑥𝑥/𝑡𝑡𝑡𝑡) + 𝑐𝑐𝑐𝑐 

c in K 110.21 ± 3.61 

A in K 8311.84 ± 978.94 

t in µm 60.00 ± 0.00 

R2 0.97 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

 

During the metal-based additive manufacturing process “laser-based powder bed fusion” (short: PBF-LB/M) interruptions can occur throughout 
the build job. These interruptions may be planned to produce hybrid parts, e.g., to insert components or electronics into the part or to adapt the 
manufacturing process itself. But interruptions can also be fault-induced, which can occur due to system failures, insufficient available powder 
quantities or poor component and process characteristics. Depending on duration, temperature and ambient atmosphere, these interruptions can 
have major influences on the component’s properties. The effects of a process interruption on the microstructure and the tensile properties for 
the material AlSi10Mg are to be presented within this work. In addition the impact of process interruptions on the mechanical properties of the 
tested components is shown. 
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1. Introduction 
 

In laser-based powder bed fusion (short: PBF-LB/M) metal 
powder is applied layer by layer and is locally solidified by 
utilizing a laser. This iterative process is usually carried out 
until the component is finished. However, the process can be 
interrupted for various reasons, also unplanned and 
unintentionally. The manufacturing can stop due to insufficient 
powder quantities, faulty build data, sensor measuring errors or 
because a component to be produced has been pulled up into 
the area of coater contact due to thermal deformation and has 
been wedged in with it. However, interruptions can also be 
planned and intentional and can be associated with the loss of 
the protective gas atmosphere. This can be the case, for 
example, in hybrid production [1], by integrating sensors [2] or 
radio-frequency identification tags [3] in manufactured 

components or by general adjustments to the production 
process. 

If interruptions occur, it needs to be investigated whether the 
build job can be continued without loss of component quality 
or needs to be aborted. In general, interruptions to the build job 
are dealt with differently, depending on the cost pressure, 
application and industry sector. However, if it can be proven 
that interruptions in the building process do not have a negative 
impact on the manufactured components, this would bring 
economic advantages. Partially manufactured components 
would no longer have to be disposed of, but could be completed 
and installed as planned, despite interruptions in the production 
process. The influence of an interruption will be investigated 
within this work. 
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In laser-based powder bed fusion (short: PBF-LB/M) metal 
powder is applied layer by layer and is locally solidified by 
utilizing a laser. This iterative process is usually carried out 
until the component is finished. However, the process can be 
interrupted for various reasons, also unplanned and 
unintentionally. The manufacturing can stop due to insufficient 
powder quantities, faulty build data, sensor measuring errors or 
because a component to be produced has been pulled up into 
the area of coater contact due to thermal deformation and has 
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planned and intentional and can be associated with the loss of 
the protective gas atmosphere. This can be the case, for 
example, in hybrid production [1], by integrating sensors [2] or 
radio-frequency identification tags [3] in manufactured 

components or by general adjustments to the production 
process. 

If interruptions occur, it needs to be investigated whether the 
build job can be continued without loss of component quality 
or needs to be aborted. In general, interruptions to the build job 
are dealt with differently, depending on the cost pressure, 
application and industry sector. However, if it can be proven 
that interruptions in the building process do not have a negative 
impact on the manufactured components, this would bring 
economic advantages. Partially manufactured components 
would no longer have to be disposed of, but could be completed 
and installed as planned, despite interruptions in the production 
process. The influence of an interruption will be investigated 
within this work. 
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2. State of the art 
 

2.1. Influence of process interruptions 
 

Stoll proved that an interruption of a build job during 316L 
processing resulted in a reduction of strength (change > 15%) 
and elastic modulus [1]. In another study [4], the influence of a 
process interruption on the microhardness and tensile strength 
of AlSi10Mg samples was investigated. Samples without 
interruption had microhardness values and a tensile strength 
10% greater than those samples whose process was interrupted. 
However, the interruption was accompanied by a removal of 
the platform, including the components from the chamber and 
a subsequent re-insertion of the platform [4]. The probability is 
therefore high that, in addition to the influence of an 
interruption to a build job, other additional influences will 
come into effect: contamination of the components in the 
disassembled state, changed position of the parts after re- 
insertion into the building chamber or similar. 

If a build job is interrupted, oxidation of the component may 
occur (opening of the process chamber or failure to maintain 
the inert gas atmosphere). Such oxidation of the component 
surface can, according to Yap et al., impede the bonding 
between layers. Liquid metals generally cannot contact an 
oxidized surface in the absence of a chemical reaction, which 
leads to balling [5]. If such balling effects can be detected 
during process interruptions, this would be one explanation for 
reduced tensile strength. 

 
2.2. Change of layer thicknesses over the process 

 
Spierings et al. calculated in his work of 2009 that the 

effective layer thickness during PBF-LB/M is practically 
greater than the actual layer thickness parameter. At a powder 
layer density of 60% and a solid material density of 99%, a 
preset powder start layer of 30 µm results in a 18.2 µm layer of 
solid material. If 30 µm powder is applied again, this value is 
added to the 18.2 µm material shrinkage of the previous layer 
and so on. After 10 layers, a layer thickness of 49.5 µm is 
achieved that remains constant throughout the process [6]. This 
theoretical approach to layer thickness calculation must be 
extended and verified in the context of this work to include 
interruptions to build jobs. 

 
2.3. Measuring of melting paths 

 
Manufactured melt paths can be analyzed by measurement. 

Width b and welding depth t of welds with deep penetration are 
determined using the equation: φ = b/t while φ has to be 
< 1 [7]. Such approaches in general welding metallurgy can 
also be transferred to PBF-LB/M, in particular for measuring 
single tracks during material qualification. By measuring the 
keyhole, the optimal process parameters can be determined, 
which lie between a conduction mode melting and an unstable 
process melting [8]. These approaches to measure melt pool 
dimensions within PBF-LB/M are to be extended and deepened 
within the scope of this work. 

3. Material and scientific methods 
 

Within this contribution, material AlSi10Mg was used in all 
of the tests. Temperature measurements were carried out to 
analyze the temperature drop in case of a process interruption. 
In Figure 1, the temperatures at different times of an PBF- 
LB/M process, including an interruption, are recorded. 
Measurements via thermocouples were taken on the 
manufactured components and on the platform. Since these 
results differ by a maximum of 1 °C, these values were 
combined. 

At the start (1), the platform temperature Tset was set from 
room temperature to 200 °C. The platform then reached a 
temperature Tp of 111 °C (equilibrium on the upper side of the 
platform) after 35 min (duration d = 35 min). Next a build job 
was performed (2) until it was interrupted after d = 113 minutes 
(Tp = 130 °C). Then 3 cases were considered: In the first case 
(3-a), the heating remained at 200 °C, so that the platform only 
cooled down during the interruption by ΔTi = -13 °C. 
However, if the heating was switched off (3-b) and then 
switched on again, a much larger temperature gradient was 
created. If the building chamber is given d = 80 minutes to 
allow the 200 °C substrate platform heating to take effect (3-b- 
i, new temperature equilibrium), this corresponded to a cooling 
down of ΔTi = -26 °C compared to the value before the 
interruption. However, if the build job is resumed immediately 
after the substrate platform temperature of 200 °C is is restored 
(3-b-ii), d = 3 min for building temperature to take effect, the 
same temperature difference is ΔTi = -70 °C (4). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Temperature profile of manufactured components and the 
substrate platform under three different building process interruption 

scenarios. The time of the restart is the moment when the first layer starts 
to be exposed. 

The process parameters shown in Table 1 below were used 
in this study (laser spot diameter of about 85 µm). 

Test specimens manufactured with these parameters 
achieved a density determined using Archimedes' principle of 

 
   Table 1. Process parameters used in this study for AlSi10Mg 
 

 
99.95% with an assumed material density of 2.67 g/cm³. The 
powder had a measured particle size distribution of D10 = 
19.9 µm, D50 = 35.0 µm and D90 = 60.3 µm. The flowability 
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of the powder was determined with unexpectedly high 
flowability differences in the measurements, resulting in a 
flowability energie of 244.6 mJ (mean value) with a standard 
deviation of 40.9 mJ (rheometer measurement). The particle 
morphology, analysed by SEM, was spherical throughout. 

on the current layer n. ki and kt form factors which assume the 
value 1 or 0 depending on the current layer. 

ℎ𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐,𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 = ℎ𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐,𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛−1 + �ℎ𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 − ℎ𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐,𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛−1� ∗ 𝛿𝛿𝛿𝛿𝛿𝛿𝛿𝛿 − ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 ∗ 𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖,𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 + ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 ∗ 𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑘𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡,𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 (4) 
   

Scenario for all tests described in the following: the 
interruption of the build job was 40 min for all tests and was 

component height after 
melting the new layer 

height change 
through 

interruption 

height read- 
justment 

after interruption 
connected with an opening of the process chamber. Previous 
tests have shown that a process interruption of 40 min is a good 
reference value for a manual integration of several sensors into 
manufactured components on an SLM 125 HL system. For the 
specimens considered in this paper, the real temperature drop 
during an interruption is between 3-b-i and 3-b-ii (Figure 1), so 
that a temperature drop (40 min/(80°min-3 min)) assumed to be 
linear leads to a ΔTir of 36 °C. This value was assumed in the 

further calculations as the temperature gradient by interruption. 
In this paper, it is assumed that the last process step before 

an interruption is always the melting by the laser and the first 
step after process resumption is the application of a new 
powder layer. 

 
4. Theoretical approach to the influence of process 
interruptions 

 
In the following, the approach by Spierings [6] regarding 

layer thickness changes will be extended by the theory of 
temperature change during process interruptions (surface 
roughness not considered). The first step is to determine a 
density factor δ, which indicates the density change of the 
powder dp to the solidified material of the component dc: 

𝛿𝛿𝛿𝛿𝛿𝛿𝛿𝛿 = 1 − (𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 − 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝) (1) 

Assuming that dp = 59% (according to [9] between 55-63%) 
and dc = 100%, δ can be calculated to be 59%. When the 
building process is resumed, the component slowly returns to 
its equilibrium temperature due to the laser energy input (see 
chapter 3). This factor should be taken into account. The 
behavior must be described by the following linear 
approximation, where ht describes the thermally induced height 
change per layer, hi the thermally induced height change in total 
and lt the number of layers until thermal equilibrium is restored: 

The effective layer thickness teff can thus be calculated: 

𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒,𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛  = ℎ𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠,𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 − ℎ𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐,𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛−1 (5) 

teff was now calculated for each layer and is shown in the 
following Figure 2. It can be seen how the effective layer 
thickness increases to its equilibrium value within the first 10 
layers at the beginning. From the process interruption onwards, 
there is an increase in layer thickness of 20 µm under the given 
parameters. After the first new layer, this increase changes into 
a reduction of the layer thickness, since the component expands 
due to the thermal input. If, as in case 3-b-ii) from chapter 3, 
the substrate platform temperature has been switched on only 
with a very short lead time, this effect increases considerably. 
The temperature-related height changes presented here are 
doubled, for example, at a temperature range of 72 °C or a job 
height (including platform) of 54 mm. 

 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Influence of a process interruption on the effective layer thickness 
for the material AlSi10Mg 

 
5. Proof of process interruptions on the component 

 
A build job interruption results in different, measurable 

ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 =  ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 
                                                  𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 

=
  

(2) 
changes to the component. The following section provides 
evidence of an interruption to the build job. For this purpose, 

Based on the temperature measurements made, it can be said 
that the temperature equilibrium of 130 °C is restored after 
approx. 15 min, which, assuming a process time of 23 s per 
layer, leads to a lt of 39. hi still has to be calculated as follows 
(α = coefficient of thermal expansion, hb = current build job 
height including platform height, ΔTi = temperature change in 
the component due to process interruption): 

ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = −(𝛼𝛼𝛼𝛼𝛼𝛼𝛼𝛼 ∗ ℎ𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 ∗ 𝛥𝛥𝛥𝛥𝛥𝛥𝛥𝛥𝛥𝛥𝛥𝛥𝛥𝛥𝛥𝛥𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 ) (3) 

Assuming α = 20.5*10-6 K-1 [10], hb = 27 mm and ΔTi = 
36 K, hi is calculated to -20 µm. This results in a ht of 0.5 µm 
per layer. These calculated values can now be combined with 
the following formula, where hc represents the height of the 
component, the index n stands for the current layer number, 
counted in the build-up direction. hs,n stands for the position 
of the substrate platform in the building chamber, depending 

the untreated outer surface of the test specimens is analyzed 
photographically and by means of a laser microscope. 
Afterward the component is examined in the microsection and 
after an etching process, the melting paths are measured. 
Finally, the influence on mechanical parameters is verified by 
tensile tests. 

 
5.1. Analysis of the outer surface 

 
After completing of the build job with interruption, the test 

specimens are photographed under uniform lighting. The 
position of the build job interruption is usually quickly visible 
to the observer by means of an "interruption line". This 
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supposedly subjective impression can also be translated into 
quantitatively analyzable values. For this purpose, the image is 
converted to its gray values and the threshold value is set to e.g. 
100 (see Figure 3). The interruption is thus also made easily 
visible by automated analysis programs by a deflection of the 
graph due to a rapid change in the proportion of white pixels. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Proof of a building job interruption due to colour change (converted to 
gray values) of the surface 

In addition to a purely photographic analysis, the sample is 
also subjected to a roughness analysis using a laser microscope. 
Here too, the interruption is easily detected by a jump in the 
surface contour of about 150 µm (see Figure 4). The 
"roughness discontinuity" shown in the graph can be attributed 
to the temperature that has not been restored after the process 
has been restarted, but only a part can be explained by a pure 
temperature difference. A further potential influence on the 
edge in the component can also be a displacement of the 
substrate platform in the installation space due to cooling and 
reheating. The screw connection loosens when cooling down 
and can induce a displacement of the platform during reheating. 
A similar effect could appear due to thermal fluctuation of the 
laser optic. 

 
 
 
 
 
 
 

Fig. 4. Proof of a building job interruption due to change in surface roughness 
 
 

5.2. Analysis of the microsection 
 

In the next step, the interruption must be detected in the 
microsection of the sample. For this purpose, the sample is 
etched after polishing (macro etching, etchant: 60 ml distilled 
water, 10 g sodium hydroxide, 5 g potassium ferricyanide, 
reaction time 20 s). The analysis of the etching is shown in 
Figure 5. The microsection is also transferred to its grey values 
in a first analysis approach. A threshold value of 98 is then 
applied. The interruption layer is also visible in this view. The 
dark discolouration of the layer is conspicuous here, as well as 
the overlying layers. This effect could be related to an oxidation 
of the interruption layer, which is "pulled" into the overlying 
layers by repeated melting. 

 
Fig. 5. Visibility of the interruption layer in the etched microsection of a 

sample (horizontal interruption line can be seen in the middle) 

For a better quantitative analysis, specially defined 
characteristic values are to be determined for the melt paths. 
The values will be measured for an observation window with a 
width of 2 mm (width of Figure 6). In relation to the 
interruption layer every 4th layer (and their relations to each 
other) is measured, which is plane-parallel to the microsection 
plane through a pattern rotation angle of 45° per layer. Only 
every 4th layer is measured in relation to each other and not 
every single one, since evaluation graphs for all layer-values 
show a result which is very difficult to interpret. The following 
characteristic values are determined (measured values always 
recorded in the direction of build-up, compare Figure 6): 

1) Minimum distance between the melt pools: the highest 
point of the lower melt pool to the lowest point of the 
upper melt pool 

2) Maximum melt pool height: lowest point of the 
melting pool to the uppermost point of the same path 

3) Melt pool distance (measured from the top): highest 
point of the lower melt pool to the highest point of the 
upper melt pool 

4) Melt pool distance (measured from the bottom): 
lowest point of the lower melt pool to the lowest point 
of the upper melt pool 

 

Fig. 6. Proof of a process interruption in the etched section by recording 
quantitative melt pool parameters (labelling of the characteristic values 1-4) 

only shown as an example) 

The characteristic values were determined for 4 different 
"viewing windows" of 2 mm width (Figure 6 shows one of 
them) in different microsection planes and the mean value of 
the characteristic values 1) to 4) was calculated ((4*4*(576- 
504))/4 = 288 single measurements). Thus, outliers can be 
compensated better and the analysis receives an improved 
statistical load capacity. The following graphs show the 
analyses for the 4 characteristic values (Figure 7). The 
horizontal lines in the graphs form the supposedly stable 
process window in which the respective characteristic value 
moves until the process is interrupted. For all recorded 
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interruption, i. = with interruption, r. = with remelting, h. = 
horizontal. The following number of tensile samples was 
considered in this work: 7x v.n.i., 7x v.i., 6x v.i.r., 7x h.n.i., 4x 
h.i., 3x h.i.r. in. The combined results for yield strength Rp0.2, 
ultimate tensile strength Rm and elongation at break εf are given 
in Figure 8 b). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 7. Detection of the process interruption (layer 540) by deflection of 
the graphs over the process window (dashed lines) in which the values 

have moved before the interruption 

characteristic values, except the minimum melt path distance, 
a clear change can be seen in the interruption layer. The zigzag 
course, which can be seen in every graph, is caused by the 45° 
pattern rotation and the fact that every 4th layer is parallel, but 
slightly shifted (the preparation software starts the calculation 
of the single vectors from the other side of the component, so 
that exposure vectors every 4th layer are parallel to each other, 
but not exactly on top of each other.) to the micrograph surface, 
so that the melting paths are only every 360° similarly oriented 
(i.e., every 8th layer). 

According to the theory presented in chapter 4, it makes 
sense that the melt path of the interruption is largest in the 
microsection (35 µm above the process window for the 
maximum height difference). A thermally induced component 
length change due to a build job interruption thus seems to be 
detectable in the change of melt pools. 

 
5.3. Analysis of the mechanical properties 

 
In the following section, a tensile test according to DIN EN 

ISO 6892-1 is carried out with a round specimen form 
according to DIN 50125 - B4 x 20. As shown in Figure 8 a), 
vertical and horizontal tension rods are manufactured. 
Components with or without interruption are manufactured to 
allow comparability of the values. An interruption in the tests 
lasted 40 minutes and was connected with the opening of the 
process chamber door. The substrate platform heating was 
switched off during this time. In order to compensate for 
potential negative effects of the process interruption on the 
strength of some samples, a simple remelting using the same 
exposure parameters as for the build-up is performed after the 
interruption on a new layer of powder. The various tensile test 
variations are abbreviated as follows: v. = vertical, n.i. = no 

 

 
Fig. 8. a) Interruption of build job during the production of tensile 

specimens for vertical and horizontal samples, b) Results of the tensile test 
(MV= mean value, STD = standard deviation) 

All tested samples are brittle fractured. The vertical 
specimens without interruption are broken in equal proportions 
at 45° and 90° angles, partly in the middle and partly off-center. 
Vertical specimens with interruption, on the other hand, are 
broken in 12 of 13 cases centrally and with a 90° fracture 
surface. Horizontal samples show 90° fracture surfaces without 
interruption. With interruption the failure changes to 45° 
fracture surfaces. The fracture planes of the horizontal 
specimens were distributed from fracture areas from top to 
bottom with no discernible trend. 

Figure 9 shows the ultimate tensile strength and yield 
strength of the samples. It can be seen that vertical and 
horizontal samples behave very similar. The interruption of the 
building process does not seem to have any influence unless it 
is associated with remelting. In this case, Rm decreases by 34% 
from 425.6 MPa in the uninterrupted state to 285.1 MPa. 

 
Fig. 9. Ultimate tensile strength and yield strength of the tested tensile 
samples (v = vertical, n.i. = no interruption, i = interruption, r = with 

remelting, h = horizontal) 
Figure 10 shows that interruptions seem to be associated 

with a slight increase in young’s modulus, especially if this is 
associated with remelting. A strong decrease in εf can be seen 
in standing samples with remelting compared to standing 
samples with and without interruption. 

The strongly negative effect of a process interruption 
reported by Hammond et al. could not be reproduced. It can be 
assumed that during the execution of the experiment further 
unreported influences were also present, which did not come to 
bear in our experiments. It is also possible that with a 40-minute 
interruption and just little gas circulation through an open 
process chamber door the component can hardly oxidize. 

In previous own tests, which will not be discussed in detail 
in this paper, the influence of post heat treatment (standard T6- 
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Fig. 10. Young’s modulus and elongation at break of the tested samples 
(v = vertical, n.i. = no interruption, i = interruption, r = with remelting, h = 

horizontal) 
cycle) was also considered. Except for the strength changes 
typical for post heat treatment, no differences between samples 
with and without interruption could be detected. 

In Table 2, the mechanical characteristic values determined 
were compared with empirical values from the literature to 
ensure their reliability [4,5,11–14]. The results are comparable 
with the literature values and the VDI 3405 [14] standard. 
Table 2. Literature review of the mechanical strength of AlSi10Mg 
samples produced by PBF-LB/M without process interruption (v = vertical, 
h = horizontal) [4,5,11-14] 

 

 
 

6. Conclusion and outlook 
 

In this study it could be shown that the processing of 
AlSi10Mg only has an effect on the mechanical properties due 
to an interruption of the building process if it is combined with 
remelting. The opposite has already been proven in the 
literature for AlSi10Mg or 316L under other conditions [1,4]. 
It must be more thoroughly checked under which 
circumstances either no influences or influences on the strength 
can be expected. In particular, varying melt pool depths, 
depending on process parameters, could be the cause of this 
effect (use of 350 W and 930 mm/s at 50 µm by Hammond [4] 
versus 330 W and 1250 mm/s at 50 µm in this work). 
Parameters with a greater melt pool depth should be able to 
compensate for thicker powder layer thicknesses. To what 
extent this is the case here must still be examined. Hammond 
was able to record effects during the interruption. This 
probably happened because he mapped the "remelting effect" 
introduced in Figure 9 by applying a new starting layer. In 
addition, it must be said that if an interruption is made at a late 
stage in the building process and thus a higher building height 
is reached, the theoretical thermal shrinkage is greater. This 
means that a greater influence should be detectable for larger, 
standing tensile specimens or tensile specimens which are only 
interrupted shortly before completion of the component. 

Furthermore, it could be shown how build job interruptions 
affect melt pool sizes or the outward appearance of specimens 
and can be verified. The described mathematical approach to 

calculate changes in layer thickness could be used in the future 
to automatically compensate for job interruptions. Depending 
on temperature change (e.g., tracked by a monitoring system) 
and interruption time, the height of the substrate platform can 
be adjusted before the restart. With such an interruption 
compensation, components could be used in the future, as a 
negative influence on the mechanical properties can be 
minimized. By a strategy, by which parts with interruption 
demonstrably do not bring any disadvantages, the component 
scrap can be minimized considerably in the future and also the 
subsequent use of failure critical components can be 
guaranteed. High personnel, plant time and material costs can 
thus be saved. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 

Keywords: Assembly; Design method; Family identification

1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

Since the microstructure of components made by Laser-based powder bed fusion of metals (PBF-LB/M) is directly affected by the melting and 
solidification, mechanical properties are very sensitive to deviating process conditions. If deviations occur, local defects may remain within the 
microstructure. The impact of isolated defects on the resulting mechanical properties is only poorly understood. Since PBF-LB/M processes are 
increasingly used in industrial applications, fundamental systematic studies on the effects of structural defects on the mechanical properties are 
necessary to ensure quality. Thus, single defined structural defects of different dimensions are reproducibly placed in PBF-LB/M samples and 
used for static-mechanical tests. The results of tensile testing are compared with structural mechanical simulations, which provide insights into 
the prevailing stress and strain distributions. The achieved results show that isolated internal defects have only a minor influence on static strength 
parameters. Particularly with larger defect sizes, the values determined for tensile strength and yield strength showed only minor impairment. 
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1. Introduction 

Laser Powder Bed Fusion (PBF-LB/M) is currently finding 
its way into industrial series production. The resulting 
mechanical properties meet the requirements of industrial 
applications in principle. With regard to the reproducibility of 
quality-relevant component properties, however, more work is 
required, since slight fluctuations in process control or in the 
process boundary conditions can lead to defects during the 
layered build-up of the components [1]. The special feature 
compared to conventional manufacturing processes is that the 
high number and interaction of process parameters and process 
boundary conditions have a decisive influence on the resulting 
component quality. The exact number of quality-decisive 
factors varies in the technical literature: Sehrt [2] names 218 in 
his work, Rehme [3] even names 299. In most PBF-LB/M 
processed materials a certain residual porosity is detectable 

[2,4,5]. The pores can be caused by Lack-of-Fusion (LOF) [1], 
where the layer and track connection is not sufficiently formed 
during melting, or by keyhole welding [1,4-6]. In the latter 
case, the pores have a spherical structure, while a non-spherical 
pore shape can usually be observed with LOF-defects. 
Additionally cracks are another important defect category for 
some alloy systems [7]. Sehrt [2] characterized the anisotropic 
behavior in the static strength of laser-melted components. He 
showed that the tensile strength of specimens made from 
horizontally oriented GP1 (X5CrNiCuNb16-4) cylinders was 
about 8 % higher than that of vertically oriented specimens. 
This is explained by the compound of the individual material 
layers. Niendorf et al. [8] could also demonstrate strong 
texturing and a preferential direction in the microstructure of 
316L stainless steel, which is also expected to cause anisotropic 
mechanical properties. 

In a published round-robin study by Ahjua et al. [9] not only 
the known anisotropy but also a strong variation of the strength 
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Abstract 

Since the microstructure of components made by Laser-based powder bed fusion of metals (PBF-LB/M) is directly affected by the melting and 
solidification, mechanical properties are very sensitive to deviating process conditions. If deviations occur, local defects may remain within the 
microstructure. The impact of isolated defects on the resulting mechanical properties is only poorly understood. Since PBF-LB/M processes are 
increasingly used in industrial applications, fundamental systematic studies on the effects of structural defects on the mechanical properties are 
necessary to ensure quality. Thus, single defined structural defects of different dimensions are reproducibly placed in PBF-LB/M samples and 
used for static-mechanical tests. The results of tensile testing are compared with structural mechanical simulations, which provide insights into 
the prevailing stress and strain distributions. The achieved results show that isolated internal defects have only a minor influence on static strength 
parameters. Particularly with larger defect sizes, the values determined for tensile strength and yield strength showed only minor impairment. 
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1. Introduction 

Laser Powder Bed Fusion (PBF-LB/M) is currently finding 
its way into industrial series production. The resulting 
mechanical properties meet the requirements of industrial 
applications in principle. With regard to the reproducibility of 
quality-relevant component properties, however, more work is 
required, since slight fluctuations in process control or in the 
process boundary conditions can lead to defects during the 
layered build-up of the components [1]. The special feature 
compared to conventional manufacturing processes is that the 
high number and interaction of process parameters and process 
boundary conditions have a decisive influence on the resulting 
component quality. The exact number of quality-decisive 
factors varies in the technical literature: Sehrt [2] names 218 in 
his work, Rehme [3] even names 299. In most PBF-LB/M 
processed materials a certain residual porosity is detectable 

[2,4,5]. The pores can be caused by Lack-of-Fusion (LOF) [1], 
where the layer and track connection is not sufficiently formed 
during melting, or by keyhole welding [1,4-6]. In the latter 
case, the pores have a spherical structure, while a non-spherical 
pore shape can usually be observed with LOF-defects. 
Additionally cracks are another important defect category for 
some alloy systems [7]. Sehrt [2] characterized the anisotropic 
behavior in the static strength of laser-melted components. He 
showed that the tensile strength of specimens made from 
horizontally oriented GP1 (X5CrNiCuNb16-4) cylinders was 
about 8 % higher than that of vertically oriented specimens. 
This is explained by the compound of the individual material 
layers. Niendorf et al. [8] could also demonstrate strong 
texturing and a preferential direction in the microstructure of 
316L stainless steel, which is also expected to cause anisotropic 
mechanical properties. 

In a published round-robin study by Ahjua et al. [9] not only 
the known anisotropy but also a strong variation of the strength 
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properties was determined. A similar observation is given in 
the review article by Bourell et al. [1] for the material Ti6Al4V. 
This shows that the PBF-LB/M process apparently tends to 
form local pores, defects or cracks when fluctuations occur 
during the process, which can in combination with the 
anisotropy of microstructure presumably lead to a strong 
scattering of the mechanical properties. In principle, such 
defects could be detected in-situ by process monitoring systems 
or ex-situ with expensive non-destructive testing like computer 
tomography (CT). Besides the detection of such defects it is 
necessary to be able to describe their influence on mechanical 
properties. Recently some work in this field has been carried 
out. A good overview is given by du Plessis et al. [10]. Here it 
is stated that the impact of small defects (the authors focus on 
pores) are mainly presented to be harmless for quasi-static 
strength properties. Further the authors mention, that the 
impact of larger pores and the variations of pore manifestations 
might be detrimental to the mechanical properties and are not 
well understood. Especially LOF defects on a larger scale 
(> 500 µm) are reported to reduce strength and ductility. 
Studies by Fieres et al. [11] focus on a combination of CT 
measurements, static mechanical testings and mechanical 
simulations to demonstrate that the crack initiation on PBF-
LB/M fabricated parts from AlSi10Mg strongly depends on the 
position of defects. Here CAD models of test specimens 
(standard tensile rod and an aeronautic part geometry) were 
modified by implementing defined pore-like cavities within the 
material volume and the specimens’ surface. Number and size 
of pores were not specified, but vary in three different 
modifications. The implemented information about the 
approximate positions of the pores within the CAD model 
allows to predict the locations were material failure occurs 
during the mechanical testing. This work presents a useful 
approach for application related quality control, but demands a 
hundred percent CT-testing. Furthermore the pore size were in 
the order of millimeters, randomly distributed within the CAD 
volume and allow no systematic insight in the dependence of 
single structural defects on mechanical properties of PBF-
LB/M manufactured materials. Additionally, it is unclear how 
the occurrence of smaller defects within the solidified material 
is process inherently remelted during the layer-wise build-up 
of PBF-LB/M.  

Wang et al. [12] investigated the effect of geometrical 
defects on the surface and in form of voids (pore diameters 
from 0.01 mm to 0.107 mm) on the tensile strength of 
AlSi10Mg components, fabricated by PBF-LB/M. Therefore, 
experimental results of tensile tests were compared with 
uniaxial FEM simulations based on CAD models. The CAD 
data was modelled as a reconstruction of CT images. The 
material parameters for the FEM model were taken from the 
tensile tests, which do not consider the anisotropic behaviour 
of PBF-LB/M manufactured components. It is shown that the 
uniaxial simulation performed with this approach matches the 
experimental results quite accurately, even if the anisotropic 
material behaviour is disregarded. A comparison of the FEM 
simulation with the designed and the reconstructed CAD model 
has shown that process-induced defects decreased the ultimate 
tensile strength, Young’s modulus and yield strength of PBF-
LB/M components. Biswal et al. [13] developed a isotropic 
simulative approach for fatigue life prediction of additive 
manufactured Ti-6Al-4V considering ideal spherical and oblate 
spherical pore geometries with diameters between 45 µm up to 

240 µm. Based on the results of the simulation they concluded 
that the shape and position of voids are more important to the 
mechanical properties than the size. The results were not 
confirmed by real experiments.  

Summarized, the known works mostly focus on pores as 
defects in different numbers and sizes and point out that the 
shape and form of defects plays a crucial role for the resulting 
mechanical properties. One main challenge to systematically 
analyse the effect of structural defects is to categorise and 
measure the dependencies of different defect types and the 
macroscopic mechanical response. Up to now no experimental 
studies on the influence of single isolated structural defects are 
known. For the sake of in-situ monitoring and control of the 
process the impact of single, detectable defects is important to 
derive strategies for in-situ healing by cyclic remelting. This 
contribution aims to generate first insights in this field. 

2. Method  

2.1. LBPF manufacturing and testing of tensile specimen  
 

The investigations presented here were carried out with an 
EOSINT M 270 PBF-LB/M system and the powder material 
GP1 (X5CrNiCuNb16-4), both distributed by eos GmbH. All 
tested specimen were manufactured with the PBF-LB/M 
parameters given in Table 1. 
Table 1. Used PBF-LB/M process parameters 

Laser Power Hatch distance Scanning velocity Layer height  

165 W 0.1 mm 800 mm/s 20 µm 

To clarify the question of the behaviour of single local 
defects during cyclic remelting, defined structural defects in the 
form of cuboid cavities, are placed in the CAD model of a more 
cuboid test specimen (see Fig. 2). The cavities are extruded 
through the CAD model and can therefore be identified on the 
penetrated sample surface by optical inspection. For this 
purpose, an Olympus BX 51 light microscope and Stream 
Essentials software were used. The modified CAD model of the 
cuboid provides an exact description of the position and size of 
the inserted cavity and can therefore serve as a reference for 
optical investigations. The inserted cavities have a rectangular 
shape and are varied in width and height. Width and height of 
the square edges were varied between 0.02 mm and 1 mm in 
steps of different increments (see Table 2).  
Table 2. Parameters of the defined structural defects 

Parameter Description Value range [mm] Increment [mm] 

∆x defect width 
0.02 – 0.1 0.02 

0.2 – 1 0.2 

∆z defect height 0.02 – 1  0.02 

 
To avoid mutual influences of the defects within the 

component structure, a distance of 0.5 mm is maintained 
between the individual defects in x-direction and a distance of 
0.2 mm in z-direction. In addition, an offset in the x- and z-
directions is provided. In order to bring similar thermal loading 
cycles to the test body's upper defects, a material impact of 2 
mm (corresponds to one hundred layers) above the defect is 
provided. All specimen in this work were built with identical 
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process parameters. The defect height z is kept constant for 
each specimen built. The defect width x is varied. For statistical 
verification, each defect geometry is inserted three times. Thus, 
a total of 10 cuboid test objects with 3 x 10 defects are 
examined. The remaining of defects is investigated by light 
microscopy. In this way, the deviations from the original defect 
shape caused by the cyclical re-melting can be determined and 
estimated. This provides information about the possibility of 
healing individual defects by re-melting. 

Based on these findings, a test design for the production of 
defined faulty tensile specimens is created. For these 
investigations only horizontally oriented tensile test specimens 
are built (polar angle 90°). Anisotropy effects are therefore not 
investigated. According to the previous method for placing 
structural defects into PBF-LB/M specimen, defined cavities 
are placed in the middle of the tensile specimens’ CAD model. 
In contrast to the cuboids previously considered, isolated cube-
shaped defects with an varying edge length are now inserted 
into the center of the CAD model. Additionally, to the defined 
faulty tensile rods, reference rods without any structural defects 
were produced and tested in the same way. The placement of 
the samples within the build chamber and the PBF-LB/M 
production is carried out according to VDI 3405-2 [14]. For 
statistical validation, the faulty tensile specimens are set up in 
three identical PBF-LB/M processes. The tensile rods produced 
in this way are machined into the tensile test specimen form 
according to DIN 50125 - B 5 x 25. The tensile tests were 
carried out in accordance with DIN EN ISO 6892-1. In the 
evaluation of the tensile tests, the cross-sectional reductions 
caused by the structural defects introduced were not taken into 
account. The diagrams obtained from the tests thus show the 
technical strain rather than the true strain. It can therefore be 
assumed that the cross-sectional reduction of the faulty samples 
in comparison to the reference sample has led to tendentially 
lower stress curves, which was not considered in the 
evaluations. The determined strength values thus tend to be too 
low and are significantly higher in reality, especially for larger 
defect sizes.  

 
2.2. Quasi static simulation of tensile tests  
  

The uniaxial static mechanical simulation was performed 
using the FEM software ANSYS 19R2. The material 
parameters for the multilinear isotropic solidification model 
were determined within tensile testing of specimen without 
defects (E-Modulus: E = 178 GPa, tensile strength: 
Rm = 956 MPa, yield strength: ReH = 676 MPa). Poison’s ratio 
of 0.3 [11,15] as a common choice for steels and density of 
7,8 g/cm³ [15] were taken from literature to complete the 
model. The known anisotropy of PBF-LB/M components was 
not considered in order to keep model complexity and 
computational time low. In this case the results of the 
simulation are dependent on the building direction of the 
examined tensile rods and can therefore not be transferred to 
other sample orientations. A CAD model of the faulty and the 
reference tensile specimens was created for each simulation 
carried out. Tetrahedron geometries in size of 3 mm were used 
to mesh the model. Starting from the symmetry plane (B), 
where the defects are located, mesh density was enhanced to an 
element size of 0,15 mm with C = 3.5 mm (Fig. 1). In order to 
optimize the calculation time and due to symmetry, only half 

of the symmetrical tension rods were simulated. As in the 
tensile testing, a constant shift (A = 3,36 mm) was applied on 
the thread of the tensile rod in X-direction (see Fig. 1). The shift 
was calculated using the elongation at break which was 
determined in the tensile testing. Thus, the applied 
displacement corresponds to the real movement until failure in 
the tensile test. For the simulation of the equivalent stress and 
the main stress vector the sparse direct solver (SDS) was used. 

Fig. 1. Sectional view along the axis of the simulation model "1.5", A: Shift 
in x-direction, B: symmetry plane, C: Area with adjusted element size 

3. Results  

3.1. Influence of the PBF-LB/M layer build-up on the 
remaining of defined defects  
 

Fig. 2 shows a section of a prepared test body with a defect 
height z = 0.2 mm compared to the underlying CAD model. 
The lower defects, up to a width of x = 0.06 mm, are remelted 
by the further layer structure and are no longer detectable in the 
component structure (not shown in Fig. 2). Only from a width 
of x = 0.1 mm can at least one of the three defects still be 
detected in the microsection. As the width of the defect 
increases, ever larger, contiguous pore structures become 
visible, which, however, are also remelted and closed in partial 
areas. It should also be noted that the previously rectangular 
defect geometry has shrunk as a result of the further layer build-
up and no longer has sharp edges. In all defects, a rounded 
shape forms, which can be seen in the microsection as a single 
pore or as a series of two or more pores, which is comparable 
to known LOF defects. The resulting pore shape is also 
different for defects with the same geometric dimensions. 
Looking at the scale and the marked defect in Fig 2, it is 
noticeable that the visible defect width is only about 60 % of 
the previously applied defect width. 

The light microscopic evaluation of the remaining test 
objects shows that up to a defect height of z = 0.06 mm, no 
remaining porosity can be detected in the microsection. It can 
therefore be assumed that up to 0.06 mm of unmelted material 
can be remelted inherently during PBF-LB/M and solidify to a 
defect-free material composite. 
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Fig. 2. Comparison of a section of the prepared test specimen (left side) with 
the volumetric cavities placed in the CAD model (right side). 

On the basis of the light microscopic images taken, the 
remaining severity of the defects can be qualitatively assessed 
by a system of indicators. Here, the defect characteristic is 
valuated with a number from 1 to 10, where 10 represents the 
highest remaining characteristic and the defect at 1 can no 
longer be recorded optically. This subdivision is shown as a 
false colour representation in Fig. 3 and shows that the 
whereabouts of the defects can be divided into three different 
categories.  

Fig. 3. False colour representation of the severity indicator system used to 
describe the defect remaining as a function of the defect width ∆x and height 

∆z 

The defects are completely healed in the blue area 
(category 1, severity 1 to 3). This is the case for a defect height 
of up to z = 0.06 mm (corresponds to three layers). For larger 
defect heights (up to z ≤ 0.1 mm, corresponds to five layers), 
no impairment of the material compound can be detected up to 
a defect width of x = 0.6 mm. Only when the parameters of the 
defects exceed x = 0.6 mm and z = 0.12 mm they can be 
detected in the light microscope as LOF pores with diameters 
from 5 µm to 20 µm. These are assigned to an indicator range 
of 2 to 5 and are remelted in a transition area (category 2, light 
blue to green area in Fig. 3) such that the resulting defect size 
within the microstructure is significantly smaller than the 
previously introduced geometric defect. If the defect 
parameters continue to increase, larger, contiguous pores in the 
microstructure are recognizable, which deviate from the 
introduced geometric defect by less than 50 % in terms of their 
area and are partially filled with powder. Those kinds of LOF 
defects are assigned to an indicator range greater than 5 
(category 3, yellow to red area in Fig. 3).  

 

3.2. Influence of defect categories on static strength  
 

As described in section 2.1 the influence of isolated defects 
on tensile strength is investigated by placing cube-shaped 
structural defects into the center of cylindrical tensile rods. The 
previously determined error categories are utilized in 4 tensile 
specimens, each with different gradations of the error 
dimensions. For specimen 1 to 4 defect edge length was varied 
from 1.5 mm to 0.75 mm in steps of 0.25 mm (category 3). 
Specimens 5 to 8 contained defects with an edge length of 
0.5 mm to 0.2 mm with an increment of 0.1 mm (category 2). 
For specimens 9 to 12 the smaller defects in the order of 0.1 mm 
to 0.025 mm were applied, providing an increment of 0.025 mm 
(category 1). Fig. 4 shows the determined mean tensile strength 
Rm values as a function of the defect edge length. 

Fig. 4. Determined tensile strength values Rm as a function of the defect edge 
length of the geometric defect inserted in the center. The diagram shows the 
mean values and standard deviations from each of the three test series 

For defect categories 1 and 2 no certain course of the Rm 
value data points can be seen. The values vary between 
915 MPa and 972 MPa, and thus within the value range of 
930 ± 50 MPa specified in the material data sheet [15]. From a 
defect edge length of 0.75 mm, a slight increase in the tensile 
strength values and a simultaneous decrease in the scattering 
can be seen. The spread of the measured values is now between 
6 MPa and 12 MPa. At a defect volume of 1 mm3, the highest 
mean tensile strength value (Rm = 978 MPa) was determined 
for the specimen from the third build process V03. The two 
further samples with a defect volume of 1 mm3 from the build 
processes V02 and V01 also achieve high values for tensile 
strength. Only with the largest defect edge length of 1.5 mm is 
a significant reduction in tensile strength observed, with still 
low standard deviation. However, the values determined here 
remain within the range specified in the material data sheet. 

Fig. 5 presents the upper yield strength values ReH 
determined from the same test series. Since X5CrNiCuNb16-4 
has a pronounced upper and lower yield point, the transition 
from elastic to plastic material behavior can be determined 
using the upper yield point ReH. The results show ReH values in 
the range of 680 MPa with some lower scattering for category 
1 and category 2 samples (edge length between 0.025 mm and 
0.5 mm). With increasing edge length a significant decrease of 
ReH can be observed. The reference value for ReH given in the 
eos datasheet is 586 ± 50 MPa [15]. 
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Fig. 5. Determined upper yield strength values ReH as a function of the defect 
edge length of the geometric defect inserted in the center. The diagram shows 

the mean values and standard deviations from each of the three test series 

Fig. 6. Prepared test specimens from the fracture point of the tensile 
specimens. a) defect with an edge length of 1.5 mm is elongated by the plastic 

deformation and lies within the fracture surface. b) fractur near a defect of 
0.1 mm edge length. 

An examination of the fracture surfaces showed that not all 
samples are torn at the defect. Through a cutting and grinding 
preparation of the fragments it could be shown that especially 
with a defect length greater than 1 mm the fracture occurred 
within the inserted defect (Fig. 6a). In that case the defect zone 
showed strong plastic deformation. For category 1 and 2 
samples are torn in the immediate vicinity of the defect (see 
Fig. 6b). Here most specimen showed a flat or 45° sloped 
fracture surface, which indicates moderate ductile fracture 
behavior. Some specimens of these categories also showed cup 
and cone fracture manifestations. 

 
3.3. Results of the quasi-static simulation of tensile tests 
 
Fig. 7 shows selected results from quasi-static mechanical 

simulations. From top to bottom the respective results of a 
defect length of 0.1 mm, 0.3 mm, 1 mm and 1.5 mm are shown. 
In column a) the calculated von Mises equivalent stress 
distribution is displayed. Here it can be seen that with 
increasing defect size, a stronger notch effect emanates from 
the structural defects introduced, which leads to locally 
increased equivalent stresses in the area of the structural defect. 
The spatial distribution of equivalent stress is highest directly 

next to the inserted defect. Above the defect, respectively in 
tension direction only low equivalent stresses are computed. 

 
a) b) 

Fig. 7. Results from quasi-static mechanical simulation, displayed after a 
defined time of 5.96 s for selected defect edge lengths. a) von Mises 

equivalent stress distribution in the vicinity of the structural defects. b) main 
stress vectors in y- (blue) and z-direction (green) 

Column b) of Fig. 7 shows the computed main stress vectors 
in y- (blue) and z-direction (green). The main stress direction 
was the x-direction in the chosen coordinate system. X-
direction tension vectors are not shown in Fig. 7b for the sake 
of overview. The existence of structural defects in the centre of 
the tension specimens, which is where the highest plastic 
strains and stress components occur during tensile testing, 
causes additional stress components in different directions. 
This phenomena is also known from theory of notch effects.  

4. Discussion  

The presented experimental results from tensile tests show that 
single defined structural defects have only a low impact on Rm 

and ReH. The results of the simulation suggests that the defects 
introduced have an effect on the expression of the stress states.  
During tension load of metal alloys with a distinct upper and 
lower yield strength the materials plastification starts when ReH 

is reached. The fact that ReH does not significantly change for 
increasing edge length of defect categories 1 and 2, but 
decreases for bigger defects (category 3) shows that plastic 
deformation behavior starts at an earlier timestep during the 
tension load for larger isolated LOF deftecs. This might result 
in a deviating plastification process. Tensile specimens without 
structural defects achieve maximum stress and strain 
manifestation values in the center. As the center of the sample 
has a structural defect, stress and strain maxima might be 
shifted to other material regions. According to the FEM results 
the location of the stress and strain load within these regions 

a) 

b) 
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varies in dependence of defect size. For smaller defects 
(< 1 mm) the region of local stress and strain maxima is shifted 
above the defect location and is oriented in 45° direction 
towards the specimens surface (compare row 3 in Fig. 7 and 
Fig. 6 b). For defects with an emergence above an edge length 
of 1 mm stress and strain maxima are extended to the sample 
surface. The FEM studies carried did not consider the real 
defect shape after remelting or inner powder material, so that 
slightly different maxima will appear in reality. Anyway, this 
may induce that material strengthens within the entire cross 
section under high flow stresses with high plastic deformation, 
resulting in a slight increase in the determined tensile strength. 
Furthermore for tensile tests a uniaxial stress state exists until 
necking occurs. At this point, very different strains and stress 
distributions occur within the sample. The increase in plastic 
deformation and the resulting increase in yield stress is 
generally referred to as strain hardening and can be pronounced 
differently depending on the material properties. For PBF-
LB/M materials the strain hardening phenomena are not well 
investigated and may be a crucial requirement for 
understanding the observed values for Rm and ReH. 
Additionally the structural conditions caused by the defined 
defects inside the PBF-LB/M material and the resulting 
complex stress states can provide an explanation for the 
strength values determined. However, the explanation of the 
exact failure mechanisms and the statistically verified 
confirmation of theses first explanation approaches require 
further experimental and numerical investigations, which 
should also examine if the anisotropic material behavior or 
trapped powder material contributes to the plastic deformation 
processes during tension load. 

5. Conclusion 

Metallographic investigations of cuboid PBF-LB/M 
geometries with defined structural defects have shown that 
these are remelted and healed by the cyclic thermal layer build-
up to a height of 0.1 mm. Based on the optical inspection of 
defined faulty cross sections three categories of defects were 
defined. Based on this categorization defined faulty tensile 
specimens were built for each category and tested. The results 
of the tests have shown that the individual geometric defects in 
the tensile specimens do not lead to a drastic reduction in 
tensile strength. The values determined were all within the 
range specified in the material data sheet. In addition, it was 
found that the upper yield strength only decreases for huge 
defects (> 1mm edge length). First explanation approaches for 
these observations were proposed: The determined yield 
strength vales show that plastic material behavior starts earlier 
for structural defects > 1 mm. It is assumed that additionally 
the structural defects inside the specimen significantly 
influence the strain and stress distributions and result in 
complex multi-axial stress states. These may influence 
strengthening mechanisms in the area of uniform elongation 
and exert to affect necking. The combination of those effects 
may be the cause of the resulting strength values. Further 
studies are needed to determine the PBF-LB/M specific strain 
strengthening laws. The mechanical simulation model does not 
consider PBF-LB/M typic anisotropic properties and should 
therefore be improved in future works. A combination of the 

presented methodology with CT-investigations could provide a 
deeper insight into the real geometric manifestation of 
structural defects. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

Recent experiments on laser powder-bed fusion (L-PBF) revealed intensive transport of powder particles in the gas phase and on the surface 
due to a gas flow indicating that it is the key mass-transfer process, understanding of which is important for optimizing and controlling the L-
PBF. In the present work, the width of the so-called denuded zone formed around the fused bead as the result of powder transport is measured 
as function of the powder material and particle size. An original technique is proposed to fix non-consolidated particles on the substrate surface 
to visualize the denuded zone in the cross-section. To understand the influence of the gravity force, two materials of different specific mass are 
compared, cemented carbide and aluminum bronze. A theoretical analysis of inter-particle forces explains the measured dependencies of the 
denuded width versus the particle size. 
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1. Introduction 

Powder-bed additive manufacturing has found industrial 
use. However, detailed physical mechanisms governing the 
process have not been completely understood, which restricts 
our possibilities for optimizing and controlling it. For 
example, in 2007 Yadroitsev et al. [1] first described the 
denudation effect in the interaction of a laser beam with a 
powder bed. Further studies, see [2,3], indicated that the 
denudation is very common in laser powder-bed fusion (L-
PBF). For about a decade, the existing theoretical approaches 
could not explain why the melt pool attracts powder particles 
from the distance of several particle diameters. Over the years, 
it has become clear that spatter formation and two-phase gas-
particle flow above the melt pool are also common in L-PBF 
[4]. In 2016 Matthews et al. [5] observed a motion of powder 
particles toward the melt pool. They supposed that a vapor jet 
emerging from the laser spot induces an entrainment flow in 
the ambient gas, which drags powder particles around the melt 
pool. Such a gas-phase flow can naturally explain both the 
denudation and the spattering [6]. 

Recent experimental and theoretical studies confirm the 
hypothesis of the evaporation-induced gas flow. Zhirnov et al. 
[7] could measure the velocity of powder particles on the 
substrate and estimate the velocity of the vapor jet. 
Podrabinnik et al. [8] used interferometry to visualize the jet. 
Gunenthiram et al. [9] visualized the zone of spatter formation 
and showed how the gas flow captures powder particles. 
Bidare et al. [10,11] comprehensively analyzed the influence 
of L-PBF parameters on spatter transport. Numerical 
simulation of laser evaporation and vapor and ambient gas 
flow at L-PBF [5,8,10,12] gives the flow fields consistent with 
the experimentally observed velocities of particles on the 
substrate [7] and in the gas phase [9-11] and the jet flow 
velocity [7,8]. Gusarov [13,14] found a similarity solution of 
the Navier-Stokes equations for a jet emerging into a half-
space and validated it for the conditions of L-PBF. In 
summary, the above-mentioned works demonstrate the 
importance of the evaporation-induced two-phase gas-particle 
flows in mass transfer in the laser-interaction zone at L-PBF. 

The acquired knowledge indicates that the evaporation-
induced gas flow is not very sensitive to such process 
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parameters as the laser beam power and the scanning speed. A 
slight widening of the denuded zone with the energy density 
was only noticed [1,2]. The experiments in various gas 
atmospheres [10] and at low [5] and high [11] pressure 
revealed a significant impact of the ambient-gas parameters. 
In particular, the denuded zone widens considerably with 
decreasing the ambient pressure [5]. This result seems to be 
paradoxical because the denudation, which is the result of a 
gas flow, increases with the decrease of the gas density. 
However, the similarity law of viscous jet flows explains it. It 
is known that the physical values with the dimension of 
pressure are proportional to [15] 

η2/(ρr2) , (1) 

where η is the dynamic viscosity of the gas, ρ the gas density, 
and r the distance from the jet source. This law is applicable to 
the shear stress arising on the powder bed surface due to the 
ambient gas flow induced by the evaporation jet [13,14] (see 
Fig. 1). Note that the dynamic viscosity of gases is practically 
independent of pressure [16]. Thus, one can obtain from Eq. 
(1) that the shear stress increases with the decrease of pressure 
because density ρ is proportional to the pressure. This is why 
the drag force applied to a powder particle on the top of the 
powder bed increases with decreasing the ambient pressure. 
Therefore, the denudation increases with decreasing the 
pressure too. 

The gravity, Van der Waals adhesion and friction forces 
are the principal ones governing rearrangement in powder 
beds [17]. They normally balance the gas-flow drag force 
applied to the particles on the top of the powder bed. 
According to Eq. (1), the drag force sharply increases with 
approaching to the evaporation spot. At a certain distance, it 
can overcome the sum of the gravity, adhesion, and friction 
forces, which hold particles in their places. This distance 
determines the denuded width. The mentioned inter-particle 
forces depend on the particle size and shape and the material 
density, Hamaker constant, and friction coefficient [18]. Thus, 
the denuded width should depend on the material properties 
and particle granulometry and morphology and can 
characterize the inter-particle forces in the given powder. The 
influence of powder parameters on the denudation in L-PBF 
have not been systematically studied. The present work 
attempts to bridge this gap. The aim is to compare denudation 
for powders with quite different mean particle size and for 
materials with quite different density. 
 

 

Fig. 1. Vapor jet induces an entrainment flow in the ambient gas, which tends 
to drag the top of the powder bed toward the evaporation spot. 

2. Materials and methods 

Table 1 lists two powder materials, aluminum bronze and 
cemented carbide, produced by Oerlikon Metco [19], which 
are chosen for the present study because of a considerable 
difference in density [20]. The different density and chemical 
composition imply a different ratio between the gravity and 
the adhesion forces. Each powder was sieved to obtain a fine 
and a coarse size fractions (see the last column in Table 1). 
Figure 2 shows the four selected powders. According to the 
images, each powder has a narrow size distribution, a high 
content of spherical particles, and a low content of satellites 
and dust. 

Table 1. Powder materials. 

Material Composition, wt% Density,g/cm3 Particle size (µm) 

Bronze Cu 10Al [19] 7.5 [20] Fine:0-20; Coarse:50-63 

WC-Co WC 12Co [19] 14.3 [20] Fine:0-20; Coarse:50-63 

 

 

Fig. 2. Four studied powders of bronze (left) and cemented carbide (right) 
with particle size in the range of 0-20 µm (top) and 50-63 µm (bottom). 

Table 2. Laser processing parameters. 

Wavelength Spot diameter Beam power Scanning speed 

1064 nm 100 µm 170 W 50 mm/s 

 
Substrates of low-carbon steel are covered with 100 µm 

thick powder layers in an L-PBF machine. Laser beam with 
the parameters listed in Table 2 scan the powder/substrate 
sample to obtain separated tracks. The same laser parameters 
and substrate material assure similar thermal conditions in the 
laser/interaction zone and, hence, similar flow field in the gas 
phase. The present work aims to obtain cross sections of the 
single tracks visualizing not only the substrate and the fused 
bead but also the distribution of the non-treated powder over 
the substrate surface. That is why the powder is fixed with hot 
melt glue just after the laser processing. Then, the samples are 
cut to obtain cross-sections. The laser tracks are often non-
uniform in lengths. To gather more objective information, 
several cross-sections of a track are studied. They are prepared 
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by consecutive grinding of the initial sample with the 
increment in depth of around 0.5 mm. The cross-section 
micrographs are taken by an optical microscope. 

3. Results 

Figure 3 shows typical top views of the laser-processed 
samples. One can distinguish the fused bead, the non-treated 
powder, and the bright-contrast substrate visible through the 
denuded zones on the sides of the bead. The fused beads are 
uniform in length while the denuded zones are not. It can be 
explained by highly variable inter-particle forces depending 
on the size and the morphology of particles. Visually, the 
denuded zone of the coarser powder is wider than that of the 
finer powder. However, there are qualitative differences. The 
boundary between the denuded zone and the powder layer is 
sharp for fine powders 0-20 µm and diffuse for coarse 
powders 50-63 µm. The coarse powder can rearrange due to 
the gravity force after removal of its portion by the gas flow. 
This is why it is better to speak about the volume of the 
removed powder but not about the denuded width. Figure 4 
shows the cross sections of the laser-processed samples, which 
visualize the volume of removed powder. 
 

 

Fig. 3. Top views of the tracks obtained with powders of bronze (left) and 
cemented carbide (right) with the particle size indicated on the left. 

To analyze the cross sections, they are divided into small 
vertical bands as shown in Fig. 5. Figure 6 shows the number 
of powder particles n (left axis) in every band as function of 
the lateral coordinate y. The linear number density of particles 
ν (right axis in Fig. 6) is calculated as the number of particles 
per unit length in the lateral direction. The obtained profile 
ν(y) quantifies powder redistribution around the laser track. In 
particular, the profile shown in Fig. 6 confirms that the 
denuded zone has no well-defined boundaries in the 
considered case of 50-63 µm WC-Co powder. The particle 
density gradually changes in the interval 0.5 mm < |y| < 1 mm. 
No powder redistribution is observed at |y| > 1 mm. The mean 
particle density in this domain ν0 estimates the density of the 
powder layer before laser processing. For example, a value ν0 

= 42.5 mm-1 is obtained from the data of Fig. 6. One can 
estimate the number of removed particles N as integral 

0( )N dyν ν= −∫  , (2) 

over the interval including the domain disturbed by laser 
processing, -1 mm < y <1 mm in the considered case. 
 

 

Fig. 4. Cross sections of the laser track visualizing the substrate, the fused 
bead, the denuded zone, and the non-treated powder. 

 

Fig. 5. Vertical grid superposed on the cross section of a laser-processed 
sample with 50-63 µm WC-Co powder. The grid step is 100 µm. 

 

Fig. 6. Lateral profile of powder: number of particles in a 100 µm band n and 
linear number density ν. 

Note that the introduced number of removed particles N 
depends not only on the impact of the laser processing but also 
on the powder layer thickness and the particle size. To exclude 
the influence of the two latter factors, we define the effective 
denuded width as 

w = N/ν0 . (3) 

It would be the distance between the opposite boundaries of 
the denuded zone if they were sharp. This definition does not 
distinguish the denuded domains on the left of the fused bead 
and on the right of it (see Fig. 3). The denuded width is 
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measured from the left boundary of the left domain to the right 
boundary of the right one over the fused bead. Table 3 lists the 
results of the analysis for the four studied powders. The 
denuded width is calculated for 6-7 different cross-sections of 
laser-processed sample. The last two rows of Table 3 show the 
mean width and its mean-squared deviation for each powder. 
Figure 7 plots the denuded width versus the particle size. For 
bronze powder, the observed variation of the width with the 
particle size is within the confidence interval of a 
measurement (see the vertical bars in Fig. 7). For WC-Co 
powder, denuded width confidently increases with the particle 
size.  

Table 3. Effective denuded width, w (µm). 

Number of  
cross section 

Bronze 
0-20 µm 

Bronze 
50-63 µm 

WC-Co 
0-20 µm 

WC-Co 
50-63 µm 

1  402 657 529 771 

2  702 800 610 814 

3  771 608 680 1088 

4  475 645 792 1042 

5  736 843 617 1005 

6  749 719 540 800 

7  - 684 677 - 

Mean  639 708 635 920 

Mean squared error  159 86 91 140 

 

 

Fig. 7. Measured denuded width versus particle size for WC-Co (black) and 
bronze (green) powders. Vertical bars show the mean square deviation. 

4. Discussion 

Consider forces applied to a spherical powder particle on a 
substrate as shown in Fig. 8. This idealized sketch neglects the 
interactions of a particle with other particles of the powder 
bed. Such interactions are similar to the interaction of a 
particle with the substrate. Therefore, this approach is useful 
to understand the force balance. The gravity force is 

3

6g p
dF g πρ=  , 

(4) 

where g is the gravity acceleration, ρp the mass density of 
particle material, and d the particle diameter. The adhesion 
force is [21] 

212a
AdF
ε

=  , 
(5) 

where A is the Hamaker constant and ε the gap between the 
sphere and the substrate. Both the gravity and the adhesion 

forces are directed downwards (see Fig. 8). The normal 
reaction force balances their sum. 
 

 

Fig. 8. Forces applied to a powder particle at L-PBF. 

The drag force arises due to the entrainment flow of the 
gas toward the evaporation spot (see Fig. 8). It is estimated as 
the projected area of the particle πd2/4 multiplied by the shear 
stress τ on the substrate surface due to the gas flow, 

2

4d
dF πτ=  . 

 

(6) 

The drag force is directed toward the evaporation spot and 
balances the friction force (see Fig. 8). The shear stress on the 
surface is given by the similarity solution for a point-source 
jet emerging into a half space [13,14] as 

2

2c
r

ητ
ρ

=  , 
 

(7) 

where η is the dynamic viscosity of the gas, ρ the gas density, 
r the distance between the evaporation spot and the particle, 
and c the dimensionless constant of the similarity solution, 
which increases from zero to its limit value c0 ≈15.2894 when 
the Reynolds number Re of the vapor jet increases from zero 
to infinity [13]. 

The Reynolds number of the vapor jet in L-PBF is of the 
order of Re = 103 or greater [5-7]. At such high values of Re, 
constant c is very close to its maximum possible value c0, the 
deviation being estimated as [13] 

0 2

2450
Re

c c− =  . 
 

(8) 

If the energy density increases at L-PBF, evaporation 
becomes more intensive and the Reynolds number can 
considerably increase. However according to Eqs. (6)-(8), the 
drag force remains practically constant around its limit value. 
The issue is that with the increase of the jet Reynolds number, 
the entrainment flow saturates [22]. It was experimentally 
proven [23]. That is why the stress on the surface saturates 
too. The saturation of the entrainment flow explains, in 
particular, why the denudation is not sensitive to the laser 
power and the scanning speed in L-PBF. A slow widening of 
the denuded zone with the power density observed [1,2] is 
rather due to the widening of the evaporation spot. 
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For the saturated entrainment flow, combining Eqs. (6)-(8) 
gives the drag force independent on the process parameters, 

2 2

0 2 4d
dF c

r
η π
ρ

=  . 
 

(9) 

This equation shows that the drag force sharply increases with 
approaching to the evaporation spot. At a certain distance r, 
the drag force becomes greater than the combined friction and 
rolling resistance force Ffr that holds the particle on its place. 
The gas flow removes all particles within this critical 
distance, which determines the denuded width. 

The considerable redistribution of the coarse powder 
particles over the denuded zone shown in Fig. 3 suggests that 
they can roll under the convective forces. In the combined 
translational/rotational motion, one should account for both 
the sliding friction and the rolling resistance. The both 
components are proportional to the normal force while the 
rolling resistance coefficient can be much less than the sliding 
friction coefficient [24]. The maximum force holding the 
particle on its place is a fraction of the normal force, 

Ffr = µ(Fg + Fa) , (10) 

where µ is the effective coefficient taking a value somewhere 
between the rolling resistance and sliding friction coefficients. 
Therefore, the balance equation Fd = Ffr to find the critical 
value of r becomes  

Fd = µ(Fg + Fa) . (11) 

Note that the adhesion force Fa, Eq. (5), is proportional to the 
particle diameter d, the drag force Fd, Eq. (9), is proportional 
to the particle diameter squared d2, and the gravity force Fg, 
Eq. (9), is proportional to the particle diameter cubed d3. 
Therefore, at small d, the gravity force is negligible in Eq. 
(11), and the critical distance r is essentially determined by 
the balance between the drag force and the adhesive force. At 
great d the adhesive force is negligible in Eq. (11), and the 
critical distance r is essentially determined by the balance 
between the drag force and the gravity force. 

One can obtain from Eq. (11) that for fine powders with 
small d, the critical distance in the denuded zone r is 

2 2
2 03

c
r d

A
η επ

µ ρ
=  . 

 

(12) 

Similarly, for coarse powders with great d, 
2

2 03 1
2 p

c
r

g d
η

µ ρρ
=  . 

 

(13) 

Thus, the critical distance r increases proportional to the 
square root of d at small d and decreases inversely 
proportional to the square root of d at great d. One can 
suppose that it attains maximum at intermediate values of d 
where the adhesive force is comparable with the gravity force. 
In the framework of the point-source similarity approach, the 
experimentally measured denuded width w is estimated as 
double critical distance r. However, the evaporation spot size 
can be not negligible in L-PBF. The comparison of the 
similarity point-source approach with numerical calculations 

for finite-size evaporation spot [14] indicates that in the latter 
case Eq. (7) is still applicable but distance r in Eq. is rather 
the distance from the border of the evaporation spot. In view 
of the above, Fig. 9 presents the structure of the denuded 
zone. According to this structure, the denuded width is 

w = S +2r , (14) 

where S is the evaporation spot diameter. Term S contributes 
to the dependence of the denuded width on the laser power 
and scanning speed. The critical distance r is essentially 
independent of the laser parameters but depends on the 
particle size d and the parameters of inter-particle interaction 
according to Eqs. (9) and (10). 
 

 

Fig. 9. Denudation zone structure: evaporation spot diameter S, critical 
distance r, and denuded width w. 

The experimentally observed widening of the denuded 
width with the particle size for WC-Co (see Fig. 7) 
qualitatively corresponds to Eq. (12) obtained in assumption 
that the gravity force is considerably lower than the adhesive 
force. Therefore, one can conclude that in the studied WC-Co 
powders the adhesive force is more important than the gravity 
one. No clear dependence of the denuded width versus the 
particle size is found for the bronze powder (see Fig. 7). 
According to the above theoretical consideration, this may 
indicate that the adhesive force is comparable with the gravity 
force in the considered bronze powders. The accomplished 
experimental study of the denudation and the theoretical 
analysis reveals the contribution of various inter-particle 
forces and the influence of the particle size and material 
parameters. The measurement and the theoretical prediction 
of the denuded width are useful to quantify the transport of 
powder particles by the gas flow, which considerably 
contributes to the mass transfer in the laser-interaction zone at 
L-PBF. Understanding of such basic physical processes is 
necessary for optimising L-PBF and adaptation of the 
processing parameters for specific powder materials.  

5. Conclusions 

An original metallographic technique is developed to 
measure the distribution of powder in the cross section of a 
single track. Transversal profiles of powder density are 
obtained for the fine and coarse powders of two materials, 
aluminium bronze and WC-Co cemented carbide. The 
effective denuded width is calculated from these profiles. The 
denuded width increases with the particle size for the WC-Co 
powders. No confident variation of the denuded width with 
the particle size is observed for the bronze powders. 



 R.S. Khmyrov  et al. / Procedia CIRP 94 (2020) 194–199 199
6 R. S. Khmyrov et. al / Procedia CIRP 00 (2020) 000–000 

The balance of forces applied to a powder particle is 
theoretically analyzed. The gravity, adhesion, drag, sliding 
friction, and rolling resistance forces are considered. The drag 
force due to the entrainment flow of a vapor jet is calculated 
by means of a similarity solution for a jet emerging into a half 
space. The theory reveals two limit regimes for the influence 
of the particle size on the denuded width: the denuded width 
increases with the particle size for finer powders and 
decreases for coarser powders. The experimentally observed 
behavior of the WC powders corresponds to the former case 
where the adhesion force is considerably greater than the 
gravity one. The observed behavior of the bronze powders 
may indicate that the adhesive force is comparable with the 
gravity one. 

The measurement and the theoretical prediction of the 
denuded width quantify the transfer of powder particles by the 
gas flow. This transfer considerably contributes to the overall 
mass transfer in the laser-interaction zone at L-PBF. 
Understanding of such a basic physical process is useful to 
choose the processing regimes for specific powders and to 
optimize the technology.  
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

Laser powder bed fusion has proven to be an effective additive manufacturing technology for the manufacture of complex metal components. 
However, the local thermal history associated with Gaussian beam, raster scan processes produces heterogeneous and spatially non-uniform 
microstructures that differ from those produced from conventional manufacturing and often lack optimized mechanical properties.  Steep 
thermal gradients and high cooling rates produce large thermal strains driving residual stress fields that can negatively affect the dimensional 
accuracy of the as-built component.  Here, we present experimental and simulation methods for controlling microstructure and residual stress 
through tailored laser beam profiles.  Elliptical and Bessel beam profiles are shown to produce more equiaxed microstructures as compared to 
those of Gaussian beams, while distributed diode-based illumination profiles allow for reduced residual stresses.  These experimental results are 
supported by high-fidelity powder-scale simulation models coupled to the cellular automata and thermomechanical models that account for 
macroscale residual stress. 
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1. Introduction

Control of local thermal histories in laser powder bed 
fusion that dictate microstructure, phase fraction, 
morphology, and residual stress begins with understanding 
the laser energy coupling mechanisms involved. The 
steep thermal gradients (~107 K/m) and fast scanning 
speeds (~1 m/s) involved lead to rapid solidification, 
large thermal stresses, and significant surface roughness 
due to the parasitic behavior of loose powder particles 
under the action of evaporation-induced gas flow. 
Although typical laser powder bed fusion (LPBF) systems 
use circular Gaussian intensity profiles operated in 
continuous mode, we have recently shown that simple 
modifications (i.e., an elliptical beam, multiple lasers) can 
result in significant changes in the microstructure and stress 
state of LPBF material [1,2]. While encouraging, the 
exact mechanisms involved were not completely 
understood. The work presented here seeks to expand this 

initial effort to understand the physics of local beam 
shapingfor micro-structural control, while exploring 
longer-scale (~mm to cm) photonic sources that can result 
in distributed, low-gradient heating. Surface morphology 
can be affected by the spatial distribution of la-ser energy, 
for example, through hatch spacing optimization and 
remelting [3]; temporal formatting, however, has been 
shown to be more decisive in enabling so-called “micro-
SLM” or micron-scale LPBF [4,5]. To fully optimize the 
LPBF process it is necessary to develop a deeper 
understanding of the mechanisms involved in pulsed-format 
LPBF in order to push the limits of low surface 
roughness, which will enable yet finer-scale (~µm) features 
to be created while controlling microstructure. Other 
temporally-driven approaches have involved the use of 
laser shock peening to impart mechanical work and tune 
the local strain field in situ with the goal of producing 
optimized-stress-state materials with unique properties. In 
the currently work however we focus on spatially 
modifying the laser energy to 
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1. Introduction

Control of local thermal histories in laser powder bed 
fusion that dictate microstructure, phase fraction, 
morphology, and residual stress begins with understanding 
the laser energy coupling mechanisms involved. The 
steep thermal gradients (~107 K/m) and fast scanning 
speeds (~1 m/s) involved lead to rapid solidification, 
large thermal stresses, and significant surface roughness 
due to the parasitic behavior of loose powder particles 
under the action of evaporation-induced gas flow. 
Although typical laser powder bed fusion (LPBF) systems 
use circular Gaussian intensity profiles operated in 
continuous mode, we have recently shown that simple 
modifications (i.e., an elliptical beam, multiple lasers) can 
result in significant changes in the microstructure and stress 
state of LPBF material [1,2]. While encouraging, the 
exact mechanisms involved were not completely 
understood. The work presented here seeks to expand this 

initial effort to understand the physics of local beam 
shapingfor micro-structural control, while exploring 
longer-scale (~mm to cm) photonic sources that can result 
in distributed, low-gradient heating. Surface morphology 
can be affected by the spatial distribution of la-ser energy, 
for example, through hatch spacing optimization and 
remelting [3]; temporal formatting, however, has been 
shown to be more decisive in enabling so-called “micro-
SLM” or micron-scale LPBF [4,5]. To fully optimize the 
LPBF process it is necessary to develop a deeper 
understanding of the mechanisms involved in pulsed-format 
LPBF in order to push the limits of low surface 
roughness, which will enable yet finer-scale (~µm) features 
to be created while controlling microstructure. Other 
temporally-driven approaches have involved the use of 
laser shock peening to impart mechanical work and tune 
the local strain field in situ with the goal of producing 
optimized-stress-state materials with unique properties. In 
the currently work however we focus on spatially 
modifying the laser energy to 
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demonstrate microstructure, morphological, and stress state 
control of steel alloys and compare with simulated predictions 
for optimization of parameters. Furthermore, tuning the alloy 
composition in addition to modifying the laser source presents 
an opportunity to harness the full potential of LPBF 
technologies.  In summary, we will present efforts to: 

• Tailor photonic sources, guided by thermal measurements
and modelling (custom beam shaping for controlled
energy deposition profiles)

• Demonstrate spatial modulation for modification of
thermal gradients, solidification rates, and cooling rates
to control macro- and microstructure

• Employ multiple laser beam sources or distributed
photonic sources (e.g., optically address-able light valves
with kW-scale diode lasers)

• Optimize laser beam formats for specific alloy sets and
part geometries to improve AM part performance and
leverage topology optimization tools

Figure 1 displays the conceptual idea of co-designing energy 
sources and alloy composition to achieve tailored materials.  

Fig. 1. Conceptual schematic describing the tuning of additively 
manufactured material properties using designer light sources and new alloys. 

To demonstrate microstructure, morphological, and stress 
state control of alloys through spatial formatting of incident 
laser energy in LPBF processes we describe both local beam 
shaping and dual laser approaches. We characterize the 
microstructures produced by non-Gaussian laser intensity 
profiles at different length scales (tens of µm to ~cm scale), 
laser powers, and scan speeds. Analyses of our experimental 
results will be accompanied by finite element modeling 
(ALE3D). To date, demonstration of microstructure control in 
metal AM has been somewhat limited to electron beam 
melting [6,7]. For example, control of the solidification 
texture in an Inconel 718 alloy during electron beam additive 
manufacturing was demonstrated by developing a customized 
melt scanning strategy guided by numerical predictions of the 
fraction of equiaxed grain formation as a function of electron 
beam spatial distributions [7]. Localized tailoring of 
microstructure in LPBF using “complex” laser beams was 
recently demonstrated by Huang et al. using an “optical 
engine” comprised of a focused Gaussian beam and a 
rectangular, lower-intensity beam [8]. However, material 

ductility was increased at the expense of strength and a clear 
connection with thermal histories was not shown. 

Our goal is to locally tune laser beam shape using simple 
optics such as anamorphic prism pairs and polarization 
multiplexers of dual beams to control microstructure, building 
on initial work our group has performed [2]. Large-scale, 
distributed laser sources will also be used, with our 
demonstrated diode-based additive manufacturing system [9] 
providing a convenient means to extend irradiation over ~mm 
to ~cm scales. Similar “direct diode” approaches were recently 
demonstrated by the Mumtaz group at Sheffield University 
[10]. 

Nomenclature 

P laser power [W]  
v scan speed [mm/s] 
H hatch spacing [µm] 
λ wavelength [nm]  
Q volumetric energy density [J/mm3] 

2. Materials & Methods

LPBF experiments were completed using 316L stainless
steel powder (Concept Laser) on 316L stainless steel 
substrates (McMaster-Carr).  Prior to use, the ~27-μm 
powders were vacuum dried at 623 K and stored in a 
desiccator thereafter.  The surfaces of build substrates were 
bead blasted prior to use in the experiments.   

2.1. Microstructure control using spatially-shaped laser 
beams 

An Aconity Lab system (Aconity3D, Germany) was used 
to build 1-cm3 test cubes of 316L stainless steel from powder 
(Additive Metal Alloys, Ohio) in an Ar atmosphere.  An 
elliptical beam (1/e2 diameters = 110 μm x 474 μm) was 
formed using cylindrical lenses and was scanned along the 
direction of its minor axis for all experiments presented here.  
In this configuration, we refer to the beam as a transverse 
elliptical (TE) beam, as opposed to a longitudinal elliptical 
(LE) beam which is scanned along the direction of its major 
axis.  For comparison, cubes were also built using a defocused 
circular Gaussian (CG) beam (1/e2 diameter = 228 μm) of 
approximately equivalent area.  Laser power (𝑃𝑃𝑃𝑃) was varied 
from 150 to 400 W, and volumetric energy density (Q) was 
varied from 80 to 380 J/mm3.  Volumetric energy density is 
reported as Q=P/(vtw) where P is laser power, v is scan speed, 
t is powder layer thickness and w is 1/e2 laser beam diameter. 
For elliptical beams, the laser beam diameter is taken as the 
geometric average of major and minor axes. 

A powder layer thickness (𝑡𝑡𝑡𝑡) of 50 µm and a hatch spacing 
(𝐻𝐻𝐻𝐻) of 100 µm were initially selected for 0.5-cm test cubes.  In 
the experiments, which duplicated parameters used in our 
single-track study [2], metallographic examination indicated 
that at P < 350 W and Q < 260 J/mm3, the average vertical 
spacing between fusion boundaries is much smaller than the 
powder layer thickness for samples built using an elliptical 
beam, especially compared to those built using a Gaussian 
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beam (𝐿𝐿𝐿𝐿𝑧𝑧𝑧𝑧 =26.6-45.4 µm).  These low melt depths correlate to 
low sample densities, indicating a need to use higher laser 
powers and lower speeds to achieve consistent layer 
remelting.   

2.2. Residual stress reduction through in situ diode laser 
annealing 

The experimental setup for the residual stress reduction 
experiments is described in [1]. To build simple bridge 
samples that can be cut to evaluate stress through deflection, 
four semiconductor laser diodes (λ=1000 nm, 1.25 kW) are 
focused and combined into a spatial homogenizer. The 
intensity profile masked with two distinct patterns using 2 mm 
thick aluminum apertures for building (1) the bridge supports 
and (2) the bridge top (i.e., supports + overhang). The diode 
light is then reflected from a dichroic mirror onto the build-
plate.  Illumination from a second, focused scanning laser 
(IPG Photonics, λ=1070 nm, 1 kW) passes through the 
dichroic to be coincident with the diode light.  The diode 
power could be controlled in any arbitrary temporal profile 
desired, up to a total of 5 kW. A maximum of 1.2 kW was 
used in this work and the masks transmitted 18 and 27% of the 
power to the build surface.  

The bridges were 5 mm tall, 20 mm long and 11 mm wide 
on build plates that were 25.4 mm in diameter and 6.35 mm 
thick. The bridge overhang section was nominally 1.5 mm 
thick (30 layers). The hatch spacing for the focused laser was 
100 μm with a 50 μm layer thickness. The focused beam 1/e2 
diameter was 80 μm. Maximum density was achieved using a 
scan speed of 278 mm/s. The zigzag scan strategy was rotated 
90° between layers, with the scanning vectors angled 45° with 
respect to the long axis the bridge. 

For the bridges that were annealed in situ, the diodes 
illuminated the bridge before or after the focused melting laser 
finished its scan. Each layer was illuminated with the diode, 
except for the first five layers of the bridge overhang sections 
to avoid dross formation on the down-facing surface. The 
maximum diode powers used for bridges subjected to in situ 
annealing were: 400, 800, 1000, and 1200 W. The masks used 
for (1) the bridge supports and for (2) the bridge top (i.e., 
supports + overhang) let through 18% and 27%, respectively, 
of the maximum power. 

2.3. Beam shaping simulations 

Several different beam shapes were simulated in single-
track configurations.  Details of the ALE3D code and the 
316L material properties used in the simulations are published 
elsewhere [11,12].  Briefly, the simulation used the actual 
particle size distribution, and random particle packing (40 % 
density) was modeled using the ALE3D utility code, 
ParticlePack.  A laser ray tracing algorithm was used to 
simulate laser interaction with the powder bed.  The three-
dimensional model was addressed using a hybrid finite 
element and finite volume formulation on an unstructured 
grid.  Simulations were run using each beam shape at Size S 
for P = 550 W.  To conserve computational time, the scan 
velocity was set at 1800 mm/s, resulting in an energy density 

of 61 J/mm3.  This energy density is slightly lower than the 
minimum value used in the experiments (80 J/mm3), and for 
the sake of drawing qualitative connections to the experiment 
about beam shape effects does not affect our conclusions. 

3. Results and Discussion

3.1. Microstructure control using spatially-shaped laser 
beams 

When comparing the Gaussian and Elliptical beams, higher 
power and energy densities were found necessary for full 
densification when an elliptical beam is used compared to 
when a Gaussian beam is used.  Cubes built using an elliptical 
beam at a hatch spacing H=100 µm did not demonstrate the 
prototypical “scalloped” fusion boundary patterns found in 
LPBF metals.  Instead, the layers appeared thin and 
continuous in the 𝑥𝑥𝑥𝑥  and 𝑦𝑦𝑦𝑦  lateral directions, where 𝑧𝑧𝑧𝑧  is the 
build direction (BD).  This suggests that, in a single plane, 
each new track is deposited before its immediately preceding 
neighbor has fully solidified.  This effect is lessened with 
increasing part size, increasing scanning speed (or increasing 
solidification rate), and increasing hatch spacing.  In contrast, 
cubes built using a Gaussian beam demonstrated fusion zone 
dimensions that directly reflect the hatch spacing and laser 
power used.   

Fig. 2. Melt pool morphology for LPBF 316L steel produced using (a) 
Gaussian and (b) elliptical laser beams. The build direction is along the 

vertical direction from bottom to top of the figures. The scan direction is 
roughly out of the plane of the image with no cross hatching.  The elliptical 

beam resulted in shallower melt depths, and consequently, a higher density of 
fusion boundaries. 

It was also observed that, as with the single track study [2] 
previously reported, the microstructure of the elliptical beam 
samples was notably refined and more equiaxed as compared 
to the Gaussian beam samples, consistent with lower thermal 
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gradients predicted by the finite element simulations reported 
previously [13] and also shown below.  Further details of the 
microstructure arising from full builds using elliptical beams 
will be reported in a forthcoming publication.  

3.2. Residual stress reduction through in situ diode laser 
annealing 

Results of several different in situ annealing treatments are 
shown in Fig. 3.  The residual stress in test bridges built with 
in situ diode annealing are reduced above a critical 
temperature, while no changes were noticed for insufficiently 
high diode power input. The critical temperature was found to 
be above 625 °C. These findings correlate well with the yield 
stress of austenitic stainless steels, which decreases sharply 
above this temperature.  Along with 5 or 10 s ramp-down in 
laser diode energy at the end of each layer, a pre-heat step was 
also performed.  As reported in [1], the pre-heat step was not 
very effective and could be dropped from the treatment to 
save processing time. 

Fig. 3. Reduction of residual stress in 316L steel bridges printed using in situ 
diode laser annealing. Samples were exposed to a ramp down in diode laser 

energy with or without an initial pre-heating step. 

The results suggest that a significant reduction in residual 
stress is possible by simply reaching the desired temperature. 
While diode annealing was applied to nearly every layer in 
this study, less frequent in situ annealing steps could be 
comparably effective.  In this study we wanted to ensure the 
entire volume of material reached the desired temperature but 
the frequency of the in situ anneal could be reduced to skip 
multiple layers, given that the desired temperature could be 
still be reached in unannealed underlying layers (a 
temperature drop into previous layers is unavoidable). The 
power ramp-down rate could be optimized. A faster cooling 
rate could still achieve lowered residual stress, but there could 
be a critical point at which increasing the cooling rate would 
introduce new thermal stresses and thus become the 
controlling factor in the final residual stress state.  

3.3. Beam shaping simulations 

Modelling laser-material interactions using LLNL’s 
ALE3D code allowed beam shape effects on track macro- and 
microstructures to be further investigated.  Details of the 
simulation can be found in [13]. The simulated thermal 
profiles and histories can then be combined with cellular 

automata [14] which is beyond the scope of the present work. 
Melt track simulations for five different beam shapes – 
Gaussian, Elliptical (transverse, longitudinal), annular and 
Bessel – are shown in Fig. 4 and indicate a wide variety of 
melt pool response and temperature fields.  For example, as 
compared to the standard Gaussian beam, the transverse 
elliptical and annular beams have much wider melt pools 
which lead to shallower temperature gradients.  The Bessel 
beam showed similarly shallow melt pools but owing to the 
sharp central peak in the profile, the temperature distribution 
was more confined along the surface.  The longitudinal 
elliptical beam had only a modest affect on the melt pool 
shape and was found to also affect the grain structure 
moderately in our previous study [2].      

Fig. 4. Finite element simulations using ALE3D.  The domain size for the 
simulations was 250×250×750 µm3.  Gaussian (a), transverse elliptical (b), 
longitudinal (c), annular (d) and Bessel (e) beams were simulated using a 
mean beam diameter of 100 µm and laser power P = 550 W.  To conserve 
computational time, the scan velocity was set at 1800 mm/s. The pseudo-
colors correspond to temperature linearly, where red is 3200 K and blue is 

room temperature. 



204 M.J. Matthews  et al. / Procedia CIRP 94 (2020) 200–204
M. J. Matthews / Procedia CIRP 00 (2020) 000–000  5 

Conclusions 

In conclusion, we present here novel process laser 
modifications to enhance the microstructure and stress 
properties and processability of AM metals. The effects of 
Gaussian and tailored laser intensity profiles on single-track 
microstructures were investigated using finite element 
simulations.  Beam ellipticity demonstrated a strong effect on 
solidification microstructure in full 3D builds.  These results 
indicate that grain morphology can be tailored by varying 
beam intensity spatial profile with the potential to optimize 
final mechanical properties. Finally, residual stress was shown 
to be reduced when employing a multiple laser solution with 
an in situ diode laser as the second laser.  These approaches, 
guided by simulation, show promise in accelerating 
acceptance of additively manufactured parts and improving 
overall design flexibility and part performance. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 

Keywords: Assembly; Design method; Family identification

1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

Zr-based bulk metallic glasses offer a unique combination of hardness, high strength, and high elastic limits. Yet, manufacturable size and 
complexity are limited due to the required cooling rates. Short laser-material interaction times together with layer-wise and selective energy input 
allows the laser powder bed fusion process to largely overcome those restrictions. Still, the complex process-material interactions inhere numerous 
uncertainties. In the present work, additively manufactured Zr-based bulk metallic glasses produced under three different process gases are 
investigated by calorimetry, x-ray diffraction, and bending tests. A strong dependence between the thermophysical properties, flexural strength, 
and the applied atmosphere is found. 
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1. Introduction 

Additive manufacturing is steadily emerging as a production 
method in the recent decade. Among the different techniques, 
the powder bed fusion of metals using a laser beam (PBF-
LB/M) established as the most promising process for the 
efficient fabrication of highly complex and customized shapes. 
The design freedom is especially desirable in the medical, 
automotive, and aerospace industries, driving PBF-LB/M-
manufactured components to series production [1, 2]. Such 
applications often demand advanced material performance. 
Apart from new geometrical possibilities, the layer-wise build-
up process combined with highly dynamic laser exposure 
favors the creation of non-equilibrium microstructures, hence 
creating further potential for functional parts and material 
design [3, 4]. In this context, the PBF-LB/M process 
inaugurates new opportunities in the fabrication of bulk 
metallic glasses (BMGs). High cooling rates between 

104-106 K/s combined with the layer-wise energy input allows 
for largely suppressed crystallization and thus surpasses the 
current possibilities given by casting methods [5–7]. The 
amorphous microstructure of Zr-based BMGs leads to high 
strength, elastic limits of 2 % or more, and high corrosion 
resistance [8]. Furthermore, the isotropic and homogenous 
mechanical properties of BMGs are especially desirable for 
additively manufactured parts [9]. However, the PBF-LB/M 
process is featured by complex multi-physical laser-material 
interactions. Respectively, the processing of BMGs inheres 
additional challenges, since not only lack of fusion but also 
crystallization must be prevented through a careful parameter 
selection to retain the aspired mechanical properties of BMGs 
[6, 10, 11]. The crystallization of Zr-based BMGs during PBF-
LB/M is strongly related to increased energy inputs applied by 
the process parameters. The detrimental phase formations not 
only consist of primary crystalline phases such as Zr2Cu but 
also oxide phases [11, 12]. Oxygen impurities, therefore, play a 
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1. Introduction 

Additive manufacturing is steadily emerging as a production 
method in the recent decade. Among the different techniques, 
the powder bed fusion of metals using a laser beam (PBF-
LB/M) established as the most promising process for the 
efficient fabrication of highly complex and customized shapes. 
The design freedom is especially desirable in the medical, 
automotive, and aerospace industries, driving PBF-LB/M-
manufactured components to series production [1, 2]. Such 
applications often demand advanced material performance. 
Apart from new geometrical possibilities, the layer-wise build-
up process combined with highly dynamic laser exposure 
favors the creation of non-equilibrium microstructures, hence 
creating further potential for functional parts and material 
design [3, 4]. In this context, the PBF-LB/M process 
inaugurates new opportunities in the fabrication of bulk 
metallic glasses (BMGs). High cooling rates between 

104-106 K/s combined with the layer-wise energy input allows 
for largely suppressed crystallization and thus surpasses the 
current possibilities given by casting methods [5–7]. The 
amorphous microstructure of Zr-based BMGs leads to high 
strength, elastic limits of 2 % or more, and high corrosion 
resistance [8]. Furthermore, the isotropic and homogenous 
mechanical properties of BMGs are especially desirable for 
additively manufactured parts [9]. However, the PBF-LB/M 
process is featured by complex multi-physical laser-material 
interactions. Respectively, the processing of BMGs inheres 
additional challenges, since not only lack of fusion but also 
crystallization must be prevented through a careful parameter 
selection to retain the aspired mechanical properties of BMGs 
[6, 10, 11]. The crystallization of Zr-based BMGs during PBF-
LB/M is strongly related to increased energy inputs applied by 
the process parameters. The detrimental phase formations not 
only consist of primary crystalline phases such as Zr2Cu but 
also oxide phases [11, 12]. Oxygen impurities, therefore, play a 
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crucial role for the glass-forming ability (GFA) of Zr-based 
BMGs regarding PBF-LB/M. Bordeenithikasem et al. for 
instance report in [13] that crystallization, and hence the 
resulting mechanical properties, are strongly affected by the 
oxygen content within the fabricated material. Further, Pacheco 
et al. investigated the thermal stability of PBF-LB/M 
manufactured AMZ4 and observed the formation of 
nanocrystalline oxides [12]. Respectively deteriorated 
mechanical properties in dependence on the oxygen 
contamination were also reported in [14]. This further leads to 
questions about the impact of the applied shielding gases during 
PBF-LB/M. In this context, not only the influence of residual 
oxygen contamination within the process atmosphere but also 
the gas-material interactions may play a crucial role regarding 
the resulting mechanical properties and the economic aspects, 
since laboratory-grade gases can be a non-negligible cost 
driver. Studies addressing the atmosphere during laser powder 
bed fusion are rare [15, 16]. The established shielding gases in 
PBF-LB/M are N2 and Ar [17]. While argon as a noble gas is 
inert, N2 can dissolve, react, and form nitrides [18]. Liu et al. 
report in [19] that the GFA of Zr-based BMGs is promoted by 
nitrogen-doping between 1000 and 3000 appm during casting 
in a Cu49Zr44Al7 alloy by suppressing the formation of the 
primary Zr-Cu-phase, inhering potential benefit for the 
application in PBF-LB/M-process. Conventional welding 
techniques on the other hand often apply gas mixtures 
subjecting the particular requirements, for instance by H2 
addition. Due to its high thermal conductivity and oxygen-
reducing chemical activity, the influence of H2 doped gases in 
the PBF-LB/M of BMGs appears promising in order to reduce 
nano-crystalline oxide formation during the process and 
potentially be beneficial to increase local cooling rates [20]. 
Regarding the material properties, microalloying of H2 is 
reported to enhance GFA and plasticity in casted Zr-based 
BMGs. Dong et al. report that additions of 10 - 30 % H2 led to 
increased free volumes and enhanced plastic strain [21]. This 
study aims to evaluate the possibilities for process optimization 
of PBF-LB/M fabrication of Zr-based BMGs regarding the used 
process gas. Therefore, PBF-LB/M-manufactured samples are 
systematically analyzed in terms of their microstructure, 
thermophysical properties, and mechanical performance. 
Specimens produced under high-purity argon are compared to 
samples produced under less expensive, commercial purity N2 
process gas as well as a commercial purity argon-hydrogen 
mixture. 

2. Experimental procedure 

2.1. PBF-LB/M process 

Argon atomized powder with a nominal chemical 
composition of Zr59.3Cu28.8Al10.4Nb1.5 (in at. %) and an average 
particle size x50 of 23.65 µm was provided by Heraeus GmbH. 
The material was processed on an M100 PBF-LB/M system 
(eos GmbH) equipped with a 1064 nm wavelength fiber laser 
and a nominal spot-size d of 40 µm. Three different shielding 
gases were investigated: N2 “N40” with 99.99 vol.% purity, 
“ARCAL prime” 99.998 vol.% Ar by Air Liquide GmbH, and 
the argon-hydrogen mixture “Varigon® H2” containing 

2 vol.% hydrogen (Ar98H2) provided by Linde with a purity of 
99.95 vol.% were investigated in three PBF-LB/M processes. 
The residual oxygen level was held below 0.05 ± 0.02 vol.%, 
as measured by the integrated oxygen sensor of the PBF-LB/M 
machine. Cubes with an edge length of 5 mm were processed 
to determine the influence of the respective gas on the 
processable parameter windows. Based on King et al. [22] a 
quantification of the energy deposition during PBF-LB/M 
dependent on the process parameters laser power P and scan 
speed v for the conduction and keyhole mode during melting 
can be given by (1): 
 

∆𝐻𝐻𝐻𝐻
ℎ𝑠𝑠𝑠𝑠

=  𝐴𝐴𝐴𝐴∙𝑃𝑃𝑃𝑃

ℎ𝑠𝑠𝑠𝑠∙𝜋𝜋𝜋𝜋∙�𝛼𝛼𝛼𝛼∙𝑣𝑣𝑣𝑣 ∙𝑑𝑑𝑑𝑑³
                             (1) 

The absorptivity A, the melting enthalpy hs, and the thermal 
diffusivity α are considered as given intrinsic material 
properties throughout the experimental procedure of this study. 
Therefore, the energy deposition is proportional to the ratio of 
the applied laser power and the root of the scan 
speed [22,23] (2):  
 

∆𝐻𝐻𝐻𝐻 ~ 𝑃𝑃𝑃𝑃
√𝑣𝑣𝑣𝑣

                             (2) 

In contrast to other approaches, such as line energy density 
(𝑃𝑃𝑃𝑃/𝑣𝑣𝑣𝑣), here the laser power is considered to have a stronger 
impact on the energy deposition than the scan speed. This is in 
accordance with Tsai et al., who showed that the peak 
temperatures originating from exposure with a gaussian laser 
beam are proportional to the ratio of 𝑃𝑃𝑃𝑃/√𝑣𝑣𝑣𝑣 [23, 24]. Therefore, 
the applied process parameters are further represented by 𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖 as 
the ratio of 𝑃𝑃𝑃𝑃/√𝑣𝑣𝑣𝑣. In this context, 𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖 was varied between 894 
and 1375 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚/ √𝑚𝑚𝑚𝑚𝑠𝑠𝑠𝑠−1. Volumetric process parameters were 
kept constant at a layer thickness ds = 20 µm and hatch distance 
h = 40 µm. For the mechanical characterization, four bending 
beams were fabricated in horizontal alignment to the bending 
direction. The beams were built with a length of 25.2 mm, a 
height 2.8 mm, and a width of 1.9 mm, with respect to the built 
orientation and evaluated by three-point bending. The process 
parameters were set based on Wegner et al. in [14], applying an 
ei of 894 mW/√𝑚𝑚𝑚𝑚 ∙ 𝑠𝑠𝑠𝑠−1. 

2.2. Structural and mechanical analysis 

After processing, the cubic samples were cut in half along 
the building direction and prepared for further analysis. To 
conduct microscopy and hardness indentation, one half of each 
cube was embedded in epoxy and further ground and polished 
down to 1 µm diamond suspension. The intrinsic porosity was 
then determined through optical density measurements using a 
BX50M light microscope together with the stream essential 
software by Olympus GmbH. Hardness indentation was 
performed according to DIN EN ISO 6507-1 (HV5) on 
polished cross-sections and was averaged over five 
measurements per sample. Bending beams were sanded and 
tested via three-point flexural bending with a Shimadzu testing 
machine as explained in detail in [14]. 
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2.3. Thermophysical analysis 

In order to analyze the influence of the shielding gas on the 
thermophysical properties, the remaining half of each cube was 
analyzed by means of x-ray diffraction (XRD) and differential 
scanning calorimetry (DSC). An X’Pert Pro MPD (Panalytical) 
diffractometer was used, equipped with a copper tube emitting 
Kα radiation with a wavelength of 1.5406 Å. The angular angle 
2θ (Bragg angle) was scanned from 20° to 50°. DSC scans were 
performed with a Perkin Elmer Diamond DSC applying a 
heating rate of 60 K/min from 323 K to 753 K. The samples 
were measured in aluminum crucibles under argon flow.  

3. Results and discussion 

3.1. Influence on the structural properties 

The application of the Ar and Ar98H2 atmosphere enabled 
stable processing of the entire range of investigated parameter 
range. On the contrary, the N2 atmosphere led to a narrowed 
processable range. Here, samples processed with an ei-value 
above 1230 mW/√𝑚𝑚𝑚𝑚 ∙ 𝑠𝑠𝑠𝑠−1, had to be excluded from exposure 
during the process, due to the collision of the samples with the 
recoater blade. The reduced process stability of samples 
processed under N2 was the result of distinctive stress-induced 
cracking along the contour surfaces and occasionally in the 
boundary surface towards the substrate, as exemplarily shown 
in (Fig. 1).  
 

 

Fig. 1. Exemplarily cross sections of samples processed under N2, Ar and 
Ar98H2 comparing ei (a)-(c): 894 and (d)-(e): 1125 mW/ √𝑚𝑚𝑚𝑚 ∙ 𝑠𝑠𝑠𝑠−1. Cracks are 

marked with red arrows. 

As illustrated in Fig. 2, the relative density of the 
investigated parameter window resulted in relative densities 
above ~ 99 % throughout the sample series. With increasing 
energy input, a further decreasing porosity was observed. 
Voids occur as mostly spherical gas pores and lack of fusion 
for energy levels below 1000 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚/√𝑚𝑚𝑚𝑚 ∙ 𝑠𝑠𝑠𝑠−1 , while with 
increasing energy input only spherical gas pores remain 
(compare Fig. 1). Among the compared gases, Ar led to a 
slightly increased relative density compared to N2 and Ar98H2. 
At ambient conditions (300 K and 100 kPA), Ar inheres with 

17.9 mW/mK the lowest thermal conductivity compared to N2 
(26 mW/mK) and Ar98H2 (~21.18 mW/mK), which contributes 
to increased temperatures within the melt pool and the heat-
affected zone [25], hence decreased lack of fusion is expected 
[26]. However, the influence is subordinated compared to the 
energy input, since the heat convection through the gas has a 
minor influence on the melt pool temperature of the PBF-LB/M 
process and the relative density [15, 27]. 

 

 

Fig. 2. Optically measured relative density in dependence of the energy input 
𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖 for N2, Ar, and Ar98H2 -shielding gas. N2 samples processed with an 
𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖 > 1230 mW/√𝑚𝑚𝑚𝑚 ∙ 𝑠𝑠𝑠𝑠−1 had to be excluded from further exposure 

3.2. Influence on the thermophysical properties 

Exemplary DSC-scans of three samples produced under N2, 
Ar, and Ar98H2 with identical parameter sets, thus equivalent 
energy inputs of 894 mW/√𝑚𝑚𝑚𝑚 ∙ 𝑠𝑠𝑠𝑠−1 are shown in Fig. 3a). At 
first glance, all curves show, in principle, the typical 
behavior of amorphous AMZ4 [14, 28]. A glass transition 
occurs at about 673 K as a rise of the heat flow from the 
glassy state level to the supercooled liquid (SCL) state level. 
At about 730 K, the SCL starts to crystallize as indicated by 
a massive exothermal event in the heat flow curve. The 
enthalpy of crystallization ΔHx is defined by the integration 
over the respective exothermal event that starts at the end of 
the supercooled liquid state, as illustrated by the dotted lines 
in Fig. 3a). Fig. 3b) compares the obtained ΔHx values for 
the fabricated samples. The usage of Ar and Ar98H2 resulted 
in ΔHx values in the order of 4300-4600 J/mol, which is a 
typical value for amorphous PBF-LB/M-processed AMZ4 
samples [14]. Here, ΔHx only decreases for ei values above 
1230 mW/√𝑚𝑚𝑚𝑚 ∙ 𝑠𝑠𝑠𝑠−1 using Ar98H2 and 1375 mW/√𝑚𝑚𝑚𝑚 ∙ 𝑠𝑠𝑠𝑠−1 in 
Ar. Thus, a relative density of ~ 99,8 % can be achieved 
without distinct crystallization within the samples. Different 
behavior is found for samples produced under N2. Here, ΔHx 
only reaches about 4100 J/mol for low energy inputs and 
further decreases for growing ei values, indicating partially 
crystalline samples after the PBF-LB/M process. Therefore, 
within the investigated framework of this study, the usage of 
“N40” N2 does not allow the fully amorphous processing of 
AMZ4. 

d) e) f) 

a) b) c) 

N2 Ar Ar98H2 
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2.3. Thermophysical analysis 

In order to analyze the influence of the shielding gas on the 
thermophysical properties, the remaining half of each cube was 
analyzed by means of x-ray diffraction (XRD) and differential 
scanning calorimetry (DSC). An X’Pert Pro MPD (Panalytical) 
diffractometer was used, equipped with a copper tube emitting 
Kα radiation with a wavelength of 1.5406 Å. The angular angle 
2θ (Bragg angle) was scanned from 20° to 50°. DSC scans were 
performed with a Perkin Elmer Diamond DSC applying a 
heating rate of 60 K/min from 323 K to 753 K. The samples 
were measured in aluminum crucibles under argon flow.  

3. Results and discussion 

3.1. Influence on the structural properties 

The application of the Ar and Ar98H2 atmosphere enabled 
stable processing of the entire range of investigated parameter 
range. On the contrary, the N2 atmosphere led to a narrowed 
processable range. Here, samples processed with an ei-value 
above 1230 mW/√𝑚𝑚𝑚𝑚 ∙ 𝑠𝑠𝑠𝑠−1, had to be excluded from exposure 
during the process, due to the collision of the samples with the 
recoater blade. The reduced process stability of samples 
processed under N2 was the result of distinctive stress-induced 
cracking along the contour surfaces and occasionally in the 
boundary surface towards the substrate, as exemplarily shown 
in (Fig. 1).  
 

 

Fig. 1. Exemplarily cross sections of samples processed under N2, Ar and 
Ar98H2 comparing ei (a)-(c): 894 and (d)-(e): 1125 mW/ √𝑚𝑚𝑚𝑚 ∙ 𝑠𝑠𝑠𝑠−1. Cracks are 

marked with red arrows. 

As illustrated in Fig. 2, the relative density of the 
investigated parameter window resulted in relative densities 
above ~ 99 % throughout the sample series. With increasing 
energy input, a further decreasing porosity was observed. 
Voids occur as mostly spherical gas pores and lack of fusion 
for energy levels below 1000 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚/√𝑚𝑚𝑚𝑚 ∙ 𝑠𝑠𝑠𝑠−1 , while with 
increasing energy input only spherical gas pores remain 
(compare Fig. 1). Among the compared gases, Ar led to a 
slightly increased relative density compared to N2 and Ar98H2. 
At ambient conditions (300 K and 100 kPA), Ar inheres with 

17.9 mW/mK the lowest thermal conductivity compared to N2 
(26 mW/mK) and Ar98H2 (~21.18 mW/mK), which contributes 
to increased temperatures within the melt pool and the heat-
affected zone [25], hence decreased lack of fusion is expected 
[26]. However, the influence is subordinated compared to the 
energy input, since the heat convection through the gas has a 
minor influence on the melt pool temperature of the PBF-LB/M 
process and the relative density [15, 27]. 

 

 

Fig. 2. Optically measured relative density in dependence of the energy input 
𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖 for N2, Ar, and Ar98H2 -shielding gas. N2 samples processed with an 
𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖 > 1230 mW/√𝑚𝑚𝑚𝑚 ∙ 𝑠𝑠𝑠𝑠−1 had to be excluded from further exposure 

3.2. Influence on the thermophysical properties 

Exemplary DSC-scans of three samples produced under N2, 
Ar, and Ar98H2 with identical parameter sets, thus equivalent 
energy inputs of 894 mW/√𝑚𝑚𝑚𝑚 ∙ 𝑠𝑠𝑠𝑠−1 are shown in Fig. 3a). At 
first glance, all curves show, in principle, the typical 
behavior of amorphous AMZ4 [14, 28]. A glass transition 
occurs at about 673 K as a rise of the heat flow from the 
glassy state level to the supercooled liquid (SCL) state level. 
At about 730 K, the SCL starts to crystallize as indicated by 
a massive exothermal event in the heat flow curve. The 
enthalpy of crystallization ΔHx is defined by the integration 
over the respective exothermal event that starts at the end of 
the supercooled liquid state, as illustrated by the dotted lines 
in Fig. 3a). Fig. 3b) compares the obtained ΔHx values for 
the fabricated samples. The usage of Ar and Ar98H2 resulted 
in ΔHx values in the order of 4300-4600 J/mol, which is a 
typical value for amorphous PBF-LB/M-processed AMZ4 
samples [14]. Here, ΔHx only decreases for ei values above 
1230 mW/√𝑚𝑚𝑚𝑚 ∙ 𝑠𝑠𝑠𝑠−1 using Ar98H2 and 1375 mW/√𝑚𝑚𝑚𝑚 ∙ 𝑠𝑠𝑠𝑠−1 in 
Ar. Thus, a relative density of ~ 99,8 % can be achieved 
without distinct crystallization within the samples. Different 
behavior is found for samples produced under N2. Here, ΔHx 
only reaches about 4100 J/mol for low energy inputs and 
further decreases for growing ei values, indicating partially 
crystalline samples after the PBF-LB/M process. Therefore, 
within the investigated framework of this study, the usage of 
“N40” N2 does not allow the fully amorphous processing of 
AMZ4. 

d) e) f) 

a) b) c) 

N2 Ar Ar98H2 
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Fig. 3. (a) exemplary DSC measurements, the dotted lines indicate the 
integration interval (b) Enthalpy of crystallization Hx in dependence of 𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖 and 

the introduced gases N2, Ar, and Ar98H2 

Three representative XRD results are pictured in Fig. 4. For 
ei= 894 mW/√𝑚𝑚𝑚𝑚 ∙ 𝑠𝑠𝑠𝑠−1 , the diffractogram of the sample 
formed under Ar shows an amorphous halo without 
crystalline reflexes, indicating a glassy microstructure within 
the detection limits. In comparison, the usage of N2 and 
Ar98H2 led to crystalline reflexes, which corresponds well to 
those of the Cu2Zr4O phase reported in the literature [11, 12]. 
With increasing ei, the amount and intensity of crystalline 
reflexes increase for all process gases whereas N2-formed 
samples feature the most distinct peaks over the entire ei 
range. [11, 12]. As the energy input increases, the size and 
dwell time of the melt pool increases. Thus, the interaction 
time and reactive area between the molten material and 
shielding gas is enhanced, fostering reactions with the 
surrounding atmosphere. [29] Consequentially, also the heat-
affected zone grows, and the effect of heat treatment in the 
subsequent layers increases the timespan for nucleation and 
growth of Cu-Zr-phases and oxides in the material. It is 
noticeable that despite the rather high reactivity of N2, the 
formation of oxides is predominant compared to the 
formation of nitrides. Since the residual oxygen 
contamination within the chamber (0.05 ± 0.02 vol.%) was 
held constant and the powder material was not reused over 
the different processes, an additional oxygen uptake 
resulting from the N2 flow is concluded. Compared to that, 
samples built under Ar-based (Ar, Ar98H2) shielding gases 
exhibited minor crystalline fractions. Although the amount 
of impurities in the Ar98H2 gas mixture is within the same 

scale as the investigated N2, the oxide formation is 
significantly reduced. This might be attributed to an oxygen 
reduction caused by the hydrogen content. However, the 
effect vanishes compared to the high-purity Ar gas used in 
this study. 

 

 

Fig. 4. X-ray diffractograms of under (a) N2, (b) Ar, and (c) Ar98H2 
processed samples with 𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖 of: (i) 894 (ii) 1061 (iii) 1230 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚/ √𝑚𝑚𝑚𝑚𝑠𝑠𝑠𝑠−1, 
with Ɵ as glancing angle (Bragg-angle). The dotted lines represent the 

reflexes of Zr4Cu2O (*as reported in [11, 12]) 

3.3. Influence on the mechanical properties 

The observed increase of the crystalline fraction accompanied 
by the usage of N2 processed samples was accompanied by 
enhanced mean hardness values as illustrated in Fig. 5. The 
hardness further rises with the energy input under N2 from 
451 ± 8 to 496 ± 9 HV5.  
 

 

Fig. 5. (a) Mean Vickers hardness in dependence of the energy input ei and 
the used shielding gases N2, Ar, and Ar98H2. 

The correlation between energy input and hardness with 
argon-based shielding gases is distinctive with higher ei where 
a significant hardness increase is observed with 
1375 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚/ √𝑚𝑚𝑚𝑚𝑠𝑠𝑠𝑠−1 , corresponding to the decrease of the 
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crystallization enthalpy and formation of Cu2Zr4O-oxides as 
seen in Fig. 3 and Fig. 4. Further fluctuating hardness values 
are also attributed to the varying relative densities. 
The impact of the microstructural condition on the flexural 
strength is illustrated in Fig. 6. All investigated bending beams 
exhibited brittle fracture without plastic deformation and 
comparable young’s modulus of ~82 GPa. Bending beams built 
in Ar showed a flexural strength of 1684.3 ± 115.5 MPa which 
is in good correspondence with the observations from Wegner 
et al in [14]. In comparison, beams processed under Ar98H2 

exhibited a slightly increased flexural strength of 
1692.7 ± 49.7 MPa. The N2-atmosphere led to a severe 
reduction of flexural bending strength of ~30 % to 
1167.3 ± 107.9 MPa. Since the relative density values of the 
Ar98H2 and N2 samples are equal at the applied energy input 
level of 894 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚/√𝑚𝑚𝑚𝑚𝑠𝑠𝑠𝑠−1, the significant weakening is  
 

 

Fig. 6. Mean stress-strain curves averaged over four measurements for each 
applied shielding gas. The samples are processed with an ei of 

894 mW/√𝑚𝑚𝑚𝑚 ∙ 𝑠𝑠𝑠𝑠−1. 

attributed to the increased crystalline fraction in this context. 
One can conclude that the present residual porosity of ~1 % has 
a minor influence on the flexural strength, compared to the 
microstructural weakening through the crystalline fraction 
[14]. It is noteworthy, that although the applied parameter set 
revealed first signs of crystallization within the XRD and DSC-
measurements in the material processed under Ar98H2, no 
distinct weakening of the material was present. However, 
measuring the hydrogen and oxygen uptake during the process 
is further necessary to quantify the impact of hydrogen addition 
in the process gas. 

5. Conclusion 

The influence of three different shielding gases 
(N2, Ar, and Ar98H2) on the PBF-LB/M-process and the 
resulting structural, mechanical, and thermophysical properties 
of Zr59.3Cu28.8Al10.4Nb1.5 were investigated. Applying high 
purity Ar as shielding gas led to fully amorphous processing 
with a relative density of 99.8 %. The usage of N2-shielding gas 
led to a reduction of the processable parameter range 

accompanied by severe cracking and crystallization. However, 
no reaction of nitrogen with the alloy was observed, instead the 
formation of Zr4Cu2O was observed as the primary phase 
formation for all investigated gases. Despite a similar impurity 
as the applied N2 the introduced Ar98H2 as shielding gas led to 
comparable results as Ar. Introducing hydrogen as a reducing 
element, therefore, appears as a promising approach to reduce 
the influence of oxygen impurities in the introduced gases. 
Therefore, further investigations with lower impurities within 
the gas mixture and higher H contents will be performed.  
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Fig. 3. (a) exemplary DSC measurements, the dotted lines indicate the 
integration interval (b) Enthalpy of crystallization Hx in dependence of 𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖 and 

the introduced gases N2, Ar, and Ar98H2 

Three representative XRD results are pictured in Fig. 4. For 
ei= 894 mW/√𝑚𝑚𝑚𝑚 ∙ 𝑠𝑠𝑠𝑠−1 , the diffractogram of the sample 
formed under Ar shows an amorphous halo without 
crystalline reflexes, indicating a glassy microstructure within 
the detection limits. In comparison, the usage of N2 and 
Ar98H2 led to crystalline reflexes, which corresponds well to 
those of the Cu2Zr4O phase reported in the literature [11, 12]. 
With increasing ei, the amount and intensity of crystalline 
reflexes increase for all process gases whereas N2-formed 
samples feature the most distinct peaks over the entire ei 
range. [11, 12]. As the energy input increases, the size and 
dwell time of the melt pool increases. Thus, the interaction 
time and reactive area between the molten material and 
shielding gas is enhanced, fostering reactions with the 
surrounding atmosphere. [29] Consequentially, also the heat-
affected zone grows, and the effect of heat treatment in the 
subsequent layers increases the timespan for nucleation and 
growth of Cu-Zr-phases and oxides in the material. It is 
noticeable that despite the rather high reactivity of N2, the 
formation of oxides is predominant compared to the 
formation of nitrides. Since the residual oxygen 
contamination within the chamber (0.05 ± 0.02 vol.%) was 
held constant and the powder material was not reused over 
the different processes, an additional oxygen uptake 
resulting from the N2 flow is concluded. Compared to that, 
samples built under Ar-based (Ar, Ar98H2) shielding gases 
exhibited minor crystalline fractions. Although the amount 
of impurities in the Ar98H2 gas mixture is within the same 

scale as the investigated N2, the oxide formation is 
significantly reduced. This might be attributed to an oxygen 
reduction caused by the hydrogen content. However, the 
effect vanishes compared to the high-purity Ar gas used in 
this study. 

 

 

Fig. 4. X-ray diffractograms of under (a) N2, (b) Ar, and (c) Ar98H2 
processed samples with 𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖 of: (i) 894 (ii) 1061 (iii) 1230 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚/ √𝑚𝑚𝑚𝑚𝑠𝑠𝑠𝑠−1, 
with Ɵ as glancing angle (Bragg-angle). The dotted lines represent the 

reflexes of Zr4Cu2O (*as reported in [11, 12]) 

3.3. Influence on the mechanical properties 

The observed increase of the crystalline fraction accompanied 
by the usage of N2 processed samples was accompanied by 
enhanced mean hardness values as illustrated in Fig. 5. The 
hardness further rises with the energy input under N2 from 
451 ± 8 to 496 ± 9 HV5.  
 

 

Fig. 5. (a) Mean Vickers hardness in dependence of the energy input ei and 
the used shielding gases N2, Ar, and Ar98H2. 

The correlation between energy input and hardness with 
argon-based shielding gases is distinctive with higher ei where 
a significant hardness increase is observed with 
1375 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚/ √𝑚𝑚𝑚𝑚𝑠𝑠𝑠𝑠−1 , corresponding to the decrease of the 
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crystallization enthalpy and formation of Cu2Zr4O-oxides as 
seen in Fig. 3 and Fig. 4. Further fluctuating hardness values 
are also attributed to the varying relative densities. 
The impact of the microstructural condition on the flexural 
strength is illustrated in Fig. 6. All investigated bending beams 
exhibited brittle fracture without plastic deformation and 
comparable young’s modulus of ~82 GPa. Bending beams built 
in Ar showed a flexural strength of 1684.3 ± 115.5 MPa which 
is in good correspondence with the observations from Wegner 
et al in [14]. In comparison, beams processed under Ar98H2 

exhibited a slightly increased flexural strength of 
1692.7 ± 49.7 MPa. The N2-atmosphere led to a severe 
reduction of flexural bending strength of ~30 % to 
1167.3 ± 107.9 MPa. Since the relative density values of the 
Ar98H2 and N2 samples are equal at the applied energy input 
level of 894 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚/√𝑚𝑚𝑚𝑚𝑠𝑠𝑠𝑠−1, the significant weakening is  
 

 

Fig. 6. Mean stress-strain curves averaged over four measurements for each 
applied shielding gas. The samples are processed with an ei of 

894 mW/√𝑚𝑚𝑚𝑚 ∙ 𝑠𝑠𝑠𝑠−1. 

attributed to the increased crystalline fraction in this context. 
One can conclude that the present residual porosity of ~1 % has 
a minor influence on the flexural strength, compared to the 
microstructural weakening through the crystalline fraction 
[14]. It is noteworthy, that although the applied parameter set 
revealed first signs of crystallization within the XRD and DSC-
measurements in the material processed under Ar98H2, no 
distinct weakening of the material was present. However, 
measuring the hydrogen and oxygen uptake during the process 
is further necessary to quantify the impact of hydrogen addition 
in the process gas. 

5. Conclusion 

The influence of three different shielding gases 
(N2, Ar, and Ar98H2) on the PBF-LB/M-process and the 
resulting structural, mechanical, and thermophysical properties 
of Zr59.3Cu28.8Al10.4Nb1.5 were investigated. Applying high 
purity Ar as shielding gas led to fully amorphous processing 
with a relative density of 99.8 %. The usage of N2-shielding gas 
led to a reduction of the processable parameter range 

accompanied by severe cracking and crystallization. However, 
no reaction of nitrogen with the alloy was observed, instead the 
formation of Zr4Cu2O was observed as the primary phase 
formation for all investigated gases. Despite a similar impurity 
as the applied N2 the introduced Ar98H2 as shielding gas led to 
comparable results as Ar. Introducing hydrogen as a reducing 
element, therefore, appears as a promising approach to reduce 
the influence of oxygen impurities in the introduced gases. 
Therefore, further investigations with lower impurities within 
the gas mixture and higher H contents will be performed.  
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

This work follows up on the influence of the processing parameters and a subsequent heat treatment on the resulting properties of magnetizable 
neodymium-iron-boron (NdFeB) parts produced by Laser Powder Bed Fusion. Highly dense (> 95 %) cubes were built up and an uneven 
distribution of neodymium- and iron-rich phases was observed. It could be shown that internal stresses leading to crack development represent 
the main challenge. According to the experimental results, this can be approached more effectively through successive optimization of the 
processing parameters and therefore adjustment of the energy input rather than heat treatment of the built parts. 
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1. Introduction 

As electric mobility and renewable energy production 
become more important, demands for high performance 
permanent magnets (e.g. for electrical motors) with adapted 
geometries come up. With Laser Powder Bed Fusion (LPBF), 
geometric limitations are overcome and new microstructures 
can be achieved. In addition, the high material utilization and 
thus resource efficiency is a further advantage, which 
contributes to a growing market share within the manufacturing 
technologies [1]. 

Numerous industrially relevant materials like steel or 
titanium can already be processed using LPBF [2, 3, 4]. They 
show a process-specific fine-grained microstructure that 
depends on the process parameters selected, as well as changed 
mechanical properties, e.g. anisotropy in tensile strength, 
compared to conventional manufacturing processes [5, 6]. 

A material group that, despite of geometric limitations for 
conventional processing techniques, has hardly been 
considered in connection with LPBF are materials for 

permanent magnets, especially NdFeB that takes over half of 
the market for permanent magnets due to its outstanding 
magnetic properties [7]. By Jacimovic et al. a spherical powder 
was processed by LPBF for the first time using a pulsed laser 
system leading to magnets with very fine microstructure 
providing grain sizes of around 1 µm and superior magnetic 
performance at elevated temperatures compared to 
conventionally processed NdFeB magnets [8]. The fine-grained 
microstructure, which is favorable for a high coercivity, was 
also described by Goll et al. and Kolb et al. and is caused by 
rapid solidification during the building process [9, 10]. 
Furthermore, different phases, mainly divided into the Nd-rich 
and the Fe-rich phase in which the Nd-rich phase has essential 
importance for the materials coercivity [11], could be detected 
[9, 10]. Beneath Kolb et al. also Urban et al. provided a 
parameter study for processing an NdFeB alloy indicating that 
with less porosity, the specimens become prone for cracking 
[12]. 

Former publications focused on the achievable magnetic 
properties and either lack in a sufficient number of processed 
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can be achieved. In addition, the high material utilization and 
thus resource efficiency is a further advantage, which 
contributes to a growing market share within the manufacturing 
technologies [1]. 
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show a process-specific fine-grained microstructure that 
depends on the process parameters selected, as well as changed 
mechanical properties, e.g. anisotropy in tensile strength, 
compared to conventional manufacturing processes [5, 6]. 

A material group that, despite of geometric limitations for 
conventional processing techniques, has hardly been 
considered in connection with LPBF are materials for 

permanent magnets, especially NdFeB that takes over half of 
the market for permanent magnets due to its outstanding 
magnetic properties [7]. By Jacimovic et al. a spherical powder 
was processed by LPBF for the first time using a pulsed laser 
system leading to magnets with very fine microstructure 
providing grain sizes of around 1 µm and superior magnetic 
performance at elevated temperatures compared to 
conventionally processed NdFeB magnets [8]. The fine-grained 
microstructure, which is favorable for a high coercivity, was 
also described by Goll et al. and Kolb et al. and is caused by 
rapid solidification during the building process [9, 10]. 
Furthermore, different phases, mainly divided into the Nd-rich 
and the Fe-rich phase in which the Nd-rich phase has essential 
importance for the materials coercivity [11], could be detected 
[9, 10]. Beneath Kolb et al. also Urban et al. provided a 
parameter study for processing an NdFeB alloy indicating that 
with less porosity, the specimens become prone for cracking 
[12]. 

Former publications focused on the achievable magnetic 
properties and either lack in a sufficient number of processed 
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specimens for a statistical analysis or they look on the 
microstructure and especially the occurring cracks only 
superficially without taking into account different phase 
distributions within the samples or the influence of processing 
parameter variation. Additionally, in none of the papers dealing 
with LPBF of NdFeB heat treatment was applied. 

This paper therefore aims to provide a closer look on the 
microstructure in dependence of the applied processing 
parameters and partly, a subsequent heat treatment. The 
occurrence of cracks and possible ways to prevent them are 
taken into account and influences of processing parameters on 
the relative density as well as their interaction effects are 
investigated. 

2. Materials and Methods 

2.1. Experimental Materials 

As in some of the aforementioned publications [8, 10, 12], 
the gas-atomized and therefore spherical commercial NdFeB 
powder (commercial name MQP™-S-11-9-20001-070) 
supplied by Magnequench GmbH (Tübingen, Germany) was 
used in this work. The material has the chemical composition 
Nd7.5Pr0.7Zr2.6Ti2.5Co2.5Fe75B8.8 with a theoretical density of 
7.43 g/cm³ and a median particle diameter d50 of 38.99 µm with 
a standard deviation in particle size of 17.25 µm according to 
the manufacturers’ datasheet [13]. Scanning electron 
microscopy (SEM) was employed to analyze the powder 
morphology. As Fig. 1 shows, the morphology was mainly 
spherical with a high proportion of small particles and also 
some agglomerates. Both may impede the flowability and 
spreadability of the material. 

Fig. 1. SEM image of the NdFeB powder. 

2.2. Experimental Equipment 

The experiments were executed on the industrial machine 
Lasertec 12 SLM by DMG MORI Bielefeld GmbH (Bielefeld, 
Germany) that is equipped with an ytterbium fiber laser (single 
mode, continuous wave, wavelength 1070 nm) operating at a 
maximum laser power of 400 W. It supplies a beam quality 
factor of M²=1.05 and a minimum beam diameter of 35 µm. 
Especially when working with highly oxygen sensitive 
materials, as it is the case with NdFeB, filling the processing 
chamber with argon gas is necessary to prevent oxidation. 

Thereby the mentioned machine can reach a minimum residual 
oxygen content of 0.13 to 0.15 vol%. 

For the subsequent heat treatment, the oven Top 16/R by 
Nabertherm GmbH with a maximum heating temperature of 
1300 °C was used. 

2.3. Experimental Methods 

For the investigations, rectangular specimens were built 
directly on the substrate plate. The plate was made of stainless 
steel (1.4404), sandblasted and preheated (200 °C) to ensure a 
good bond between plate and specimens. The specimens were 
built with a side length of 5 mm and a height of 6.4 mm to 
provide a sufficient volume reserve when being cut off the 
substrate plate. Because former publications indicated that 
small layer thicknesses would be advantageous [10, 12], a 
constant layer thickness of 30 µm was chosen for all 
experiments. The beam diameter was kept at the minimum of 
35 µm and a cross-hatching strategy with a rotation angle of 
67 ° between adjacent layers was employed. 

Laser power, scanning speed and hatch distance are the 
basic processing parameters that influence the process 
outcomes in LPBF according to literature [10, 12] and former 
experiments, therefore they were chosen as the three 
parameters to be varied in the conducted experiments. 

Preliminary tests showed that for single linescans, high 
energy inputs and in particular high laser powers are desirable 
for good line qualities, means uniformly built and smooth lines. 
First cubic samples were built with scanning speeds up to 
1300 mm/s and laser powers up to 150 W resulting in a high 
amount of failures especially for high energy inputs, in contrary 
to the linescans, due to extensive crack development.  

Consequently, for the 3 experimental runs conducted in this 
work relatively low laser power and low scanning speed were 
implemented to reduce thermal stress. The chosen parameter 
settings of run 2 and 3 were based on the outcomes of run 1 and 
2 respectively. Table 1 provides an overview of all parameter 
settings in the conducted experimental runs. It also shows how 
many of the planned samples of each run could be successfully 
built and evaluated.  

Table 1. Parameter settings in experimental runs. 

Parameter 1st run 2nd run 3rd run 

Laser power PL    
in W 

40 / 60 20 / 30 / 40 / 50 / 
60 

20 

Scanning speed vS 

in mm/s 
150 / 300 100 / 200 / 300 / 

400 / 500 / 600 
100 / 200 

Hatch distance dH 
in µm 

20 / 40 30 30 / 45 / 60 / 
75 / 100 

Heat treatment 2 h / 650 °C 2 h / 500 °C none 

Specimens 16 20 20 

Evaluable 
specimens 

12 14 20 

 
The chosen settings for the subsequent heat treatment were 

based on literature on conventionally processed NdFeB 
magnets (e.g. [14]) and experiments were carried out in normal 
atmosphere using the aforementioned oven. After two hours at 
the given temperature, the specimens cooled down in the closed 
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oven and were taken out at room temperature. Due to failed 
built ups of some specimens not all parameter combinations 
could be submitted to a subsequent heat treatment.  

2.4. Methods for Analysis 

After processing respectively subsequent heat treatment, the 
specimens were taken off the substrate plate manually. Parts 
from run 1 were directly embedded in epoxy resin and polished. 
To enable further characterization of the porosity, the 
Archimedes method with isopropanol as measuring liquid was 
employed in run 2 and 3 prior to embedding and polishing. 
After polishing, pores and cracks were analyzed by light 
microscopy (Olympus BX60 by Olympus, Europa SE & Co. 
KG). The images were transformed into black and white images 
and the relative density was evaluated by calculating the ratio 
between black and white pixels. For each specimen three cross 
sections were made to calculate the mean relative density, 
which was then evaluated statistically with the statistics 
software JMP by SAS Institute GmbH. Afterwards the 
specimens were etched (1 % Nital for 10 s) to investigate the 
microstructure. For high magnification images, the confocal 
laser scanning microscope VK-X1000 by Keyence Deutschland 
GmbH was employed. The element distribution in the phases 
observed in the microstructure were examined by EDX (energy 
dispersive x-ray spectroscopy). 

3. Results and Discussion 

As mentioned before, not all specimens could be built up as 
successfully as the cubes shown in Fig. 2 a). Some specimens 
failed due to extensive cracks and the resulting brittleness 
(Fig. 2 b)). Only successfully built specimens or ones with 
minor defects were analyzed. 

  Fig. 2. (a) Successfully built specimens; (b) failed specimens. 

The first and second experimental runs showed that 
specimens with higher laser power and especially higher 
scanning speed exhibit larger cracks, as it can be seen in Fig. 3, 
and were more likely to fail during building. This observation 
can be attributed to the increasing cooling rates accompanying 
increasing scanning speeds. The occurring high temperature 
gradients lead to internal stresses and consequently induce 
cracks. As pores are likely to impede crack propagation and 
therefore might improve mechanical stability of the cubic 
specimens, the aim of the third run was to shift the examined 
parameter settings towards lower energy inputs to generate 
pores and specimens with less cracks. As a result, all planned 
specimens could be built up successfully. A detailed evaluation 
of porosity, crack development and the observed 
microstructure will be given in the following. 

 
Fig. 3. Cross sections of built specimens without heat treatment and with 
(a) PL: 20 W, vS: 100 mm/s, dH: 30 µm; (b) PL: 50 W, vS: 300 mm/s, dH: 

30 µm. 

3.1. Porosity 

The comparison of the two methods for measuring the 
relative density, the Archimedes method and image analysis of 
metallographic cross sections, indicates that both lead to 
different results which, however, roughly show the same 
trends. For both methods, the results become more similar for 
high relative densities while for low relative densities the 
Archimedes method leads to much higher values than the 
image analysis. This is due to the increasing open porosity with 
a decreasing relative density. The open pores and cracks can be 
detected as such in the image analysis but using the Archimedes 
method, they become filled with liquid and cannot be 
measured.  

In general, the Archimedes method can only be used to 
achieve a rough estimate of the results but cannot replace the 
image analysis method, which therefore should be regarded in 
the following results.  

The maximum mean relative density measured by image 
analysis was 95.71 % (PL: 40 W, vS: 200 mm/s, dH: 30 µm), the 
minimum relative density was 62.28 % (PL: 20 W, vS: 200 
mm/s, dH: 100 µm). The influences and interactions between 
the three varied processing parameters were evaluated and 
were found to all have a significant influence on the processing 
result. As Fig. 4 presents, high relative density, or in other 
words low porosity, occurs for low scanning speed and low 
hatch distance.  

Fig. 4. Prediction profiler for varied parameters. 

The prediction profiler (Fig. 4) enables predictions of the 
response values in dependence of the factors, the varied 
processing parameters. The grey areas around the graphs 
represent the confidence intervals. While the dependency on 
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specimens for a statistical analysis or they look on the 
microstructure and especially the occurring cracks only 
superficially without taking into account different phase 
distributions within the samples or the influence of processing 
parameter variation. Additionally, in none of the papers dealing 
with LPBF of NdFeB heat treatment was applied. 

This paper therefore aims to provide a closer look on the 
microstructure in dependence of the applied processing 
parameters and partly, a subsequent heat treatment. The 
occurrence of cracks and possible ways to prevent them are 
taken into account and influences of processing parameters on 
the relative density as well as their interaction effects are 
investigated. 

2. Materials and Methods 

2.1. Experimental Materials 

As in some of the aforementioned publications [8, 10, 12], 
the gas-atomized and therefore spherical commercial NdFeB 
powder (commercial name MQP™-S-11-9-20001-070) 
supplied by Magnequench GmbH (Tübingen, Germany) was 
used in this work. The material has the chemical composition 
Nd7.5Pr0.7Zr2.6Ti2.5Co2.5Fe75B8.8 with a theoretical density of 
7.43 g/cm³ and a median particle diameter d50 of 38.99 µm with 
a standard deviation in particle size of 17.25 µm according to 
the manufacturers’ datasheet [13]. Scanning electron 
microscopy (SEM) was employed to analyze the powder 
morphology. As Fig. 1 shows, the morphology was mainly 
spherical with a high proportion of small particles and also 
some agglomerates. Both may impede the flowability and 
spreadability of the material. 

Fig. 1. SEM image of the NdFeB powder. 

2.2. Experimental Equipment 

The experiments were executed on the industrial machine 
Lasertec 12 SLM by DMG MORI Bielefeld GmbH (Bielefeld, 
Germany) that is equipped with an ytterbium fiber laser (single 
mode, continuous wave, wavelength 1070 nm) operating at a 
maximum laser power of 400 W. It supplies a beam quality 
factor of M²=1.05 and a minimum beam diameter of 35 µm. 
Especially when working with highly oxygen sensitive 
materials, as it is the case with NdFeB, filling the processing 
chamber with argon gas is necessary to prevent oxidation. 

Thereby the mentioned machine can reach a minimum residual 
oxygen content of 0.13 to 0.15 vol%. 

For the subsequent heat treatment, the oven Top 16/R by 
Nabertherm GmbH with a maximum heating temperature of 
1300 °C was used. 

2.3. Experimental Methods 

For the investigations, rectangular specimens were built 
directly on the substrate plate. The plate was made of stainless 
steel (1.4404), sandblasted and preheated (200 °C) to ensure a 
good bond between plate and specimens. The specimens were 
built with a side length of 5 mm and a height of 6.4 mm to 
provide a sufficient volume reserve when being cut off the 
substrate plate. Because former publications indicated that 
small layer thicknesses would be advantageous [10, 12], a 
constant layer thickness of 30 µm was chosen for all 
experiments. The beam diameter was kept at the minimum of 
35 µm and a cross-hatching strategy with a rotation angle of 
67 ° between adjacent layers was employed. 

Laser power, scanning speed and hatch distance are the 
basic processing parameters that influence the process 
outcomes in LPBF according to literature [10, 12] and former 
experiments, therefore they were chosen as the three 
parameters to be varied in the conducted experiments. 

Preliminary tests showed that for single linescans, high 
energy inputs and in particular high laser powers are desirable 
for good line qualities, means uniformly built and smooth lines. 
First cubic samples were built with scanning speeds up to 
1300 mm/s and laser powers up to 150 W resulting in a high 
amount of failures especially for high energy inputs, in contrary 
to the linescans, due to extensive crack development.  

Consequently, for the 3 experimental runs conducted in this 
work relatively low laser power and low scanning speed were 
implemented to reduce thermal stress. The chosen parameter 
settings of run 2 and 3 were based on the outcomes of run 1 and 
2 respectively. Table 1 provides an overview of all parameter 
settings in the conducted experimental runs. It also shows how 
many of the planned samples of each run could be successfully 
built and evaluated.  

Table 1. Parameter settings in experimental runs. 

Parameter 1st run 2nd run 3rd run 

Laser power PL    
in W 

40 / 60 20 / 30 / 40 / 50 / 
60 

20 

Scanning speed vS 

in mm/s 
150 / 300 100 / 200 / 300 / 

400 / 500 / 600 
100 / 200 

Hatch distance dH 
in µm 

20 / 40 30 30 / 45 / 60 / 
75 / 100 

Heat treatment 2 h / 650 °C 2 h / 500 °C none 

Specimens 16 20 20 

Evaluable 
specimens 

12 14 20 

 
The chosen settings for the subsequent heat treatment were 

based on literature on conventionally processed NdFeB 
magnets (e.g. [14]) and experiments were carried out in normal 
atmosphere using the aforementioned oven. After two hours at 
the given temperature, the specimens cooled down in the closed 
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oven and were taken out at room temperature. Due to failed 
built ups of some specimens not all parameter combinations 
could be submitted to a subsequent heat treatment.  

2.4. Methods for Analysis 

After processing respectively subsequent heat treatment, the 
specimens were taken off the substrate plate manually. Parts 
from run 1 were directly embedded in epoxy resin and polished. 
To enable further characterization of the porosity, the 
Archimedes method with isopropanol as measuring liquid was 
employed in run 2 and 3 prior to embedding and polishing. 
After polishing, pores and cracks were analyzed by light 
microscopy (Olympus BX60 by Olympus, Europa SE & Co. 
KG). The images were transformed into black and white images 
and the relative density was evaluated by calculating the ratio 
between black and white pixels. For each specimen three cross 
sections were made to calculate the mean relative density, 
which was then evaluated statistically with the statistics 
software JMP by SAS Institute GmbH. Afterwards the 
specimens were etched (1 % Nital for 10 s) to investigate the 
microstructure. For high magnification images, the confocal 
laser scanning microscope VK-X1000 by Keyence Deutschland 
GmbH was employed. The element distribution in the phases 
observed in the microstructure were examined by EDX (energy 
dispersive x-ray spectroscopy). 

3. Results and Discussion 

As mentioned before, not all specimens could be built up as 
successfully as the cubes shown in Fig. 2 a). Some specimens 
failed due to extensive cracks and the resulting brittleness 
(Fig. 2 b)). Only successfully built specimens or ones with 
minor defects were analyzed. 

  Fig. 2. (a) Successfully built specimens; (b) failed specimens. 

The first and second experimental runs showed that 
specimens with higher laser power and especially higher 
scanning speed exhibit larger cracks, as it can be seen in Fig. 3, 
and were more likely to fail during building. This observation 
can be attributed to the increasing cooling rates accompanying 
increasing scanning speeds. The occurring high temperature 
gradients lead to internal stresses and consequently induce 
cracks. As pores are likely to impede crack propagation and 
therefore might improve mechanical stability of the cubic 
specimens, the aim of the third run was to shift the examined 
parameter settings towards lower energy inputs to generate 
pores and specimens with less cracks. As a result, all planned 
specimens could be built up successfully. A detailed evaluation 
of porosity, crack development and the observed 
microstructure will be given in the following. 

 
Fig. 3. Cross sections of built specimens without heat treatment and with 
(a) PL: 20 W, vS: 100 mm/s, dH: 30 µm; (b) PL: 50 W, vS: 300 mm/s, dH: 

30 µm. 

3.1. Porosity 

The comparison of the two methods for measuring the 
relative density, the Archimedes method and image analysis of 
metallographic cross sections, indicates that both lead to 
different results which, however, roughly show the same 
trends. For both methods, the results become more similar for 
high relative densities while for low relative densities the 
Archimedes method leads to much higher values than the 
image analysis. This is due to the increasing open porosity with 
a decreasing relative density. The open pores and cracks can be 
detected as such in the image analysis but using the Archimedes 
method, they become filled with liquid and cannot be 
measured.  

In general, the Archimedes method can only be used to 
achieve a rough estimate of the results but cannot replace the 
image analysis method, which therefore should be regarded in 
the following results.  

The maximum mean relative density measured by image 
analysis was 95.71 % (PL: 40 W, vS: 200 mm/s, dH: 30 µm), the 
minimum relative density was 62.28 % (PL: 20 W, vS: 200 
mm/s, dH: 100 µm). The influences and interactions between 
the three varied processing parameters were evaluated and 
were found to all have a significant influence on the processing 
result. As Fig. 4 presents, high relative density, or in other 
words low porosity, occurs for low scanning speed and low 
hatch distance.  

Fig. 4. Prediction profiler for varied parameters. 

The prediction profiler (Fig. 4) enables predictions of the 
response values in dependence of the factors, the varied 
processing parameters. The grey areas around the graphs 
represent the confidence intervals. While the dependency on 
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the hatch distance is linear, for the scanning speed also a cubic 
influence can be observed, that is, however, less pronounced 
than the linear effect. For the laser power with a quadratic 
influence there is a maximum that depends on the chosen 
scanning speed as it can be seen in the interaction plot (Fig. 5).  

Fig. 5. Interaction plot. 

The higher the chosen scanning speed the higher the value 
of the laser power that should be chosen for a maximum 
relative density. Additionally, for a high scanning speed, the 
laser power has a stronger influence on the result. This can be 
seen in the much steeper graph for 600 mm/s than for 100 mm/s 
in Fig 5. The other way round, it can be stated that for low laser 
power, the scanning speed has a stronger influence. 

   The parameters and their effects can also be summed up 
by calculating the energy input. Fig. 6 presents the mean 
relative density in dependence of the applied volume energy 
density. In addition, the hatch distance is marked in color in this 
graph. As the effects of the single parameters already predicted, 
a higher energy density leads to a higher mean relative density.  

Fig. 6. Relative density dependent on volume energy density with smooth line 
(cubic spline, lambda = 1) and corresponding cross sections. 

The higher amount of pores especially for high hatch 
distances and low energy density is caused by the insufficient 
energy input for melting the material. A lack of fusion between 
the layers results and therefore irregular shaped pores occur, as 
Fig. 6 illustrates. Additionally, a high hatch distance can lead 
to unmelted material between the scan lines. 

A difficulty that should be kept in mind is that for the image 
analysis cracks also count as porosity as their color is darker 
than the surrounding dense material. The calculated densities 
therefore contain an error if only the pores count for porosity. 
Furthermore, the pores and thus the porosity are only 
reproducible within large constraints and should consequently 
always be regarded critically. 

The partly applied subsequent heat treatment did not change 
the porosity. The pores remained in the specimens and did not 
change their size or geometry because the applied temperatures 
were below the melting point and no pressure was applied to 
the specimens. 

3.2. Crack Development 

Cracks occurred in all specimens but there were differences 
in the size of them. Since the specimens showed an extensive 
crack network, it was not possible to measure the length of 
single cracks. The diameter of cracks as a measure for the crack 
size increased for increasing scanning speed with maximum 
values of around 60 µm. The resulting brittleness of the 
specimens together with the internal stresses was the main 
cause of failure during processing. In the middle of the 
specimens, the cracks had larger diameters than near the 
surface (see Fig. 3, 6 and 7). The stresses that develop in the 
center of the specimens during building are tensile stresses 
caused by the material shrinkage when the material cools down 
and solidifies. NdFeB in general is a brittle material and so the 
internal stresses lead to material failure in the form of cracking. 
The few cracks that started on the side surface proceeded 
perpendicular to the building direction (BD) while in the center 
there was also a high amount of cracks running in building 
direction.  

   A subsequent heat treatment could not reduce the amount 
of cracks. A possible reason for this observation are the 
different coefficients of thermal expansion of substrate plate 
and specimens. The one of the steel substrate plate is around 3 
times higher than the one of NdFeB. Accordingly, the heat 
treatment induced additional tension in the specimens due to 
the higher expansion of the built plate. Nevertheless, there was 
a difference in the crack appearance between specimens with 
and without heat treatment (Fig. 7). For specimens from the 
first run treated with 650 °C for 2 hours the cracks appear 
lighter and seem to have a smaller diameter. 

Fig. 7. Cracks (a) without heat treatment; (b) after heat treatment (2h/650 °C). 
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A closer look on the cross section reveals a thin light layer on 
the crack surfaces. An element analysis of this layer will be 
given in the next section. Specimens treated with 500 °C 
however did not show a comparable image. No difference of 
the cracks for samples with and without heat treatment could 
be detected for the specimens in the second experimental run.  

3.3. Microstructure 

  Etching of the metallographic cross sections revealed 
different phases within the bulk material. The melt tracks were 
clearly visible as they were darker at the edge than in the 
middle. Near the surface of the specimens, the melt pools were 
much larger than in the center. This was caused by the 
decreased heat conduction at the interface of bulk material and 
powder bed that leads to an accumulation of heat and thus 
deeper melt pools that can be seen in Fig. 8.  

Fig. 8. Cross section after etching without heat treatment and with PL: 20 W, 
vS: 100 mm/s, dH: 30 µm. 

Some of the specimens showed finely granulated, dark 
regions especially near the surface where the heat accumulation 
led to deep melt pools. The amount of these dark regions 
increased with increasing energy input. As the close up in 
Fig. 8 reveals, there were lighter zones (I) in between the 
granulated dark zones (II) containing a dendritic grain structure. 
Near the former interface of melt pool and solid material, the 
dendrites show a more directional growth (arrows, Fig. 8) than 
in the middle of the melt pool attributed to the direction of the 
heat flow and the grain growth in the opposite direction.  

Fig. 9. EDX analysis of different phases (scan line in white). 

 To further investigate the different phases observed in the 
etched specimens, an EDX analysis was conducted (Fig. 9) for 
the interface between the dendritic light and the finely 
granulated dark zone that was marked by the arrows in Fig. 8. 
As the lines for the different elements show, there are only few 
fluctuations in element composition within the light zone on 
the right. Within the granulated dark zone, the lines show 
varying contents of zirconium (Zr), iron (Fe) and neodymium 
(Nd). Thereby Zr shows the smallest fluctuations that also 
cannot be connected to the fluctuations of the other elements or 
the differences in color. On the other hand, Nd and Fe 
(turquoise and purple line) show strong fluctuations in content 
within the dark zone that are also connected to the different 
colored constituents of this zone. The dark parts are rich in Fe 
and poor in Nd while for the lighter parts the opposite is the 
case. This indicates that the dark phase is formed by 
magnetically soft α-iron and the light phase within the dark 
zone is formed by the desired hard magnetic Nd2Fe14B that is 
essential for the achievable magnetic properties. The light zone 
on the right seems to consist completely of Nd2Fe17Bx (with 
x~1 [15]) according to Sridharan et al. [16], which is a soft 
magnetic non-equilibrium phase. Under equilibrium 
conditions, Nd2Fe14B develops in the peritectic reaction 
L + γ  Nd2Fe14B [17]. In the case of LPBF, solidification 
takes place under non-equilibrium conditions with rapid 
cooling rates that can induce critical undercooling of the melt. 
According to David & Titek, the solidification mode can 
change to Nd2Fe17Bx instead of Nd2Fe14B or γ-Fe when there is 
an undercooling of over 60 K that is likely to take place in 
additive manufacturing [18]. The nucleation of magnetically 
soft Nd2Fe17Bx then becomes favorable [19]. With scanning 
speeds over 0.1 m/s and therefore high interface velocities in 
the conducted experiments, this could be a possible explanation 
for the observed light zones consisting presumably of 
Nd2Fe17Bx. Furthermore, the dark zones occurring especially in 
regions with heat accumulations can be explained by the cyclic 
reheating, remelting and slower solidification in this area and 
therefore near equilibrium conditions leading to the formation 
of the equilibrium phases. Nevertheless, the EDX analysis does 
not provide sufficient information to clearly identify the 
present phases and should be supplemented by other methods 
like EBSD (electron backscatter diffraction). 

 Apart from the general microstructure, etching revealed 
additional information about the effect of heat treatment on the 
cracks. The layers that formed inside of the cracks during heat 
treatment in the first experimental run could be seen more 
clearly after etching (Fig. 10 a)).  

Fig. 10. (a) Etched cross section after heat treatment (2h/650 °C) and with PL: 
60 W, vS: 300 mm/s, dH: 20 µm ; (b) close up of crack with different zones. 
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the hatch distance is linear, for the scanning speed also a cubic 
influence can be observed, that is, however, less pronounced 
than the linear effect. For the laser power with a quadratic 
influence there is a maximum that depends on the chosen 
scanning speed as it can be seen in the interaction plot (Fig. 5).  

Fig. 5. Interaction plot. 

The higher the chosen scanning speed the higher the value 
of the laser power that should be chosen for a maximum 
relative density. Additionally, for a high scanning speed, the 
laser power has a stronger influence on the result. This can be 
seen in the much steeper graph for 600 mm/s than for 100 mm/s 
in Fig 5. The other way round, it can be stated that for low laser 
power, the scanning speed has a stronger influence. 

   The parameters and their effects can also be summed up 
by calculating the energy input. Fig. 6 presents the mean 
relative density in dependence of the applied volume energy 
density. In addition, the hatch distance is marked in color in this 
graph. As the effects of the single parameters already predicted, 
a higher energy density leads to a higher mean relative density.  

Fig. 6. Relative density dependent on volume energy density with smooth line 
(cubic spline, lambda = 1) and corresponding cross sections. 

The higher amount of pores especially for high hatch 
distances and low energy density is caused by the insufficient 
energy input for melting the material. A lack of fusion between 
the layers results and therefore irregular shaped pores occur, as 
Fig. 6 illustrates. Additionally, a high hatch distance can lead 
to unmelted material between the scan lines. 

A difficulty that should be kept in mind is that for the image 
analysis cracks also count as porosity as their color is darker 
than the surrounding dense material. The calculated densities 
therefore contain an error if only the pores count for porosity. 
Furthermore, the pores and thus the porosity are only 
reproducible within large constraints and should consequently 
always be regarded critically. 

The partly applied subsequent heat treatment did not change 
the porosity. The pores remained in the specimens and did not 
change their size or geometry because the applied temperatures 
were below the melting point and no pressure was applied to 
the specimens. 

3.2. Crack Development 

Cracks occurred in all specimens but there were differences 
in the size of them. Since the specimens showed an extensive 
crack network, it was not possible to measure the length of 
single cracks. The diameter of cracks as a measure for the crack 
size increased for increasing scanning speed with maximum 
values of around 60 µm. The resulting brittleness of the 
specimens together with the internal stresses was the main 
cause of failure during processing. In the middle of the 
specimens, the cracks had larger diameters than near the 
surface (see Fig. 3, 6 and 7). The stresses that develop in the 
center of the specimens during building are tensile stresses 
caused by the material shrinkage when the material cools down 
and solidifies. NdFeB in general is a brittle material and so the 
internal stresses lead to material failure in the form of cracking. 
The few cracks that started on the side surface proceeded 
perpendicular to the building direction (BD) while in the center 
there was also a high amount of cracks running in building 
direction.  

   A subsequent heat treatment could not reduce the amount 
of cracks. A possible reason for this observation are the 
different coefficients of thermal expansion of substrate plate 
and specimens. The one of the steel substrate plate is around 3 
times higher than the one of NdFeB. Accordingly, the heat 
treatment induced additional tension in the specimens due to 
the higher expansion of the built plate. Nevertheless, there was 
a difference in the crack appearance between specimens with 
and without heat treatment (Fig. 7). For specimens from the 
first run treated with 650 °C for 2 hours the cracks appear 
lighter and seem to have a smaller diameter. 

Fig. 7. Cracks (a) without heat treatment; (b) after heat treatment (2h/650 °C). 
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A closer look on the cross section reveals a thin light layer on 
the crack surfaces. An element analysis of this layer will be 
given in the next section. Specimens treated with 500 °C 
however did not show a comparable image. No difference of 
the cracks for samples with and without heat treatment could 
be detected for the specimens in the second experimental run.  

3.3. Microstructure 

  Etching of the metallographic cross sections revealed 
different phases within the bulk material. The melt tracks were 
clearly visible as they were darker at the edge than in the 
middle. Near the surface of the specimens, the melt pools were 
much larger than in the center. This was caused by the 
decreased heat conduction at the interface of bulk material and 
powder bed that leads to an accumulation of heat and thus 
deeper melt pools that can be seen in Fig. 8.  

Fig. 8. Cross section after etching without heat treatment and with PL: 20 W, 
vS: 100 mm/s, dH: 30 µm. 

Some of the specimens showed finely granulated, dark 
regions especially near the surface where the heat accumulation 
led to deep melt pools. The amount of these dark regions 
increased with increasing energy input. As the close up in 
Fig. 8 reveals, there were lighter zones (I) in between the 
granulated dark zones (II) containing a dendritic grain structure. 
Near the former interface of melt pool and solid material, the 
dendrites show a more directional growth (arrows, Fig. 8) than 
in the middle of the melt pool attributed to the direction of the 
heat flow and the grain growth in the opposite direction.  

Fig. 9. EDX analysis of different phases (scan line in white). 

 To further investigate the different phases observed in the 
etched specimens, an EDX analysis was conducted (Fig. 9) for 
the interface between the dendritic light and the finely 
granulated dark zone that was marked by the arrows in Fig. 8. 
As the lines for the different elements show, there are only few 
fluctuations in element composition within the light zone on 
the right. Within the granulated dark zone, the lines show 
varying contents of zirconium (Zr), iron (Fe) and neodymium 
(Nd). Thereby Zr shows the smallest fluctuations that also 
cannot be connected to the fluctuations of the other elements or 
the differences in color. On the other hand, Nd and Fe 
(turquoise and purple line) show strong fluctuations in content 
within the dark zone that are also connected to the different 
colored constituents of this zone. The dark parts are rich in Fe 
and poor in Nd while for the lighter parts the opposite is the 
case. This indicates that the dark phase is formed by 
magnetically soft α-iron and the light phase within the dark 
zone is formed by the desired hard magnetic Nd2Fe14B that is 
essential for the achievable magnetic properties. The light zone 
on the right seems to consist completely of Nd2Fe17Bx (with 
x~1 [15]) according to Sridharan et al. [16], which is a soft 
magnetic non-equilibrium phase. Under equilibrium 
conditions, Nd2Fe14B develops in the peritectic reaction 
L + γ  Nd2Fe14B [17]. In the case of LPBF, solidification 
takes place under non-equilibrium conditions with rapid 
cooling rates that can induce critical undercooling of the melt. 
According to David & Titek, the solidification mode can 
change to Nd2Fe17Bx instead of Nd2Fe14B or γ-Fe when there is 
an undercooling of over 60 K that is likely to take place in 
additive manufacturing [18]. The nucleation of magnetically 
soft Nd2Fe17Bx then becomes favorable [19]. With scanning 
speeds over 0.1 m/s and therefore high interface velocities in 
the conducted experiments, this could be a possible explanation 
for the observed light zones consisting presumably of 
Nd2Fe17Bx. Furthermore, the dark zones occurring especially in 
regions with heat accumulations can be explained by the cyclic 
reheating, remelting and slower solidification in this area and 
therefore near equilibrium conditions leading to the formation 
of the equilibrium phases. Nevertheless, the EDX analysis does 
not provide sufficient information to clearly identify the 
present phases and should be supplemented by other methods 
like EBSD (electron backscatter diffraction). 

 Apart from the general microstructure, etching revealed 
additional information about the effect of heat treatment on the 
cracks. The layers that formed inside of the cracks during heat 
treatment in the first experimental run could be seen more 
clearly after etching (Fig. 10 a)).  

Fig. 10. (a) Etched cross section after heat treatment (2h/650 °C) and with PL: 
60 W, vS: 300 mm/s, dH: 20 µm ; (b) close up of crack with different zones. 
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In general, it can be differentiated between three different 
zones: (1) the open crack in the middle, (2) the dark zone 
directly surrounding the crack and (3) the light zone in between 
the dark zone and the bulk material. For these zones, different 
element contents could be detected by EDX analysis (Fig. 11)). 
Both zones around the open crack, especially the inner zone, 
show a high oxygen content. The darker inner zone (2) is rich 
in neodymium and poor in iron whereas the outer lighter zone 
(3) provides the opposite elemental distribution. As the oven 
only allowed heat treatment in normal atmosphere, this leads to 
the assumption, that due to the missing argon for inertisation, 
oxidation within the cracks took place leading to a reduction of 
the crack diameter. Thereby, different oxides developed, a 
neodymium-rich and an iron-rich oxide phase, leading to the 
observed layers filling up the cracks. 

Fig. 11. EDX analysis of a crack after heat treatment (2h/650 °C)  
(scan line in white). 

4. Conclusion 

In this work, the influence of different processing 
parameters and their interactions as well as a subsequent heat 
treatment on the resulting properties of NdFeB parts produced 
by LPBF were investigated. This first time statistical analysis 
could show that all three varied parameters have a significant 
influence on the process outcome with a significant interaction 
effect of laser power and scanning speed. Summed up it can be 
stated that the energy input as a calculated measure containing 
all of the varied parameters can be used to adapt the porosity of 
additively manufactured NdFeB parts specifically. It is more 
effective than a subsequent heat treatment that could not 
decrease the amount of pores or cracks. Cracks caused by 
internal stresses were the main cause of specimen failure during 
the building process and could be attributed most effectively by 
increasing the porosity through implementing higher hatch 
distances and therefore a lower volume energy density. 
Microstructural analysis revealed different phases indicating a 
non-equilibrium solidification due to rapid cooling rates and a 
change in solidification mode presumably leading to the 
formation of soft magnetic phases and therefore weakened 
magnetic properties. Furthermore, the formation of oxide 
phases around the cracks after heat treatment could be detected. 

With regard to this, further investigation of heat treatment 
methods under argon atmosphere or hot isostatic pressing 
(HIP) are of future interest. Nevertheless, a further 
microstructural analysis is inevitable to clearly identify the 
observed phases and as NdFeB is used for high performance 
permanent magnets, the magnetic properties in dependence of 
the processing parameters and the resulting microstructure will 
be part of future research. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

The study was devoted to a detailed experimental study of the implementation conditions of the laser powder bed fusion (LPBF) process of 
special-purpose products from self-fluxing powdered high-temperature NiCrBSi composite. Optimal regimes of LPBF for the 3D part of the 
simplest shape were experimentally determined. We recommended laser power P =100 W, the laser scanning velocity is v = 10 cm / s, the beam 
diameter is 70 μm, process gone in argon. Additional efforts were made to evaluate the effect of additional heating the base platform up to 500 
°C. Optical and scanning electron microscopy, the X-ray diffraction analysis and EDS microanalysis were used for describing the sequence of 
structure formation in the created 3D samples. We conducted mechanical and tribological testing allowed to evaluate the relationship between 
the laser PBF parameters and data on linear wear, roughness, fracture rupture for 3D from NiCrBSi superalloy after the laser PBF process. 
Possible causes of increase crack formation during the LPBF of the NiCrBSi powder system are considered and revealed.  
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1. Introduction 

PGSR-4 is a Ni-base superalloy which can be used in laser 
additive manufacturing (powder bed fusion (PBF) and direct 
metal deposition (DMD)) [1-3]. Self-fluxing nickel superalloy 
PGSR-4 (16 % Cr, 2 % B, 3 % Si, <5 % Fe, 1% C, 0.04% P, 
0.04 % S, Ni bal.,% wt) is considered to be six-component, hot 
resistant and refers to multiphase systems. The alloy is mixture 
of low-melting eutectic based on Ni, a solid solution of Cr, B, 
and Si in nickel with carbide inclusions, which makes it 
attractive for aerospace applications [2-6]. It is known that the 
distribution of carbide, boride, and silicide inclusions in the 
main phase with a Ni-based solid structure with an fcc (γ-
phase) lattice has a complex character [2, 5, 6]. However, 
NiCrBSi alloy prone to microcracking during the LPBF 
process [2, 3]. Low ductility is explained by the conditions of 
cross-boundary grain cracking at the temperature range from 

0.5Tm to 0.7Tm [2], where pinning by carbides, borides and 
sicilides by boundaries play important role. So, we strongly 
recommended to significantly raise the temperature (up to 500–
700 °C) in the synthesis chamber in order to improve the 
manufacturability and reproducibility of 3D products and also 
to avoid the tendency to cracking [5, 6].  

Influence of additional heating during the LPBF process was 
the goal of this study. Microstructure, phase structure, 
mechanical and tribological properties of the NiCrBSi alloy 
fabricated through LPBF are carried out. 

2. Materials and methods  

Powder of the NiCrBSi alloy was chosen with a dispersion 
of 60-80 μm. The distribution of all the aforementioned 
powders by size was analyzed by means of an optical 
granulomorometer ALPAGA 500NANO (OCCHIO s.a., 
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Belgium). The LPBF was performed on the ILM-100B 
ytterbium laser (IPG, Frazino, RF). Our SLM laboratory setup 
at the LPI was equipped with a high-temperature chamber, the 
temperature in which could reach 500-800 °С due to 
symmetrically arranged ceramic heaters. The temperature was 
measured by a thermocouple method. The LPBF setup was 
described earlier in [3, 6].  

The optimized hatching distance was equal to the laser beam 
diameter db ‒ 70 µm, layer thickness H was ~ 0.2 mm. The laser 
scan velocity V ranged from 0.5 to 10 cm/s, laser power P - 
from 10 to 100 W. Two regimes of manufacturing have been 
studied on the substrate - chamber additional heating up to 500 
0C and without it. Each second layer was formed on the bottom 
layer after its turning by 90 degrees (L – longitudinal, T - 
transversal). The laser melting process was conducted in Ar 
gas-filled chamber in order to protect the samples against 
oxidation and nitration.  

After the etching, cross sections of the multi-layered 
melting samples were subjected to microstructural analysis 
with the optical microscope (Neophot 30M, Carl Zeiss, 
Germany) equipped with a digital camera. The 3D samples 
obtained under the optimized regimes were analyzed by PMT-
3M (OKB SPECTR Ltd., St. Petersburg, Russia), 
microhardness testing and scan electron microscopy LEO 1450 
(Carl Zeiss Company) equipped with an energy-dispersive x-
ray microanalyzer (INCA Energy 300, Oxford Instruments, 
UK). The phase composition of the SLM parts was determined 
by XRD using a DRON-3M (Bourevestnik Inc., St. Petersburg, 
RF) diffractometer in Co-Kα radiation.  

The universal complex Universal-1B (Samara-Balance Ltd., 
RF) was used for the tribomechanical tests, which included 
roughness behavior and wear fatigue by scheme (ring-plate 
sliding friction). As the material for the control sample, high-
speed steel P6M5 (in the tempering state HRC65) was selected. 
Opportunities of Universal-1B setup were described precisely 
in [7].  

3. Results and discussion  

Previously, we experimentally determined the optimal 
LPBF regimes for individual passages of the NiCrSiB alloy, the 
regime of layerwise fabrication during scanning with a laser 
beam along the meander and a meander rotation by 90° on each 
subsequent layer [5, 6]. However, now, all of the above 
scanning techniques were carried out but with the platform 
heated up to T = 500 °C. The results of the obtained structures 
were compared when the treatment was carried out without 
heating.  

Figure 1 shows the sample (disk) appearance from the 
NiCrBSi alloy after the LPBF (laser regime was P = 100 W; v 
= 10 cm/s; powder layer thickness s = 0.1 mm; track distance l 
= 0.2 mm; beam diameter 0.2 mm). Additive manufacturing 
process was realized in argon and the chamber with the powder 
composition was warmed up to 500 °C. 

The surface roughness of the 3D printed samples after 
combining LPBF with heating is different from the LPBF 
without heating. The external shape of the products practically 
does not change, however, after 3D printing without heating, 
we clearly fixed the shrinkage of the 3D part in height. In 

addition, the edges of the disk had a smoothed character due to 
high-temperature heating. 

 

 

Fig. 1. LPBF of the NiCrBSi alloy (top view)  

 

 

Fig. 2. ОМ after the LPBF without heating (a) and with heating (b) for 
NiCrBSi alloy 
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The LPBF process proceeds by nonequilibrium 
crystallization, which is due to the nature of the deposition and 
redistribution of the molten powder particles, specifically 
changes the phase-structural composition, and also affects the 
removal of part of the fluxing components (silicon and boron) 
with low-melting slags. The optical microscopy (OM) images 
of the upper layers is shown in Fig. 2. It can be argued that 
additional heating contributes to some homogenization of the 
structure of all the phases studied in NiCrSi alloy.  

We clearly observe the interface between the laser remelted 
layers of alloy in Fig. 2a. Below and under the interface line, 
the darker section could be considered the slag zone that 
precipitated on the surface of the previous layer. In Fig. 2b, the 
long dendrite branch with size ~ 0.6 mm is visible. The growth 
direction of this dendrite is not corresponded to the direction of 
thermal transfer into substrate. Dendrite did not give secondary 
branches. Hence, the crystallization process was very fast. At 
the edges of the dendritic segregation the white inclusions are 
visible, which are the carbide phase. 

 

 

Fig. 3. Microhardness after the LPBF without heating and with additional 
heating for NiCrBSi alloy  

 

 

Fig. 4. XRD patterns after the LPBF and LPBF + heating for NiCrBSi alloy 

These inclusions have different chemical compositions 
based on binary crystalline structures MexCy phases (Cr7C3, 
Cr23C6, Cr3C2) borides (CrB or Fe2B) and  complex borides 
Cr3NiB6 or Cr2Ni3B6, silicides (τ1, τ2, σ, π) and Ni2Si 
intermetallide [5,6]. This is evidenced by triple diagrams of the 
Cr-Ni-B, Cr-Ni-Si and Cr-Ni-C systems [8-10]. 

The microhardness measurements of the studied alloys are 
shown in Fig. 3. In almost all cases, we observe an increase in 
the microhardness of 3D parts after heat-producing LPBF 
process. The possibility of improving the microstructure and 
controlling the hardness in the 3D products allows us to hope 
for the applicability of NiCrBSi alloy in the aerospace or 
nuclear industry. We associate the increase and decrease in 
microhardness with the presence in the γ-Ni solid solution - 
carbides, borides or silicides inclusions. The low plasticity and 
increasing of crack formation after LPBF process during rapid 
cool are connected with different behavior of precipitates into 
intervals of Temperature Interval Fragility (TIF).  

At the next stage, X-ray analysis of the 3D printed samples 
based on nickel super alloy after LPBF were carried out and the 
effect of additional heating was studied. 

Figure 4 shows the results of the XRD patterns of NiCrBSi 
alloy after the selective laser melting (SLM - blue curve) and 
the SLM process together with heating to 500 °C (red curve). 
The lower diffraction pattern corresponds to the initial NiCrBSi 
powder before laser irradiation. The interpretation shows that 
the main phases, without any undesirable inclusions, remain 
after the SLM, including under additional heating, with 
virtually no changes.  

 

 

Fig. 5. The SEM images after the LPBF without heating (a) and with heating 
(b) for NiCrBSi alloy 

Intense Bragg lines (111), (220), (311) and (222) are 
observed on all X-ray diffraction patterns, from the fcc lattice 
based on the γ– (Ni,Cr) solid solution. After laser influence a 
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slight increase of the lattice parameter is observed. At the same 
time, the redistribution of the content of secondary phases 
occurs. XRD patterns allowed to establish that the main phase 
is the γ– (Ni,Cr) solid solution with a low content of carbides, 
borides and silicides (below 8%).  

The typical submicrostructures is shown in Fig. 5 and 
correspond to the above OM results (see, Fig. 2). We can again 
repeat that heating makes the microstructure more 
homogenously. The NiCriBSi alloy microstructure as a whole 
did not change as a result of additional heating.  

The EDX microanalysis (Table 1) from the entire area of the 
presented images (Fig. 5) gives the following information. The 
element analysis data repeats the NiCrBSi chemical content of 
self-fluxing powder (see Introduction). Comparison with the 
XRD data allows to conclude, the possibility of the formation 
of the Ni16Cr6Si7 phase (17-0332, PDF2) and the 
Cr15.58Fe7.42C6 phase (78-1502, PDF2) is observed. 

Table 1.EDS microanalysis by Fig. 5 
Elements, % wt. All Fig. 5a All Fig. 5b S1 (Fig.5b) 
O 1.84 -- -- 
Si  1.94 1.83 2.84 
Fe  2.86 3.45 23.63 
Cr  13.72 13.62 10.57 
Ni  79.63 81.10 62.96 
Totals 100.00 100.00 100.00 
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increase crack formation during LPBF of the NiCrBSi powder 
system. The first reason can be associated with the formation 
of a complex boride-silicide eutectic of the type (Ni + Ni3B + 
Ni3Si) with a melting point of 950 °C, which, located along the 
boundaries of the dendrites the γ-solid Ni based solution, leads 
to brittle destruction. The second reason can be explained on 
the basis of the possible separation of strengthening phases due 
to the decay of a non-equilibrium γ-solid solution based on Ni. 
Such precipitates are carbide particles Me23C6 and borides of 
chromium. The third  reason may be associated with the 
presence of carbon from 0.4 % by weight up to 0.8 % by 
weight, significantly affecting the plastic properties of the 
metal during deformation [3, 6]. 

Also, we conducted a quantitative assessment of the 3D 
printed sample roughness after the LPBF and LPBF with 
heating. Figure 6 shows the OM surface of the investigated 
alloys under low magnifications (x10). 
 

 

Fig. 6. General view of the rough surface for 3D printed samples made of the 
NiCrBSi after PLBF (left) and LPBF with heating to 500 0С( right). 

Visually, we observed the roughness decrease after the 
heating-based LPBF. The color of the surface also changed, 

which indicates an appearance of some surface precipitations 
(slags) after the LPBF with heating.  

The microgeometry assess of the 3D samples obtained by 
the LPBF method, a profilograph - profilometer was used. The 
results for the studied samples from Fig. 7 were summarized in 
the Table. 2  

  

Table 2. Microgeometry data 

Name NiCrBSi NiCrBSi+ 
heating 

Roughness , Ra (µm)  116,0 39,7 
Running-in wear,, Rpk (µm)  167,0 69,0 
Surface ‘contamination’, Rvk (µm)  174,0 57,4 

 
It can be noted that after the LPBF, a rather high surface 

roughness of Rmax, often exceeding 100-116 μm, is formed. 
However, additional heating reduces the surface roughness 
after LPBF for all the alloys in 3-4 times we have studied. The 
Rpk value characterizes the running-in wear of the material. The 
use of 3D-printed samples with high values of the parameter 
Rvk, characterizing the surface oil consumption, provides good 
conditions for retaining the lubricant in the cracking zone. 

 

 

Fig. 7. Tribotechnical diagram of 3D samples from NiCrBSi alloy after LPBF 
with additional heating 

For the tribomechanical tests, a ring-plane sliding friction 
scheme was used. Steel 41Cr4 (in the state of quenching and 
tempering HRC 45) was chosen as the material (a cylinder with 
a diameter of 10 mm) of the counter-part. The test objective 
was to evaluate the tribological properties of 3D parts of the 
material and analyze the frictional compatibility of the friction 
pair. Below, the example of tribotechnical diagram of normal 
load, temperature and friction moment during wear tests (Fig. 
8) are presented for the case of the LPBF + heating to 500 °С, 
only.  

During the tests, the friction moment stability is observed, 
which indicates that the studied friction pair has frictional 
compatibility under the specified conditions of friction. As it 
can be seen from Fig. 8, during the test, some heating of the 
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sample to temperatures up to ~ 100 0C was observed for 
NiCrBSi alloy, which, apparently, is not essential for these 
materials, because their melting points are significantly higher 
than these temperatures.  

It was determined that the wear debris has been generated 
mainly from carbide, boride and/or silicide type ceramics as 
counter bodies, are filled in the pits on NiCrBSi surface. It 
provides formation of tribocouple which further prevents 
severe damages of NiCrBSi contact surface.  

4. Conclusions  

The mechanical properties of the NiCrBSi alloy after the 
PBF are investigated. Possible causes of increase crack 
formation during LPBF of the NiCrBSi powder system are 
considered and revealed. It is established that in the process of 
cooling the low ductility could connected with some reasons. 
The following results were obtained also:  
• The ability of the LPBF technology to create functional 

structures and to fabricate 3D parts of the NiCrBSi 
superalloy has been studied. The optimal regime for the 
layerwise LPBF in argon environment demands to 
additional heating and the laser influence regime P = 100 
W, v =  10 cm/s. 

• By the methods of OM, SEM combined with EDX 
microanalysis, XRD patterns, the morphology and 
structural phase transformations in the studied materials 
were investigated.  

• The mechanical properties of the fabricated 3D parts were 
evaluated: microhardness was measured, product 
roughness was determined, wear and fracture were 
estimated and the nature of friction was determined.  

A fundamentally important result of the completed study is 
the experimental implementation of additional high-
temperature heating during the LPBF process up to 500 ºC, 
which was done for the first time in principle for the NiCrBSi 
superalloy, and for specific materials promising in aerospace 
applications - in particular. 

Acknowledgments 

This study was supported by the Russian Foundation of 
Basis Researches (grants 17-48-630290 Povolzh'ye_a).  

References 

[1] Chang Z, Wang W, Ge Y, Zhou J, Cui Z. Microstructure and mechanical 
properties of Ni-Cr-Si-B-Fe composite coating fabricated through laser 
additive manufacturing. J. of Alloys and Compounds 2018;747: 401-07. 

[2] Boswell JH, Clark D, Li W, Attallah MM. Cracking during thermal post-
processing of laser powder bed fabricated CM247LC Ni-superalloy. 
Materials and Design 2019;174: 107793. 

[3] Shishkovsky I. Aerospace applications of the SLM process of functional 
and functional graded metal-matrix composites based on NiCr 
superalloys. In: F. Froes, R. Boyer (Eds.) Additive Manufacturing for the 
Aerospace Industry. Elsevier Publ.; 2019. p. 265-80. doi: 10.1016/B978-
0-12-814062-8.00014-5 

[4] Vilar R, Almeida A. Repair and manufacturing of single crystal Ni-based 
superalloys components by laser powder deposition—A review, J. Laser 
Appl. 2015; 27: S17004. 

[5] Shishkovsky I., Kakovkina N., Scherbakoff W. Layerwise fabrication 
refractory NiCrSiB composite with gradient grow of tungsten carbide 

additives by selective laser melting. Optics and Laser Technology 2019; 
120: 105723.  

[6] Shishkovsky I., Kakovkina N., Scherbakov V. Fabrication of heat-
resisting nickel composite gradient structures with TiC nano additive 
during powder bed fusion process. Procedia CIRP 2018; 74: 68-71. 

[7] Shishkovsky I., Scherbakov V., Ibatullin I., Volchkov V., Volova L. 
Nano- size ceramic reinforced 3D biopolymer scaffolds: tribomechanical 
testing and stem cell activity. Composite Structures 2018; 202: 651-59. 

[8] Velikanova T.Ya., Bondar A.A., Grytsi, A.V. The Chromium-Nickel-
Carbon (Cr-Ni-C) PhaseDiagram. J. Phase Equilib. 1999; 20(2): 125-147. 

[9] Gladyshevsky E.I., Borusevich L.K. The Ternary System Cr-Ni-Si., Russ. 
J. Inorg. Chem. 1963; 8(8): 997-1000. 

[10] Chepiga M.V., Krivutskii V.P., Kuzma Yu.B., The System Cr-Ni-B. 
Inorg. Mater. 1972; 8(6): 928-932. 



 Igor Shishkovsky  et al. / Procedia CIRP 94 (2020) 217–221 221
4 Igor Shishkovsky / Procedia CIRP 00 (2020) 000–000 

slight increase of the lattice parameter is observed. At the same 
time, the redistribution of the content of secondary phases 
occurs. XRD patterns allowed to establish that the main phase 
is the γ– (Ni,Cr) solid solution with a low content of carbides, 
borides and silicides (below 8%).  

The typical submicrostructures is shown in Fig. 5 and 
correspond to the above OM results (see, Fig. 2). We can again 
repeat that heating makes the microstructure more 
homogenously. The NiCriBSi alloy microstructure as a whole 
did not change as a result of additional heating.  

The EDX microanalysis (Table 1) from the entire area of the 
presented images (Fig. 5) gives the following information. The 
element analysis data repeats the NiCrBSi chemical content of 
self-fluxing powder (see Introduction). Comparison with the 
XRD data allows to conclude, the possibility of the formation 
of the Ni16Cr6Si7 phase (17-0332, PDF2) and the 
Cr15.58Fe7.42C6 phase (78-1502, PDF2) is observed. 

Table 1.EDS microanalysis by Fig. 5 
Elements, % wt. All Fig. 5a All Fig. 5b S1 (Fig.5b) 
O 1.84 -- -- 
Si  1.94 1.83 2.84 
Fe  2.86 3.45 23.63 
Cr  13.72 13.62 10.57 
Ni  79.63 81.10 62.96 
Totals 100.00 100.00 100.00 

 
The next reasons could be proposed for explanation of 

increase crack formation during LPBF of the NiCrBSi powder 
system. The first reason can be associated with the formation 
of a complex boride-silicide eutectic of the type (Ni + Ni3B + 
Ni3Si) with a melting point of 950 °C, which, located along the 
boundaries of the dendrites the γ-solid Ni based solution, leads 
to brittle destruction. The second reason can be explained on 
the basis of the possible separation of strengthening phases due 
to the decay of a non-equilibrium γ-solid solution based on Ni. 
Such precipitates are carbide particles Me23C6 and borides of 
chromium. The third  reason may be associated with the 
presence of carbon from 0.4 % by weight up to 0.8 % by 
weight, significantly affecting the plastic properties of the 
metal during deformation [3, 6]. 

Also, we conducted a quantitative assessment of the 3D 
printed sample roughness after the LPBF and LPBF with 
heating. Figure 6 shows the OM surface of the investigated 
alloys under low magnifications (x10). 
 

 

Fig. 6. General view of the rough surface for 3D printed samples made of the 
NiCrBSi after PLBF (left) and LPBF with heating to 500 0С( right). 

Visually, we observed the roughness decrease after the 
heating-based LPBF. The color of the surface also changed, 

which indicates an appearance of some surface precipitations 
(slags) after the LPBF with heating.  

The microgeometry assess of the 3D samples obtained by 
the LPBF method, a profilograph - profilometer was used. The 
results for the studied samples from Fig. 7 were summarized in 
the Table. 2  

  

Table 2. Microgeometry data 

Name NiCrBSi NiCrBSi+ 
heating 

Roughness , Ra (µm)  116,0 39,7 
Running-in wear,, Rpk (µm)  167,0 69,0 
Surface ‘contamination’, Rvk (µm)  174,0 57,4 

 
It can be noted that after the LPBF, a rather high surface 

roughness of Rmax, often exceeding 100-116 μm, is formed. 
However, additional heating reduces the surface roughness 
after LPBF for all the alloys in 3-4 times we have studied. The 
Rpk value characterizes the running-in wear of the material. The 
use of 3D-printed samples with high values of the parameter 
Rvk, characterizing the surface oil consumption, provides good 
conditions for retaining the lubricant in the cracking zone. 

 

 

Fig. 7. Tribotechnical diagram of 3D samples from NiCrBSi alloy after LPBF 
with additional heating 

For the tribomechanical tests, a ring-plane sliding friction 
scheme was used. Steel 41Cr4 (in the state of quenching and 
tempering HRC 45) was chosen as the material (a cylinder with 
a diameter of 10 mm) of the counter-part. The test objective 
was to evaluate the tribological properties of 3D parts of the 
material and analyze the frictional compatibility of the friction 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 

Keywords: Assembly; Design method; Family identification

1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

The quality of the surface influences remarkably the fatigue life of additive manufactured components. This work proposes to study the influence 
of surface integrity on the bending fatigue life of Ti6Al4V manufactured by laser powder bed fusion. Rectangular specimens were manufactured 
horizontally and the last printed layer had laser track scanning directions (α=30°,60°,90°) in relation to the specimen length. The top surface 3D-
roughness average was similar for all the specimens. The specimens were studied under as-built and heat-treated conditions. A correlation between 
laser track scanning direction, 2D-roughness parameters, and fatigue life for as-built specimens was found. The as-built specimens with 90° and 
30° direction showed the shortest and the longest fatigue life, respectively. Heat-treated specimens showed a shorter fatigue life independently 
of the surface roughness. This could be explained by other surface integrity factors influencing fatigue performance of the material, such as the 
presence of subsurface porosity and surface oxygen enrichment.  
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1. Introduction 

Ti6Al4V alloy is one of the most recognized titanium alloys 
due to its high strength, low density, high fracture toughness 
and excellent corrosion resistance. There is a big Ti6Al4V 
demand in industrial applications due to its lightweight and 
high strength. Conventional manufacturing methods for 
Ti6Al4V material require extensive further machining to obtain 
the desired shapes and dimensions of the part [1]. Thus, the 
fabrication of Ti6Al4V parts by additive manufacturing (AM) 
methods is convenient due to its multiple advantages, such as 
freedom in design, no component-assembly requirements and 
less waste of material during production in comparison with 
conventional technologies. Laser powder bed fusion (L-PBF) is 
an AM process that uses digitized information from computer-
aided design software to guide a laser to melt or partially melt, 

metal feedstock powder. However, the high cooling rates lead 
to the transformation of Ti6Al4V from β-phase to α’martensitic 
phase, which is well-known for its superior strength but also for 
its low ductility. Nonetheless, the properties of Ti6Al4V can be 
controlled by heat treatment (HT). Heat treatment of Ti6Al4V, 
leads to a diverse number of microstructures, having a critical 
impact on the mechanical properties. Normally, the regime used 
for HT stands within α+β phase region, although it can be also 
performed in β-phase region. By HT, the amount and 
morphology of α and β phases are controlled to provide good 
strength, ductility, as well as fatigue life.  

Fatigue failure is one of the main reasons for mechanical 
failure in engineering components. Microstructure and 
especially surface topography have been reported to have 
significant influence on fatigue life. Numerous investigations 
have been performed to achieve longer fatigue life of a 
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1. Introduction 

Ti6Al4V alloy is one of the most recognized titanium alloys 
due to its high strength, low density, high fracture toughness 
and excellent corrosion resistance. There is a big Ti6Al4V 
demand in industrial applications due to its lightweight and 
high strength. Conventional manufacturing methods for 
Ti6Al4V material require extensive further machining to obtain 
the desired shapes and dimensions of the part [1]. Thus, the 
fabrication of Ti6Al4V parts by additive manufacturing (AM) 
methods is convenient due to its multiple advantages, such as 
freedom in design, no component-assembly requirements and 
less waste of material during production in comparison with 
conventional technologies. Laser powder bed fusion (L-PBF) is 
an AM process that uses digitized information from computer-
aided design software to guide a laser to melt or partially melt, 

metal feedstock powder. However, the high cooling rates lead 
to the transformation of Ti6Al4V from β-phase to α’martensitic 
phase, which is well-known for its superior strength but also for 
its low ductility. Nonetheless, the properties of Ti6Al4V can be 
controlled by heat treatment (HT). Heat treatment of Ti6Al4V, 
leads to a diverse number of microstructures, having a critical 
impact on the mechanical properties. Normally, the regime used 
for HT stands within α+β phase region, although it can be also 
performed in β-phase region. By HT, the amount and 
morphology of α and β phases are controlled to provide good 
strength, ductility, as well as fatigue life.  

Fatigue failure is one of the main reasons for mechanical 
failure in engineering components. Microstructure and 
especially surface topography have been reported to have 
significant influence on fatigue life. Numerous investigations 
have been performed to achieve longer fatigue life of a 
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component by decreasing the surface roughness. Post-
processing treatments, such as machining, are required to 
decrease crack initiation and enhance fatigue life [2]. However, 
a post-processing treatment cannot be applied to all AM parts 
(e.g. components with inner surfaces, cavities or holes), thus the 
influence of surface topography on fatigue needs to be carefully 
understood. Most of the literature is focused on the optimization 
of process parameters to understand surface topography by 
means of surface roughness [3,4,5]. In a previous research, the 
influence of surface topography on fatigue behavior of the top 
and side surfaces of L-PBF Ti6Al4V was studied [6]. 
Differences between top and side surfaces were found to be due 
to (i) different surface roughness, but also (ii) the staircase 
effect inherent to AM surfaces. Therefore, it is of importance to 
understand how surface integrity, e.g. surface morphology, 
texture, roughness, defects, etc., affects fatigue properties.  

The present study focuses on the influence of surface 
topography by means of different surface patterns on fatigue 
life. Ti6Al4V specimens were obtained by L-PBF, and the last 
layer was modified to have different laser track scanning 
directions (α=30°, 60° and 90°). Bending fatigue life was 
evaluated for as-built, but also heat-treated conditions, to 
analyze the combined influence of surface topography and 
microstructure.  

2. Materials and methods 

Ti6Al4V alloy powder was obtained from TLS Technik 
GmbH (Germany). The powder had a spherical morphology 
and a particle size distribution of d10=7.6 µm, d50=28.6 µm and 
d90=41.9 µm. The production of the specimen plate was 
performed with a ProX® DMP 200 L-PBF machine. The 
following parameters were set and correspond to optimal 
parameters in terms of volume density: laser power 300W, laser 
scan speed 1800 mm/s, beam diameter 70 μm, hatch spacing 85 
μm, layer thickness 30 μm. Concerning the scanning strategy, 
each layer was scanned with back and forth tracks and the scan 
direction was shifted of 90° from one layer to the other. No 
contour strategy was performed [7]. The construction chamber 
was filled with argon gas. The samples were divided on two 
building plates, to test the fatigue life in (i) as-built (AB) and 
(ii) heat-treated (HT) conditions. Both building plates had the 
same process parameters, giving a sample density higher than 
99.5 %. The direction of the last printed layer had laser track 
scanning directions of α= 30°, 60°, 90° in relation to the length 
of the specimen (Fig. 1). The AB specimens from the first plate 
were detached by wire EDM, meanwhile the second plate was 
HT in argon atmosphere (2h at 940 °C followed by furnace 
cooling, then 2h at 650°C also followed by furnace cooling) 
before being detached. All the sides of the specimens were 
milled in order to calibrate their dimensions (8×8×60 mm), 
except the top surface with different laser track scanning 
directions.  

Top surface topographies were measured with a focus 
variation microscope (Alicona Infinitefocus G5): one 
measurement per process (2.9×2.9 mm area with a lateral 
resolution of 2 µm and a vertical resolution of 0.1 µm). A 
polynomial filter of order 1 was used to remove the form but no 
further filter was applied as proposed in [8]. 

Three-point bending fatigue tests were performed with an 
Instron 8801 equipment with load cell capacity of 50 kN. The 
tests were carried out with a maximum stress of σmax=700 MPa, 
stress ratio of R=0.1 and a frequency of ƒ=8 Hz, until failure 
(Fig.1). The specimens tested were designated as: AB-30, AB-
60, AB-90 (AB specimens), and HT-30, HT-60 and HT-90 (HT 
specimens) according to the laser track scanning directions on 
the top surface layer (α=30°, 60°, 90°). Fatigue tests were 
performed in such a way that the highest tensile stresses were 
applied on the top surfaces to evaluate influence of laser track 
scanning direction on fatigue properties. 4 samples were tested 
for each condition. Fracture surface analyses and 
microstructural characterization were carried out by scanning 
electron microscopy (SEM) LEO 1350 FEG, operated at 20 kV 
and equipped with Oxford EDX INCA-sight system and Oxford 
EBSD (C-Nano detector), and optical microscopy (Olympus 
CZH10 research stereo microscope). Cross-sections were 
prepared by recommended metallographic procedure by 
grinding up to 4000 SiC paper and then polishing with colloidal 
silica. The cross-section areas were etched in Kroll´s reagent 
for microstructural investigations.  

3. Results 

3.1. Surface topography measurements 

No differences between the surface topography of AB and 
HT conditions were found (in agreement with [7]). The 
roughness computed from the surface topography 
measurements is presented in table 1 as a function of the laser 
track scanning direction angle α. Both 2D (Ra, average 
roughness, and Rdq, root mean square slope) and 3D parameter 
(Sa, Areal average roughness,) were analyzed.  

Fig 1. Schema of fatigue test performance, as well as top surface topography 
of specimens with a laser track scanning direction at 30, 60 and 90°. 

    
Based on results from Table 1, it was observed that the areal 

average roughness, Sa, and average roughness, Ra, were rather 
constant for different α values (7.5% and 7.9% of variation, 
respectively). However, the Rdq value rose by 35% as the α 
value increased from 30 to 90°.  
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Table 1. Surface roughness measurements of AB and HT specimens 

 Sa (µm) Ra (µm) Rdq (µm/µm) 

α= 30° 11.9 11.8 (σ=1.6µm) 0.54 (σ=0.24) 

α= 60° 11.6 10.9 (σ=2.0µm) 0.70 (σ=0.28) 

α= 90° 12.5 11.6 (σ=1.4µm) 0.73 (σ=0.21) 

3.2. Microstructural analyses 

Figure 2 shows the microstructures of the L-PBF Ti6Al4V 
samples before and after HT. In the AB conditions, an α’-
martensitic phase of a sharp needle-like morphology was 
observed. After the HT, α’ was transformed to a coarsened and 
slightly rounded lamellar α-phase. AB material showed the 
presence of β-phase (<2 vol.%) between α’ needles, which is 
increased after the HT to ~2 vol.%.).  

Fig 2. Cross-section optical micrographs of L-PBF AB and HT Ti6Al4V 
samples, as well as EBSD phase mappings.  

3.3. Fatigue life 

Figure 3 shows the fatigue life of the tested specimens 
versus laser track scanning direction of the last printed layer. In 
the AB specimens, a decrease in fatigue life from 26209±1789 
down to 11269±1364 cycles as laser track scanning direction 
changed from 30° to 90° was observed. Contrary to that 
behavior, HT specimens (1st HT batch) did not show close 
correlation between fatigue life and laser track scanning 
direction. Additionally, HT showed shorter fatigue life in 
comparison with AB specimens. Fracture analysis of the 
fatigue specimens revealed the presence of subsurface porosity 
(Fig. 3, inset), mainly causing a promptly subsurface fatigue 
crack initiation and reducing fatigue life. The reasons for 
formation of subsurface porosity were not clearly identified. It 
could be related to the powder aging but this could not be 
verified. As a consequence, a 2nd HT batch of specimens was 
manufactured. No subsurface porosity was observed on this 
new batch, and crack initiation occurred at surface 
irregularities. However, fatigue life for all HT conditions (α= 
30°, 60° and 90°) was shorter than for the AB specimens. HT 
did not improve fatigue life and, no clear correlation was found 
between the fatigue life and the laser track scanning directions.  

 

Fig 3. Fatigue life of the studied specimens [σmax=700MPa; R=0.1; ƒ=8Hz]; 
SEM micrograph of fatigue fractured surface of 1st HT batch. 

3.4. Fatigue behavior 

Figure 4 shows the top surfaces of AB and HT specimens 
with laser track scanning direction of 30°, 60° and 90° on the 
last printed layer. AB specimens showed several cracks 
following grooves on the surface originating from the laser 
scanning. On the other side, HT specimens did not show any 
such crack pattern related to the laser track scanning direction, 
except for HT-90 condition where the crack path matches with 
the direction of grooves on the surface.  

Fig 4. Top surface of fractured fatigue of L-PBF AB and HT Ti6Al4V 
samples with laser track scanning directions at α=30°, 60° and 90°. 

4. Discussion 

Fatigue is a failure mechanism where cracks are formed due 
to the cyclic loading of the component. The failure is divided 
in two steps: crack nucleation and propagation, in which crack 
nucleation is the main part of the fatigue life time (˃70%). 
Several factors such as, microstructure, surface roughness, 
internal defects and residual stresses influence fatigue life of 
Ti6Al4V [2].  

Surface defects and high surface roughness, have been 
identified to be the most critical for fatigue performances [8]. 
In a previous study, it has been demonstrated that L-PBF AB 
surfaces have shown to give lower fatigue life than milled 
surfaces [6]. Rough surfaces are detrimental for fatigue life, 
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since surface valleys act as notches concentrating high stresses 
and causing crack nucleation. Surface roughness parameters Ra 
and Rz, as well as the valleys’ depth Svk, were found to 
determine fatigue life [6, 9]. In the present study, profiles taken 
in the fatigue stress direction presented steeper slopes (higher 
Rdq value) as the laser track scanning direction changes from 
30° to 90°. As a consequence, higher stress concentration could 
be reached during fatigue tests, as was observed for AB 
specimens. Furthermore, when larger surface valley areas (or 
laser track pattern) were oriented along the fracture direction of 
the specimen (matching with 90° pattern), they concentrated 
higher stresses leading to shorter fatigue life in comparison 
with lower angles (AB-30 and AB-60 specimens). 

In the 1st HT batch specimens, the influence of subsurface 
porosity was detrimental. The position, size and concentration 
of defects are crucial in determining the fatigue crack initiation. 
Tammas-Williams et al. [10] showed by fractography and 
microCT analysis that subsurface pores which lay within a 
diameter from the surface led to critical fatigue cracks, where 
the rise in the local elastic stress concentration (Kt) was the 
most significant. Thus, it was reported that the increase in stress 
concentration near a surface is an important contributor to the 
propensity of fatigue cracks to initiate at surface pores. 
Therefore, an increase in Kt was noticeable when pores were 
separated from the surface by less than one diameter, and 
significant when were closer than half a diameter. In the present 
study, it was observed that the 1st HT batch of specimens had 
shorter fatigue life than AB specimens, and that fatigue cracks 
initiated at the subsurface pores. These observations suggest 
that the combination of influence of subsurface porosity and 
surface roughness can be more detrimental than the surface 
roughness itself. Additional post-treatments such as HIP can 
therefore be useful to increase fatigue resistance, as well as 
fatigue life, due to the decrease in porosity, but also enhanced 
ductility due to the growth of α grains [8].  

HT is expected to relieve residual stresses, modify 
microstructure and improve mechanical properties [11]. A 2nd 
HT batch of specimens was manufactured. No subsurface 
porosity was observed for those samples, and fatigue crack 
initiation started at the top of surface irregularities. However, 
the 2nd HT batch of specimens showed shorter fatigue life than 
AB specimens too. For Ti6Al4V, it has been reported that at 
temperatures exceeding 480°C, oxidation of the surface and 
formation of a hard and brittle layer enriched with oxygen, 
called alpha-case [12] is possible. In the present study EDX 
surface analyses showed a thin oxygen-enriched layer beneath 
the top surface of 2nd HT batch of specimens, which was not 
found in AB condition. The layer was about 2-3 μm thin, which 
is below the resolution limit of SEM EDS at 20 kV acceleration 
voltage, and because of that the concentration of oxygen in the 
layer was not defined accurately. It is known that high 
concentrations of interstitials in Ti-alloys usually leads to an 
increase in strength and a decrease in ductility. Additionally, 
diffusion of oxygen may result in the formation of an α-case, 
although, microscopy carried out in the present investigation 
did not reveal any clear α-phase grains at the surface. 
Nevertheless, multiple nucleation of cracks at the surface of the 
2nd HT batch of specimens at bending fatigue tests suggested 
embrittlement of the surface, which can be a result of oxygen 

enrichment. Thus, changes in chemical composition near 
surface region after post HT needs to be considered for the 
performance of the printed part. A need of vacuum treatment 
instead of argon protective atmosphere could avoid the oxygen 
enrichment. If not, post machining needs to be considered to 
improve the final fatigue performance of the AM parts. 

5. Conclusions 

Ti6Al4V specimens were manufactured by L-PBF to study 
the factors influencing fatigue life and fatigue crack nucleation. 
Not only surface topography but also subsurface porosity and 
surface chemistry were found to influence fatigue performance. 

L-PBF AB Ti6Al4V specimens showed a correlation 
between fatigue life and laser track scanning direction. Fatigue 
life was 26209±1789 cycles at α=30° and it decreased down to 
11269±1364 cycles at α=90°. This can be due to the fact of: (i) 
larger area of valleys oriented parallel to the fracture direction 
that concentrated higher stresses, and (ii) the increase of Rdq 
values with the increase in angle from 30° to 90°. 

HT led to changes in microstructure, nevertheless, a 
comparison between AB and HT conditions was challenging 
due to issues with surface integrity factors. The presence of 
subsurface porosity in the 1st HT batch of specimens led to a 
substantial decrease in fatigue life compared to AB specimens 
where only surface topography governed fatigue crack 
nucleation at the surface. The 2nd HT batch of specimens had 
even shorter fatigue life than AB and 1st HT batch. This can be 
explained by a surface oxygen enrichment during HT. In 
addition to the influence of surface topography, the formation 
of a thin oxygen-enriched layer resulted in shorter fatigue life, 
Fig. 3. Therefore, a strong need to control surface topography 
but also other factors influencing surface integrity, e.g. surface 
contamination and subsurface porosity is required for AM 
components.  
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

The quality of the powder is a key aspect in the Laser Powder Bed Fusion (PBF-LB/M) process to guarantee manufacturability and quality of the 
manufactured parts. However, the powder is reused several times and its quality changes during the manufacture process, which affects the quality 
of the manufactured parts. Throughout this article, the powder and the final part properties will be studied during 25 manufacturing process. 
Specifically, morphology, granulometry and flowability of the powder were studied, and these results were related with the roughness and the 
porosity of the manufactured parts. Thanks to this research, it was found that the size of the particles increases when the powder is reused. And 
this directly affects the flowability of the powder which increases. Furthermore, it has also been shown that this increase in particle size 
distribution causes an increase in the porosity and roughness of the manufactured parts. 
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1. Introduction 

PBF -LB/M technology is one of the most popular technologies 
for manufacturing complex parts [1]. However, nowadays this 
technology still presents several challenges compared to others, 
even so, due to the great advantages it shows, as the ability to 
manufacture very complex parts, it is one of the most 
developed additive manufacturing (AM) technologies. 
Especially because of the great interest that this technology 
presents to the aeronautical and medical sector [1].  

One of these challenges is the reduction of the price of the raw 
material, since this powdered material must have a specific 
PSD (Particle size distribution), composition and morphology, 
which makes it an expensive material. A common practice to 
reduce this cost is to reuse the powder and even mix it with 
virgin powder to recover its properties 

Nonetheless, the powder during the recycling process can be 
affected by various changes in its morphology and 
composition, due to partial fusion of the particles, 
agglomerations, contamination... 

Different studies show how the particle size increases when the 
powder is reused [2][3][4] in addition to losing its sphericity 
[3].  

It has also been studied how the flowability of the powder 
changes when is reused and many studies have concluded that 
this flowability improves when the powder is reused [3][4] due 
to the absence of satellite particles and the removal of moisture 
because of the repeated long exposures to vacuum at elevated 
temperatures (>550 C) in the AM chamber [3]. However, 
studies such as the one carried out by Ahmed et al. [5] detected 
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1. Introduction 

PBF -LB/M technology is one of the most popular technologies 
for manufacturing complex parts [1]. However, nowadays this 
technology still presents several challenges compared to others, 
even so, due to the great advantages it shows, as the ability to 
manufacture very complex parts, it is one of the most 
developed additive manufacturing (AM) technologies. 
Especially because of the great interest that this technology 
presents to the aeronautical and medical sector [1].  

One of these challenges is the reduction of the price of the raw 
material, since this powdered material must have a specific 
PSD (Particle size distribution), composition and morphology, 
which makes it an expensive material. A common practice to 
reduce this cost is to reuse the powder and even mix it with 
virgin powder to recover its properties 

Nonetheless, the powder during the recycling process can be 
affected by various changes in its morphology and 
composition, due to partial fusion of the particles, 
agglomerations, contamination... 

Different studies show how the particle size increases when the 
powder is reused [2][3][4] in addition to losing its sphericity 
[3].  

It has also been studied how the flowability of the powder 
changes when is reused and many studies have concluded that 
this flowability improves when the powder is reused [3][4] due 
to the absence of satellite particles and the removal of moisture 
because of the repeated long exposures to vacuum at elevated 
temperatures (>550 C) in the AM chamber [3]. However, 
studies such as the one carried out by Ahmed et al. [5] detected 
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that the flowability of the powder decreased due to the lower 
sphericity of the reused powder particles.  

In addition, several studies have been carried out to check how 
these changes in the morphology of the powder affect the final 
characteristics of the part [3][5][6], and the study made by Tang 
et al. [3] determined that UTS (ultimate tensile strength) and 
the roughness increased in the case of recycled powders [5]. 

Other studies [7] [8] have also analyzed the effect of spatters 
on the powder bed, since these spatters generated during the 
process lands into the powder bed, and may fall into a part that 
has not yet melted. In addition, these spatters usually have 
different morphology and size, which means that some of these 
spatters are not filtered on the sieving process and are used as 
powder particles in the next manufacturing process. This can 
affect the characteristics of the manufactured part, and greater 
defects and porosity can appear in the part. 

Consequently, a proper recycling process is necessary for the 
development of this technology. For this reason, it is necessary 
not only to know the changes that occur in the powder itself, it 
is also necessary know the effects that these changes can have 
on the final parts manufactured using this technology. These 
variations in the powder itself and the final parts will be 
analyzed throughout this study.  

2. Methodology 

During this work Inconel 718 powder samples will be analyzed 
from virgin powder every 5 manufactures up to 25 
manufactures.  

First the characteristics of the powder such as morphology and 
PSD (particle size distribution) will be studied in order to relate 
these characteristics to the flowability results obtained using 3 
different methods. Then, the different properties of the final 
part will analyzed. And finally, the results obtained by 
analyzing the roughness and porosity of the parts will be related 
to the characteristics obtained from the powder 

2.1. Powder analysis 

2.1.1. Particles granulometry and morphology 
To determinate the PSD, the powder samples were analysed 
using different sieves. According to the B214-15 standard 90g 
of each powder samples were sieved during 15 minutes at 280 
rotation per minute.  

For this analysis, 5 sieves of different spans have been used, in 
particular these spans were: 63μm, 40μm, 32μm, 25μm and 
20μm. After sieving the powder, the quantity of powder on 
each of the sieves was measured to obtain the PSD. 

To carry out this analysis, images of the powder particles had 
been taken using SEM-EDX (Scanning Electron Microscopy - 
Energy Dispersive X-ray spectroscopy) 250X scanning 
electron microscopy at different magnifications. 

2.1.2. Flowability 

Flowability is a critical factor to validate the powder. This 
factor limits the ability of the powder to obtain a homogenous 
powder layer in the manufacture platform [9]. 

Due to the great importance of flowability, three different tests 
have been carried out: Analysis based on funnels, Hausner ratio 
analysis and repose angle analysis. Two of them are 
standardized tests, and the other one is not a standardized but 
is a very usual analysis in powder for other applications [10].  

In addition, due to the results obtained from the different 
flowability tests, the three tests were repeated using another 
batch of powder that showed a lower initial flowability to check 
if the trend of both powders flowability is similar. 

A) ANALYSIS BASED ON FUNNELS 

To carry out this test, the time it takes for a certain amount of 
powder to pass through a funnel of known diameter is 
measured. These analyses were made using a static method 
based on standards: ASTM B213-13 (Using the Hall funnel of 
2.54 mm diameter) and ASTM B964-16 (Using the Carney 
funnel of 5.04mm diameter).  

For both tests, Qualtech's QPI-HFM1800 equipment has been 
used, using in each case the funnel specified in the standard, 
using 150g for the Carney funnel and 50g for the Hall funnel. 
Each test with each of the powder samples has been repeated 5 
times with an error of less than 0.5 seconds between these 
measurements, as specified in the standard.  

A) HAUSNER RATIO ANALYSIS 
This ratio is calculated by relating the tapped bulk density and 
freely settled bulk density of the powder, as can be seen in 
equation (1).  

This factor is related to the flowability, and ensures a correct 
and homogeneous distribution of the powder in each layer of 
the bed. 

𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻 𝑅𝑅𝑅𝑅𝐻𝐻𝐻𝐻𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =  
𝑇𝑇𝑇𝑇𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇 𝑑𝑑𝑑𝑑𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑑𝑑𝑑𝑑

𝐹𝐹𝐹𝐹𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐹𝐹𝐹𝐹𝑑𝑑𝑑𝑑 𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝐹𝐹𝐹𝐹𝐻𝐻𝐻𝐻𝑑𝑑𝑑𝑑  𝑑𝑑𝑑𝑑𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑑𝑑𝑑𝑑
         (1) 

The tests have been carried out based on ASTM B527-15 
standard. Using: 1500 taps, amplitude= 3mm amplitude, 
frequency= 250 tap/min and a mass of 100±0.5g in each case. 

C)  REPOSE ANGLE ANALYSIS 
The last flowability test was the measurement of the repose 
angle. This is the only non-standardized method used to 
measure the flowability. 

In this test the powder flows through the Carney funnel and 
dropped into a cylinder of known diameter (D=35mm). Then 
two images are taken, one from the top and the other from the 
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front. From these images and knowing the diameter of the 
cylinder, the repose angle is calculated. 

2.2. Manufactured parts analysis. 

The parts were manufactured using the AM400 manufacturing 
system with the RBV (Reduced Build Volume) system 
installed. The parameters and the scanning strategy were 
determined using QuantAM V4, a layer height of 60 µm, a 
power of 200W, exposure time of 70µs and a distance point and 
hatch distance of 80µm has been set for all the manufactures. 

2.1.1. Roughness 
Roughness is a key factor to ensure an acceptable quality of the 
final part. This roughness affects the surface quality and the 
appearance of the final part, but its affects also to the fatigue 
resistance. Parts with high roughness obtain a lower resistance 
in fatigue tests [11]. 

To measure surface roughness according to the ISO 4287-1997 
standard (with an Lc=2.5mm, No. of samples= 5 and 0.8 
gaussian filter), a 13mm high cubic parts were manufactured. 
This part has been manufactured in the central part of the 
platform to avoid the effects of laser incidence angle, which 
seems to be one of the main sources of the high roughness of 
the parts manufactured using PBF -LB/M technology [12]. 

The surface roughness was measured by an optical method with 
Infinite Focus Microscope (Alicona Infinite Focus Microscope 
model Control ServerFP G1 Vf2). These images have been 
taken in the surfaces ZX and ZY (Fig.5), always taking 
measurements with a surface area of 13mmx2mm. Using these 
images it also was possible to analyze the surface topography 
and analyzed the particles partially molten to the surface. 

2.1.2. Porosity 

To analyze the porosity, three 1 cm3 cubic parts have been 
manufactured with each powder sample to be able to analyze 
the porosity in the XY, ZX and ZY plane. 

For this study, the parts have been encapsulated and polished 
to a mirror finish. Then, using the infinite focus microscope, 
images of the surface were taken at 50X magnification.  

For the analysis of these images, a software based on image 
processing algorithms has been used. In this software the 
images are binarized, leaving the pores as black elements while 
the piece remains white. By studying the ratio between the 
black and white area, the porosity of the final part has been 
calculated.  

3. Results and discussion 

3.1. Powder analysis 

3.1.1. Particles granulometry and morphology 
After sieving the powder, the quantity of powder on each of the 
sieves was measured to obtain the particle size distribution 
shown in Fig.1. 

Fig. 1. Particle-size distribution determined by selective sieving based on 
ASTM B214-15 and powder samples analyzed by SEM (250X). (A) Virgin 

powder (without reuses) (B) After 25 reuses.  
 

As can be seen in Fig.1 the particle size of the distribution 
increases with the number of reuses of the powder. 

The morphology of the powder has also been studied, to 
determine if this morphology changes considerably after 
several reuses.  

Fig. 1 shows two images taken by SEM-EDX at 250X. On the 
left, it can be seen the powder sample without reuses Fig. 1 (A), 
and on the right the sample after 25 reuses Fig. 1 (B). 

Analyzing the images obtained, it has been verify that the 
particles' morphology changes considerably. It can be seen how 
after several reuses the particles lose their sphericity and many 
particles appeared with satellites attached to their surface or 
completely molten with other particles. 

3.1.2. Flowability 
B) ANALYSIS BASED ON FUNNELS 

The results obtained in these analyses are shown in Fig.2. Here 
is shown how the results obtained with the two funnels are 
opposite. On the one hand, the results obtained with Hall funnel 
shows how the flowability improves when the powder is 
reused. On the other hand, the results obtained with the Carney 
funnel shows an opposite tendency, the flowability is lower 
when the powder is reused several times.  

Fig. 2. Flowability values based on funnel tests. 

These results were related with the results obtained in section 
3.1.1, where the morphology and granulometry were analyzed.  
It has been determined that this opposite trend on flowability is 
due to changes in the particles of each powder sample when 
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that the flowability of the powder decreased due to the lower 
sphericity of the reused powder particles.  

In addition, several studies have been carried out to check how 
these changes in the morphology of the powder affect the final 
characteristics of the part [3][5][6], and the study made by Tang 
et al. [3] determined that UTS (ultimate tensile strength) and 
the roughness increased in the case of recycled powders [5]. 

Other studies [7] [8] have also analyzed the effect of spatters 
on the powder bed, since these spatters generated during the 
process lands into the powder bed, and may fall into a part that 
has not yet melted. In addition, these spatters usually have 
different morphology and size, which means that some of these 
spatters are not filtered on the sieving process and are used as 
powder particles in the next manufacturing process. This can 
affect the characteristics of the manufactured part, and greater 
defects and porosity can appear in the part. 

Consequently, a proper recycling process is necessary for the 
development of this technology. For this reason, it is necessary 
not only to know the changes that occur in the powder itself, it 
is also necessary know the effects that these changes can have 
on the final parts manufactured using this technology. These 
variations in the powder itself and the final parts will be 
analyzed throughout this study.  

2. Methodology 

During this work Inconel 718 powder samples will be analyzed 
from virgin powder every 5 manufactures up to 25 
manufactures.  

First the characteristics of the powder such as morphology and 
PSD (particle size distribution) will be studied in order to relate 
these characteristics to the flowability results obtained using 3 
different methods. Then, the different properties of the final 
part will analyzed. And finally, the results obtained by 
analyzing the roughness and porosity of the parts will be related 
to the characteristics obtained from the powder 

2.1. Powder analysis 

2.1.1. Particles granulometry and morphology 
To determinate the PSD, the powder samples were analysed 
using different sieves. According to the B214-15 standard 90g 
of each powder samples were sieved during 15 minutes at 280 
rotation per minute.  

For this analysis, 5 sieves of different spans have been used, in 
particular these spans were: 63μm, 40μm, 32μm, 25μm and 
20μm. After sieving the powder, the quantity of powder on 
each of the sieves was measured to obtain the PSD. 

To carry out this analysis, images of the powder particles had 
been taken using SEM-EDX (Scanning Electron Microscopy - 
Energy Dispersive X-ray spectroscopy) 250X scanning 
electron microscopy at different magnifications. 

2.1.2. Flowability 

Flowability is a critical factor to validate the powder. This 
factor limits the ability of the powder to obtain a homogenous 
powder layer in the manufacture platform [9]. 

Due to the great importance of flowability, three different tests 
have been carried out: Analysis based on funnels, Hausner ratio 
analysis and repose angle analysis. Two of them are 
standardized tests, and the other one is not a standardized but 
is a very usual analysis in powder for other applications [10].  

In addition, due to the results obtained from the different 
flowability tests, the three tests were repeated using another 
batch of powder that showed a lower initial flowability to check 
if the trend of both powders flowability is similar. 

A) ANALYSIS BASED ON FUNNELS 

To carry out this test, the time it takes for a certain amount of 
powder to pass through a funnel of known diameter is 
measured. These analyses were made using a static method 
based on standards: ASTM B213-13 (Using the Hall funnel of 
2.54 mm diameter) and ASTM B964-16 (Using the Carney 
funnel of 5.04mm diameter).  

For both tests, Qualtech's QPI-HFM1800 equipment has been 
used, using in each case the funnel specified in the standard, 
using 150g for the Carney funnel and 50g for the Hall funnel. 
Each test with each of the powder samples has been repeated 5 
times with an error of less than 0.5 seconds between these 
measurements, as specified in the standard.  

A) HAUSNER RATIO ANALYSIS 
This ratio is calculated by relating the tapped bulk density and 
freely settled bulk density of the powder, as can be seen in 
equation (1).  

This factor is related to the flowability, and ensures a correct 
and homogeneous distribution of the powder in each layer of 
the bed. 

𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻 𝑅𝑅𝑅𝑅𝐻𝐻𝐻𝐻𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =  
𝑇𝑇𝑇𝑇𝐻𝐻𝐻𝐻𝑇𝑇𝑇𝑇 𝑑𝑑𝑑𝑑𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑑𝑑𝑑𝑑

𝐹𝐹𝐹𝐹𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐹𝐹𝐹𝐹𝑑𝑑𝑑𝑑 𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝐹𝐹𝐹𝐹𝐻𝐻𝐻𝐻𝑑𝑑𝑑𝑑  𝑑𝑑𝑑𝑑𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑑𝑑𝑑𝑑
         (1) 

The tests have been carried out based on ASTM B527-15 
standard. Using: 1500 taps, amplitude= 3mm amplitude, 
frequency= 250 tap/min and a mass of 100±0.5g in each case. 

C)  REPOSE ANGLE ANALYSIS 
The last flowability test was the measurement of the repose 
angle. This is the only non-standardized method used to 
measure the flowability. 

In this test the powder flows through the Carney funnel and 
dropped into a cylinder of known diameter (D=35mm). Then 
two images are taken, one from the top and the other from the 
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front. From these images and knowing the diameter of the 
cylinder, the repose angle is calculated. 

2.2. Manufactured parts analysis. 

The parts were manufactured using the AM400 manufacturing 
system with the RBV (Reduced Build Volume) system 
installed. The parameters and the scanning strategy were 
determined using QuantAM V4, a layer height of 60 µm, a 
power of 200W, exposure time of 70µs and a distance point and 
hatch distance of 80µm has been set for all the manufactures. 

2.1.1. Roughness 
Roughness is a key factor to ensure an acceptable quality of the 
final part. This roughness affects the surface quality and the 
appearance of the final part, but its affects also to the fatigue 
resistance. Parts with high roughness obtain a lower resistance 
in fatigue tests [11]. 

To measure surface roughness according to the ISO 4287-1997 
standard (with an Lc=2.5mm, No. of samples= 5 and 0.8 
gaussian filter), a 13mm high cubic parts were manufactured. 
This part has been manufactured in the central part of the 
platform to avoid the effects of laser incidence angle, which 
seems to be one of the main sources of the high roughness of 
the parts manufactured using PBF -LB/M technology [12]. 

The surface roughness was measured by an optical method with 
Infinite Focus Microscope (Alicona Infinite Focus Microscope 
model Control ServerFP G1 Vf2). These images have been 
taken in the surfaces ZX and ZY (Fig.5), always taking 
measurements with a surface area of 13mmx2mm. Using these 
images it also was possible to analyze the surface topography 
and analyzed the particles partially molten to the surface. 

2.1.2. Porosity 

To analyze the porosity, three 1 cm3 cubic parts have been 
manufactured with each powder sample to be able to analyze 
the porosity in the XY, ZX and ZY plane. 

For this study, the parts have been encapsulated and polished 
to a mirror finish. Then, using the infinite focus microscope, 
images of the surface were taken at 50X magnification.  

For the analysis of these images, a software based on image 
processing algorithms has been used. In this software the 
images are binarized, leaving the pores as black elements while 
the piece remains white. By studying the ratio between the 
black and white area, the porosity of the final part has been 
calculated.  

3. Results and discussion 

3.1. Powder analysis 

3.1.1. Particles granulometry and morphology 
After sieving the powder, the quantity of powder on each of the 
sieves was measured to obtain the particle size distribution 
shown in Fig.1. 

Fig. 1. Particle-size distribution determined by selective sieving based on 
ASTM B214-15 and powder samples analyzed by SEM (250X). (A) Virgin 

powder (without reuses) (B) After 25 reuses.  
 

As can be seen in Fig.1 the particle size of the distribution 
increases with the number of reuses of the powder. 

The morphology of the powder has also been studied, to 
determine if this morphology changes considerably after 
several reuses.  

Fig. 1 shows two images taken by SEM-EDX at 250X. On the 
left, it can be seen the powder sample without reuses Fig. 1 (A), 
and on the right the sample after 25 reuses Fig. 1 (B). 

Analyzing the images obtained, it has been verify that the 
particles' morphology changes considerably. It can be seen how 
after several reuses the particles lose their sphericity and many 
particles appeared with satellites attached to their surface or 
completely molten with other particles. 

3.1.2. Flowability 
B) ANALYSIS BASED ON FUNNELS 

The results obtained in these analyses are shown in Fig.2. Here 
is shown how the results obtained with the two funnels are 
opposite. On the one hand, the results obtained with Hall funnel 
shows how the flowability improves when the powder is 
reused. On the other hand, the results obtained with the Carney 
funnel shows an opposite tendency, the flowability is lower 
when the powder is reused several times.  

Fig. 2. Flowability values based on funnel tests. 

These results were related with the results obtained in section 
3.1.1, where the morphology and granulometry were analyzed.  
It has been determined that this opposite trend on flowability is 
due to changes in the particles of each powder sample when 
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they are reused. On the one hand, due to reuses, the particles 
size increase and due to this increase, the adhesion and friction 
forces between the particles decrease, improving the 
flowability results. On the other hand, the results obtained 
analyzing the morphology shows how the sphericity of the 
particles decreases after several reuses, and this causes a 
decrease in the flowability values. 

The flowability analyses carried out have been repeated with 
another powder batch (2. Powder batch) that initially showed a 
lower flowability to check if these opposite effects were 
repeated and as Fig. 2 shows the trend seen with the two 
batches of powder is similar. 

C) HAUSNER RATIO ANALYSIS 

Fig. 3. (A) Hausner ratio obtained. (B) Comparison of the powder compaction 
mechanism between virgin powder (without reuse) and reused powder. 

The results shown in Fig. 3 (A) show that the virgin powder 
had an acceptable Hausner ratio, using both batches of powder. 
The powders that have a Hausner Ratio equal or less than 1.25 
are considered as freely flowing, and cohesive and non-flowing 
powders show a bigger ratio than 1.40 [13].  

Furthermore, this ratio decreased with the reuses of the powder, 
which indicates a better flowability. These results contradicts 
the results obtained using the Hall funnel and the study carried 
out by Ahmed et al [5]. However, this ratio shows the same 
trend as the results obtained when the Carney funnel is used. 
This trend can be show also in other flowability studies 
[3][4][14].  

Hausner ratio indicates the compacting capacity of the powder, 
and when the powder is not compactable de value of the ratio 
will be one. Consequently, it seems logical that the value of this 
ratio decreases when the powder is reused:  

When the reused powder is studied, the smaller particles are 
attached to larger particles and therefore cannot get into the 
gaps between the particles to compact. Therefore, this reused 
powder not only shows a more homogeneous distribution of 
powder granulometry, also has particles with less sphericity 
and this makes the arrangement more complicated, because the 

movement between particles is more difficult. This effect can 
be seen schematically in the Fig.3 (B). 

C)  REPOSE ANGLE ANALYSIS 
 
As the Fig. 4 shows, the lowest repose angle was obtained, in 
the case of the two batches of powder, with the sample with the 
highest number of reuses. Therefore, as the Hausner ratio 
showed, the flowability seems to improve when the powder is 
reused.  

Fig. 4. Results of the repose angle obtained, Button) images obtained with the 
powder with: (A) 10 reuses and (B) 25 reuses. 

This indicates that the repose angle is mainly influenced by 
particle size. When the powder is reused, its particle size 
increases, for that the frictional forces decreases, which causes 
an increase in flowability.  

Therefore, after analyzing the flowability by three different 
methods, the results can be summarized according to two 
opposite effects:  

- On the one hand, when the PSD decreases, the interparticle 
forces increase [15], due to the Van der Waals forces, which 
can represent 80-90% of these interparticle forces [10]. 
Furthermore, these smaller particles tend to agglomerate as can 
be determined by the Hausner Ratio [16]. Taking into account 
these phenomena it would be logical to think that the 
flowability of the powder will increase due to the increase in 
particle size.  

- But on the other hand the particles lose their sphericity, which 
causes this flowability and packing capacity to decrease [17]. 

Throughout this study it has been possible to verify how the 
flowability obtained by the different methods has shown an 
increase in flowability, in the recycle powder. This trend has 
been seen in all the tests made, except the one carried out using 
the Carney funnel. 

3.1. Manufactured parts analysis 

3.1.1. Roughness 
As shows Fig.5 the roughness is higher in the parts 
manufactured with reused powder. The increase in roughness 
has been most significant on the ZY surface. 
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This roughness is related to the granulometry of the powder. 
During the PBF-LB/M process, many particles melt partially to 
the part surface, as can be seen in Fig.6. If the particle size 
distribution has larger particles the partially molten particles in 
the surface will be larger, and due to these particles, roughness 
will be higher.  

Fig. 5. Results of surface roughness Sa obtained in ZX and ZY surfaces. 

These partially adhered particles are shown in Fig.6, where the 
surface analyzed can be seen in the cases of virgin powder and 
the most reused powder.  

Fig. 6. Surface topography of the part manufactured with virgin powder and 
with the powder with 25 reuses. 

 
As can be seen in Fig.6 on the ZY surface, a greater number of 
particles are molten, which is consistent with the results 
obtained for roughness.  

3.1.2. Porosity 
Fig. 7 shows an increase in the porosity of the parts when the 
powder is reused. 

According to several previous studies the porosity of the 
manufactured parts can vary for different reasons depending on 
the powder characteristics. On the one hand, porosity is 
affected by the composition of the particles and the amount of 
oxide or spatters [18] [19]. Since these spatters can jump into 
the melting zone increasing the porosity, in addition the smaller 
oxide particles cannot be sieved out, so the quantity of these 
spatters increase when the powder is reused. 

On the other hand, other studies have shown how this porosity 

increases increasing particle size [5] [18] [20]. Since an 
increase in the particle size affects the compaction of the layer 
generated in de power bed, which can result in an uneven 
distribution of heat during the deposition of the laser energy 
that can create pores in the parts [21].In the same way, for a 
given input laser energy, an increase in the size of the powder 
can cause an increase in porosity due to incomplete melting of 
the particles [5]. 

Fig. 7. Parts porosity, (LEFT: without reuses and RIGHT: with 25 reuses). 
(A) XY surface (B) ZY surface. 

Therefore, the increase in porosity that could be seen after this 
study is coherent with the study seen in the literature, since the 
recycled powder shows a higher particle size than the virgin 
one as well as a higher quantity of spatters.  

In consequence, it seem to be necessary to adjust the 
parameters after reusing the powder several times. 

4. Conclusion  

Throughout this study, the properties of the powder during 25 
manufacture processes have been analyzed. This study shows 
how the morphology of the particles is worse when the powder 
is reused, appearing satellites attached to the larger particles. 
Besides, as far as granulometry is concerned, the particle size 
increases due to this adhesion between particles.  

These variations in morphology and particle size affect the 
flowability of the powder samples, but in an opposite way. The 
increase in particle size causes an improvement in flowability, 
while the lack of sphericity of the particles causes a flowability 
decrease. This effect has been seen using two different powder 
batches. 

Once the powder has been characterized, some of the properties 
of the final part have been analyzed, and it has been possible to 
see how the roughness increases when the powder is reused due 
to the increase in particles size. The same effect was detected 
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they are reused. On the one hand, due to reuses, the particles 
size increase and due to this increase, the adhesion and friction 
forces between the particles decrease, improving the 
flowability results. On the other hand, the results obtained 
analyzing the morphology shows how the sphericity of the 
particles decreases after several reuses, and this causes a 
decrease in the flowability values. 

The flowability analyses carried out have been repeated with 
another powder batch (2. Powder batch) that initially showed a 
lower flowability to check if these opposite effects were 
repeated and as Fig. 2 shows the trend seen with the two 
batches of powder is similar. 

C) HAUSNER RATIO ANALYSIS 

Fig. 3. (A) Hausner ratio obtained. (B) Comparison of the powder compaction 
mechanism between virgin powder (without reuse) and reused powder. 

The results shown in Fig. 3 (A) show that the virgin powder 
had an acceptable Hausner ratio, using both batches of powder. 
The powders that have a Hausner Ratio equal or less than 1.25 
are considered as freely flowing, and cohesive and non-flowing 
powders show a bigger ratio than 1.40 [13].  

Furthermore, this ratio decreased with the reuses of the powder, 
which indicates a better flowability. These results contradicts 
the results obtained using the Hall funnel and the study carried 
out by Ahmed et al [5]. However, this ratio shows the same 
trend as the results obtained when the Carney funnel is used. 
This trend can be show also in other flowability studies 
[3][4][14].  

Hausner ratio indicates the compacting capacity of the powder, 
and when the powder is not compactable de value of the ratio 
will be one. Consequently, it seems logical that the value of this 
ratio decreases when the powder is reused:  

When the reused powder is studied, the smaller particles are 
attached to larger particles and therefore cannot get into the 
gaps between the particles to compact. Therefore, this reused 
powder not only shows a more homogeneous distribution of 
powder granulometry, also has particles with less sphericity 
and this makes the arrangement more complicated, because the 

movement between particles is more difficult. This effect can 
be seen schematically in the Fig.3 (B). 

C)  REPOSE ANGLE ANALYSIS 
 
As the Fig. 4 shows, the lowest repose angle was obtained, in 
the case of the two batches of powder, with the sample with the 
highest number of reuses. Therefore, as the Hausner ratio 
showed, the flowability seems to improve when the powder is 
reused.  

Fig. 4. Results of the repose angle obtained, Button) images obtained with the 
powder with: (A) 10 reuses and (B) 25 reuses. 

This indicates that the repose angle is mainly influenced by 
particle size. When the powder is reused, its particle size 
increases, for that the frictional forces decreases, which causes 
an increase in flowability.  

Therefore, after analyzing the flowability by three different 
methods, the results can be summarized according to two 
opposite effects:  

- On the one hand, when the PSD decreases, the interparticle 
forces increase [15], due to the Van der Waals forces, which 
can represent 80-90% of these interparticle forces [10]. 
Furthermore, these smaller particles tend to agglomerate as can 
be determined by the Hausner Ratio [16]. Taking into account 
these phenomena it would be logical to think that the 
flowability of the powder will increase due to the increase in 
particle size.  

- But on the other hand the particles lose their sphericity, which 
causes this flowability and packing capacity to decrease [17]. 

Throughout this study it has been possible to verify how the 
flowability obtained by the different methods has shown an 
increase in flowability, in the recycle powder. This trend has 
been seen in all the tests made, except the one carried out using 
the Carney funnel. 

3.1. Manufactured parts analysis 

3.1.1. Roughness 
As shows Fig.5 the roughness is higher in the parts 
manufactured with reused powder. The increase in roughness 
has been most significant on the ZY surface. 
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This roughness is related to the granulometry of the powder. 
During the PBF-LB/M process, many particles melt partially to 
the part surface, as can be seen in Fig.6. If the particle size 
distribution has larger particles the partially molten particles in 
the surface will be larger, and due to these particles, roughness 
will be higher.  

Fig. 5. Results of surface roughness Sa obtained in ZX and ZY surfaces. 

These partially adhered particles are shown in Fig.6, where the 
surface analyzed can be seen in the cases of virgin powder and 
the most reused powder.  

Fig. 6. Surface topography of the part manufactured with virgin powder and 
with the powder with 25 reuses. 

 
As can be seen in Fig.6 on the ZY surface, a greater number of 
particles are molten, which is consistent with the results 
obtained for roughness.  

3.1.2. Porosity 
Fig. 7 shows an increase in the porosity of the parts when the 
powder is reused. 

According to several previous studies the porosity of the 
manufactured parts can vary for different reasons depending on 
the powder characteristics. On the one hand, porosity is 
affected by the composition of the particles and the amount of 
oxide or spatters [18] [19]. Since these spatters can jump into 
the melting zone increasing the porosity, in addition the smaller 
oxide particles cannot be sieved out, so the quantity of these 
spatters increase when the powder is reused. 

On the other hand, other studies have shown how this porosity 

increases increasing particle size [5] [18] [20]. Since an 
increase in the particle size affects the compaction of the layer 
generated in de power bed, which can result in an uneven 
distribution of heat during the deposition of the laser energy 
that can create pores in the parts [21].In the same way, for a 
given input laser energy, an increase in the size of the powder 
can cause an increase in porosity due to incomplete melting of 
the particles [5]. 

Fig. 7. Parts porosity, (LEFT: without reuses and RIGHT: with 25 reuses). 
(A) XY surface (B) ZY surface. 

Therefore, the increase in porosity that could be seen after this 
study is coherent with the study seen in the literature, since the 
recycled powder shows a higher particle size than the virgin 
one as well as a higher quantity of spatters.  

In consequence, it seem to be necessary to adjust the 
parameters after reusing the powder several times. 

4. Conclusion  

Throughout this study, the properties of the powder during 25 
manufacture processes have been analyzed. This study shows 
how the morphology of the particles is worse when the powder 
is reused, appearing satellites attached to the larger particles. 
Besides, as far as granulometry is concerned, the particle size 
increases due to this adhesion between particles.  

These variations in morphology and particle size affect the 
flowability of the powder samples, but in an opposite way. The 
increase in particle size causes an improvement in flowability, 
while the lack of sphericity of the particles causes a flowability 
decrease. This effect has been seen using two different powder 
batches. 

Once the powder has been characterized, some of the properties 
of the final part have been analyzed, and it has been possible to 
see how the roughness increases when the powder is reused due 
to the increase in particles size. The same effect was detected 



232 S. Sendino  et al. / Procedia CIRP 94 (2020) 227–232
6 S.Sendino / Procedia CIRP 00 (2020) 000–000 

when the porosity was studied, the porosity has also increased 
due to the increase in particle size. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

Laser-based Powder Bed Fusion (LPBF) has become a key Additive Manufacturing (AM) technology for the production of complex metallic 
components within a short lead-time. Contaminated powder feedstock is a major challenge in LPBF due to the uncertain influence of contami-
nations on part quality. This study investigates the effects of different contaminants inside the feedstock on material density and metallurgical 
structure in order to evaluate their implications for serial production. Pieces of rubber gloves, human, and recoater brush hair as well as five 
more substances were applied manually at a defined layer during the manufacturing process of Hastelloy® X (HX) specimens. The part densi-
ties were 99.9% for all contaminated specimens. Cross-sections did not show increased porosity. For some contaminants, inclusions of foreign 
material residue were observed. The results for HX were evaluated and implications for comparable materials were derived. Lastly, the critical-
ity of the investigated contaminants on part quality was analyzed. 
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1. Introduction  

Additive Manufacturing (AM) is increasingly used for the 
fabrication of complex parts. Freedom of design, the consider-
able reduction of part numbers, and the shortened time to mar-
ket make AM technologies a game changer for industries such 
as aerospace [1]. Laser-based Powder Bed Fusion (LPBF) of 
metals is an AM technology, which enables the production of 
fully dense metal components with material properties compa-
rable to those of conventionally manufactured parts [2].  

The LPBF process is characterized through a high number 
of influencing factors [3]. Quality assurance of additively man-
ufactured parts is a major challenge for the industrial applica-
tion of AM technologies [4]. Post-process quality evaluation 

through non-destructive inspection leads to massive increase of 
cost and lead time. Consequently, the quality of the parts has to 
be evaluated in-process by means of process monitoring to ex-
ploit the full potential of LPBF. The layer-wise character of the 
technology enables the monitoring of each layer during the pro-
duction process [5].  

Optical Tomography (OT) is a layer-wise monitoring tech-
nology used for quality assurance of the LPBF process [6]. 
Near-infrared emission from the process zone is captured by a 
camera inside the process chamber. Through a filter, the wave-
length of the captured light is reduced to a narrow band around 
900 nm. All signals reaching the camera chip during the expo-
sure of one layer are integrated over time and depicted in one 
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1. Introduction  

Additive Manufacturing (AM) is increasingly used for the 
fabrication of complex parts. Freedom of design, the consider-
able reduction of part numbers, and the shortened time to mar-
ket make AM technologies a game changer for industries such 
as aerospace [1]. Laser-based Powder Bed Fusion (LPBF) of 
metals is an AM technology, which enables the production of 
fully dense metal components with material properties compa-
rable to those of conventionally manufactured parts [2].  

The LPBF process is characterized through a high number 
of influencing factors [3]. Quality assurance of additively man-
ufactured parts is a major challenge for the industrial applica-
tion of AM technologies [4]. Post-process quality evaluation 

through non-destructive inspection leads to massive increase of 
cost and lead time. Consequently, the quality of the parts has to 
be evaluated in-process by means of process monitoring to ex-
ploit the full potential of LPBF. The layer-wise character of the 
technology enables the monitoring of each layer during the pro-
duction process [5].  

Optical Tomography (OT) is a layer-wise monitoring tech-
nology used for quality assurance of the LPBF process [6]. 
Near-infrared emission from the process zone is captured by a 
camera inside the process chamber. Through a filter, the wave-
length of the captured light is reduced to a narrow band around 
900 nm. All signals reaching the camera chip during the expo-
sure of one layer are integrated over time and depicted in one 
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image. This procedure is similar to long time exposure photog-
raphy [7]. 

During LPBF, the formation of various defects can occur. 
The interaction between the laser and process by-products, such 
as spatter or welding fumes, can lead to lack-of-fusion defects 
[8]. Furthermore, the process parameters and the exposure strat-
egy have a strong influence on the resulting microstructure and 
on the formation of cracks [9, 10]. Porosity is primarily caused 
by inadequate energy input into the powder material [11]. OT 
has successfully been used for in-process detection of lack-of-
fusion defects and increased porosity [12].  

Along with the influence of process by-products and the en-
ergy input, the properties of the powder material have a major 
impact on the resulting part properties and the creation of de-
fects [13–15]. One particular material property that has not yet 
been explored in detail is powder purity or the lack thereof due 
to contaminants [15]. Lutter-Guenther et al. conducted a failure 
mode and effects analysis (FMEA) of LPBF powder properties 
and found feedstock contaminations to be a relevant quality risk 
along the entire LPBF process chain [16]. Particulate impurities 
can be divided into cross-contamination resulting from other 
LPBF powders and further contaminations, such as rubber 
glove pieces, human hair, or any other matter that can enter the 
feedstock along the process chain. While both categories have 
not yet been investigated extensively, some results are available 
for the cross-contamination [17–21]. In particular, the influence 
of other contaminants on part quality has not yet been analyzed. 
External contaminants, which can enter the powder during 
LPBF machine preparation and powder recycling were chosen 
to be investigated during the described study. 

2. Experimental methods   

In order to evaluate the impact of different contaminants on 
the resulting manufactured parts, a test build job was performed 
on an EOS M 290 LPBF system with an Ytterbium fiber laser, 
emitting light with a wavelength of 1064 nm, which arrives to 
the build plane with a Gaussian intensity profile. The machine 
was equipped with an OT process monitoring system from EOS 
GmbH. The in-process evaluation of the impact of the different 
contaminants was performed through the analysis of OT images 
and images from an optical camera inside the process chamber. 
Hastelloy® X (HX) powder from Aubert & Duval S.A. with a 
particle size between 10 µm and 53 µm was fused with a pa-
rameter setting characterized through an energy density of 
2.699 𝐽𝐽𝐽𝐽/𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚², which was calculated with the laser power di-
vided through the product of scan speed and hatch distance ac-
cording to Song et al. [22]. The layer thickness was 40 µm. HX 
is a solid solution hardening nickel base alloy consisting of 0.5-
23% Cr, 17-20% Fe, 8-10% Mo, 0.5-2.5% Co, 0.2-1% W, max-
imum 1% Si and Mn, maximum 0.5% Al and Cu and several 
trace elements in lower concentration [23].  

18 rectangular specimens with a square base of 2 cm x 2 cm 
were distributed evenly across nine zones of the build platform. 
The process was stopped at a build height of 3.08 mm and the 
process chamber door was opened to apply different types of 
contamination onto the surface of the specimens (see Fig. 1). 
Each contaminant was applied on the surface of two specimens 
in different zones within the build area. No contamination was 

applied on the surface of two reference samples. For the other 
samples, typical contaminations from powder handling and part 
marking were added (see Table 1). Furthermore, Inconel® 718 
recoater brush hair was added as contaminant to represent a soft 
recoater suitable for nickel base alloys. The particles from the 
suction lance and from both sieves had a diameter in the range 
between 60 µm and 120 µm. Paper particles and nitrile rubber 
glove shreds with a maximum size of 0.5 cm were added. Both 
the Inconel® 718 recoater brush hair and the human hair were 
cut to pieces with a length of approximately 0.5 cm before they 
were applied onto the specimens. For each specimen to which 
a contaminant was applied, about half of the specimen’s surface 
was covered with the contaminant (see Fig. 1). The build pro-
cess was continued through lowering the build platform by the 
height of one layer and recoating the next layer after the process 
chamber door was closed and a suitable argon atmosphere in-
side the machine was achieved. The interruption of the LPBF 
process took 35 minutes including flooding of the machine with 
argon. During the nominal LPBF process prior to the layer, in 
which contaminants were applied, and following this layer, no 
additional contaminants were added. The test build job was per-
formed to evaluate the influence of contaminants, which were 
applied to a single layer within the specimens.  

After the LPBF manufacturing process, specimens 2b, 3b, 
4a, 5b, 6b, 7b, 8a and 9b were scanned in a Computed Tomog-
raphy (CT) system. These specimens contained one sample for 
each contaminant. The reference samples were not examined. 
The measurement was performed with 290 kV acceleration 
voltage, 250 µA current, and an exposure time of 2.2 s, result-
ing in a voxel size of 65 µm.  

Density measurements of manufactured test pieces were 
conducted using the Archimedes’ principle in Isopropanol.  

Table 1. List of investigated contaminants 
Specimens Contaminants  Abbreviation 

1a,b Uncontaminated reference samples Reference 

2a,b Oversize particles from suction lance Lance 

3a,b Edding® permanent marker Marker 

4a,b  Paper cloth snippets Paper 

5a,b  Nitrile rubber glove shreds  Rubber 

6a,b Oversized particles from the 1st sieve Sieve 1 

7a,b Oversized particles from the 2nd sieve Sieve 2 

8a,b  Inconel® 718 recoater brush hair Brush hair 

9a,b  Human hair Human hair 

Fig. 1. Positioning of the contaminants during the build process in the x-y-
plane of the specimens  
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Cross-sections of y-z-planes of all specimens were etched using 
Adler’s reagent for approximately 10 s at room temperature. 
Cross-sections were examined using an Olympus BX53M up-
right metallurgical light microscope, as well as a Hitachi 
TM3030Plus Scanning Electron Microscope (SEM) equipped 
with an Energy-dispersive X-ray Spectroscopy (EDS) module 
from Bruker Nano. After a second grinding and polishing step, 
the porosity of all samples was measured using a 3D laser scan-
ning confocal microscope from Keyence’s VX-R series. For 
this purpose, three sets of 1 x 8 images in horizontal arrange-
ment were captured. For subsequent comparison, one set of im-
ages was acquired directly at the contaminated layer and two 
sets were taken above the interruption line in uncontaminated 
sections. In total, three sets of images, each having a length of 
9.99 cm and a height of 0.91 cm, were acquired per test piece.  

3. Results and discussion  

3.1. Process monitoring  

The optical image showed recoating issues in the layer after 
addition of contaminants (see Fig. 2, left). These recoating is-
sues are a clear evidence that some of the added contaminants 
were moved by the recoater. The recoating issues were ob-
served in three layers following the layer with the added con-
taminants. The OT image of the first exposed layer with con-
taminants did not show any indications (see Fig. 2, right). 
Within the OT analysis performed, no higher or lower emission 

intensity values could be observed within the next layer and the 
one that followed. 

3.2. Defect analysis  

CT scanning did not reveal any defects larger than the de-
tection boundary of approximately 200 µm. Furthermore, Ta-
ble 2 depicts the results of the density measurement via Archi-
medes’ principle and optical porosity analysis. The average 
density across all specimens is 8.35 g/cm3. The specimens 
showed a low standard deviation and all values are well within 
the overall variance. No specimen exhibited significant de-
creased density or increased variance. Values given in the col-
umn “Porosity uncontaminated” display values for uncontami-
nated areas of the analyzed specimens, whereas “Porosity con-
taminated” gives values for the contaminated specimens’ lay-
ers. The overall average porosity was identical for contami-
nated as well as for uncontaminated layers and showed similar 
standard deviations. Again, no specimen deviated due to in-
creased porosity. The porosity difference in percent corre-
sponds to the porosity of uncontaminated areas subtracted by 
the porosity of the contaminated area of each specimen. Three 
specimens showed increased porosity for the contaminated lay-
ers. The highest difference was observed for brush hair. How-
ever, it is comparable with deviations measured in the reference 
samples and can be attributed to the normal variance. On aver-
age, contaminated layers show 0.06% less porosity than uncon-
taminated layers, which can also be seen as normal process var-
iance. Thus, from CT scans as well as density and porosity 
measurements, it can be concluded that the examined contami-
nants do not have a negative influence on the physical part 
quality. A relation between powder impurities and increased 
porosity, crack formation, or lack-of-fusion defects was not ob-
served.  

3.3. Metallurgical analysis  

Although, the cause-effect relationship between impurities 
and physical defects could not be confirmed, contaminants 
could still have a negative influence on the metallurgical struc-Fig. 2. Optical camera image (left) and OT image (right) at 3.12 mm         

build height 

Table 2. Density and porosity for examined specimens 

Samples Abbreviation of 
contaminant acc. 
to Table 1 

Density and its standard de-
viation in  
g/cm3 

Porosity uncontaminated and 
its standard deviation in 
% 

Porosity contaminated and  
its standard deviation in   
% 

Porosity differ-
ence in 
% 

1a,b Reference 8.35 (± 0.013) 0.04 (± 0.032) 0.03 (± 0.001)  0.014 

2a,b Lance 8.34 (± 0.013) 0.04 (± 0.024) 0.04 (± 0.027)  0.006 

3a,b Marker 8.35 (± 0.010) 0.05 (± 0.017) 0.05 (± 0.042) -0.003 

4a,b  Paper 8.35 (± 0.010) 0.06 (± 0.014) 0.06 (± 0.018) -0.002 

5a,b  Rubber 8.35 (± 0.006) 0.04 (± 0.035) 0.03 (± 0.025)  0.012 

6a,b Sieve 1 8.34 (± 0.005) 0.05 (± 0.028) 0.03 (± 0.011)  0.015 

7a,b Sieve 2 8.35 (± 0.007) 0.03 (± 0.006) 0.03 (± 0.012)  0.002 

8a,b  Brush hair 8.34 (± 0.010) 0.03 (± 0.013) 0.05 (± 0.018) -0.015 

9a,b  Human hair 8.34 (± 0.007) 0.06 (± 0.048) 0.04 (± 0.031)  0.025 

Average across all samples  8.35 (± 0.010) 0.04 (± 0.022) 0.04 (± 0.020)  0.006 
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image. This procedure is similar to long time exposure photog-
raphy [7]. 

During LPBF, the formation of various defects can occur. 
The interaction between the laser and process by-products, such 
as spatter or welding fumes, can lead to lack-of-fusion defects 
[8]. Furthermore, the process parameters and the exposure strat-
egy have a strong influence on the resulting microstructure and 
on the formation of cracks [9, 10]. Porosity is primarily caused 
by inadequate energy input into the powder material [11]. OT 
has successfully been used for in-process detection of lack-of-
fusion defects and increased porosity [12].  

Along with the influence of process by-products and the en-
ergy input, the properties of the powder material have a major 
impact on the resulting part properties and the creation of de-
fects [13–15]. One particular material property that has not yet 
been explored in detail is powder purity or the lack thereof due 
to contaminants [15]. Lutter-Guenther et al. conducted a failure 
mode and effects analysis (FMEA) of LPBF powder properties 
and found feedstock contaminations to be a relevant quality risk 
along the entire LPBF process chain [16]. Particulate impurities 
can be divided into cross-contamination resulting from other 
LPBF powders and further contaminations, such as rubber 
glove pieces, human hair, or any other matter that can enter the 
feedstock along the process chain. While both categories have 
not yet been investigated extensively, some results are available 
for the cross-contamination [17–21]. In particular, the influence 
of other contaminants on part quality has not yet been analyzed. 
External contaminants, which can enter the powder during 
LPBF machine preparation and powder recycling were chosen 
to be investigated during the described study. 

2. Experimental methods   

In order to evaluate the impact of different contaminants on 
the resulting manufactured parts, a test build job was performed 
on an EOS M 290 LPBF system with an Ytterbium fiber laser, 
emitting light with a wavelength of 1064 nm, which arrives to 
the build plane with a Gaussian intensity profile. The machine 
was equipped with an OT process monitoring system from EOS 
GmbH. The in-process evaluation of the impact of the different 
contaminants was performed through the analysis of OT images 
and images from an optical camera inside the process chamber. 
Hastelloy® X (HX) powder from Aubert & Duval S.A. with a 
particle size between 10 µm and 53 µm was fused with a pa-
rameter setting characterized through an energy density of 
2.699 𝐽𝐽𝐽𝐽/𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚², which was calculated with the laser power di-
vided through the product of scan speed and hatch distance ac-
cording to Song et al. [22]. The layer thickness was 40 µm. HX 
is a solid solution hardening nickel base alloy consisting of 0.5-
23% Cr, 17-20% Fe, 8-10% Mo, 0.5-2.5% Co, 0.2-1% W, max-
imum 1% Si and Mn, maximum 0.5% Al and Cu and several 
trace elements in lower concentration [23].  

18 rectangular specimens with a square base of 2 cm x 2 cm 
were distributed evenly across nine zones of the build platform. 
The process was stopped at a build height of 3.08 mm and the 
process chamber door was opened to apply different types of 
contamination onto the surface of the specimens (see Fig. 1). 
Each contaminant was applied on the surface of two specimens 
in different zones within the build area. No contamination was 

applied on the surface of two reference samples. For the other 
samples, typical contaminations from powder handling and part 
marking were added (see Table 1). Furthermore, Inconel® 718 
recoater brush hair was added as contaminant to represent a soft 
recoater suitable for nickel base alloys. The particles from the 
suction lance and from both sieves had a diameter in the range 
between 60 µm and 120 µm. Paper particles and nitrile rubber 
glove shreds with a maximum size of 0.5 cm were added. Both 
the Inconel® 718 recoater brush hair and the human hair were 
cut to pieces with a length of approximately 0.5 cm before they 
were applied onto the specimens. For each specimen to which 
a contaminant was applied, about half of the specimen’s surface 
was covered with the contaminant (see Fig. 1). The build pro-
cess was continued through lowering the build platform by the 
height of one layer and recoating the next layer after the process 
chamber door was closed and a suitable argon atmosphere in-
side the machine was achieved. The interruption of the LPBF 
process took 35 minutes including flooding of the machine with 
argon. During the nominal LPBF process prior to the layer, in 
which contaminants were applied, and following this layer, no 
additional contaminants were added. The test build job was per-
formed to evaluate the influence of contaminants, which were 
applied to a single layer within the specimens.  

After the LPBF manufacturing process, specimens 2b, 3b, 
4a, 5b, 6b, 7b, 8a and 9b were scanned in a Computed Tomog-
raphy (CT) system. These specimens contained one sample for 
each contaminant. The reference samples were not examined. 
The measurement was performed with 290 kV acceleration 
voltage, 250 µA current, and an exposure time of 2.2 s, result-
ing in a voxel size of 65 µm.  

Density measurements of manufactured test pieces were 
conducted using the Archimedes’ principle in Isopropanol.  

Table 1. List of investigated contaminants 
Specimens Contaminants  Abbreviation 

1a,b Uncontaminated reference samples Reference 

2a,b Oversize particles from suction lance Lance 

3a,b Edding® permanent marker Marker 

4a,b  Paper cloth snippets Paper 

5a,b  Nitrile rubber glove shreds  Rubber 

6a,b Oversized particles from the 1st sieve Sieve 1 

7a,b Oversized particles from the 2nd sieve Sieve 2 

8a,b  Inconel® 718 recoater brush hair Brush hair 

9a,b  Human hair Human hair 

Fig. 1. Positioning of the contaminants during the build process in the x-y-
plane of the specimens  
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Cross-sections of y-z-planes of all specimens were etched using 
Adler’s reagent for approximately 10 s at room temperature. 
Cross-sections were examined using an Olympus BX53M up-
right metallurgical light microscope, as well as a Hitachi 
TM3030Plus Scanning Electron Microscope (SEM) equipped 
with an Energy-dispersive X-ray Spectroscopy (EDS) module 
from Bruker Nano. After a second grinding and polishing step, 
the porosity of all samples was measured using a 3D laser scan-
ning confocal microscope from Keyence’s VX-R series. For 
this purpose, three sets of 1 x 8 images in horizontal arrange-
ment were captured. For subsequent comparison, one set of im-
ages was acquired directly at the contaminated layer and two 
sets were taken above the interruption line in uncontaminated 
sections. In total, three sets of images, each having a length of 
9.99 cm and a height of 0.91 cm, were acquired per test piece.  

3. Results and discussion  

3.1. Process monitoring  

The optical image showed recoating issues in the layer after 
addition of contaminants (see Fig. 2, left). These recoating is-
sues are a clear evidence that some of the added contaminants 
were moved by the recoater. The recoating issues were ob-
served in three layers following the layer with the added con-
taminants. The OT image of the first exposed layer with con-
taminants did not show any indications (see Fig. 2, right). 
Within the OT analysis performed, no higher or lower emission 

intensity values could be observed within the next layer and the 
one that followed. 

3.2. Defect analysis  

CT scanning did not reveal any defects larger than the de-
tection boundary of approximately 200 µm. Furthermore, Ta-
ble 2 depicts the results of the density measurement via Archi-
medes’ principle and optical porosity analysis. The average 
density across all specimens is 8.35 g/cm3. The specimens 
showed a low standard deviation and all values are well within 
the overall variance. No specimen exhibited significant de-
creased density or increased variance. Values given in the col-
umn “Porosity uncontaminated” display values for uncontami-
nated areas of the analyzed specimens, whereas “Porosity con-
taminated” gives values for the contaminated specimens’ lay-
ers. The overall average porosity was identical for contami-
nated as well as for uncontaminated layers and showed similar 
standard deviations. Again, no specimen deviated due to in-
creased porosity. The porosity difference in percent corre-
sponds to the porosity of uncontaminated areas subtracted by 
the porosity of the contaminated area of each specimen. Three 
specimens showed increased porosity for the contaminated lay-
ers. The highest difference was observed for brush hair. How-
ever, it is comparable with deviations measured in the reference 
samples and can be attributed to the normal variance. On aver-
age, contaminated layers show 0.06% less porosity than uncon-
taminated layers, which can also be seen as normal process var-
iance. Thus, from CT scans as well as density and porosity 
measurements, it can be concluded that the examined contami-
nants do not have a negative influence on the physical part 
quality. A relation between powder impurities and increased 
porosity, crack formation, or lack-of-fusion defects was not ob-
served.  

3.3. Metallurgical analysis  

Although, the cause-effect relationship between impurities 
and physical defects could not be confirmed, contaminants 
could still have a negative influence on the metallurgical struc-Fig. 2. Optical camera image (left) and OT image (right) at 3.12 mm         

build height 

Table 2. Density and porosity for examined specimens 

Samples Abbreviation of 
contaminant acc. 
to Table 1 

Density and its standard de-
viation in  
g/cm3 

Porosity uncontaminated and 
its standard deviation in 
% 

Porosity contaminated and  
its standard deviation in   
% 

Porosity differ-
ence in 
% 

1a,b Reference 8.35 (± 0.013) 0.04 (± 0.032) 0.03 (± 0.001)  0.014 

2a,b Lance 8.34 (± 0.013) 0.04 (± 0.024) 0.04 (± 0.027)  0.006 

3a,b Marker 8.35 (± 0.010) 0.05 (± 0.017) 0.05 (± 0.042) -0.003 

4a,b  Paper 8.35 (± 0.010) 0.06 (± 0.014) 0.06 (± 0.018) -0.002 

5a,b  Rubber 8.35 (± 0.006) 0.04 (± 0.035) 0.03 (± 0.025)  0.012 

6a,b Sieve 1 8.34 (± 0.005) 0.05 (± 0.028) 0.03 (± 0.011)  0.015 

7a,b Sieve 2 8.35 (± 0.007) 0.03 (± 0.006) 0.03 (± 0.012)  0.002 

8a,b  Brush hair 8.34 (± 0.010) 0.03 (± 0.013) 0.05 (± 0.018) -0.015 

9a,b  Human hair 8.34 (± 0.007) 0.06 (± 0.048) 0.04 (± 0.031)  0.025 

Average across all samples  8.35 (± 0.010) 0.04 (± 0.022) 0.04 (± 0.020)  0.006 
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ture or chemical composition through inclusion of foreign ma-
terial. Consequently, etched cross-sections were examined em-
ploying a light microscope and SEM (EDS). For comparison, 
Fig. 3 shows the structure of uncontaminated reference sam-
ples. Hereby, the dark u-shaped lines were attributed to the melt 
pool borders. The metallurgical structure showed columnar 
grains reaching over several build layers, which is commonly 
observed for LPBF of HX [24]. Within the interruption area, a 
horizontal line with slight deviations in melt pool color, size, 
and regularity is visible (Fig. 3 a). Magnification of the inter-
ruption line, however, does not reveal any defects or inclusions. 
The different appearance can be explained by higher overlap-
ping of the melt pools and a slight variance in the melt pool 
sizes. The interruption line appearance of specimens 1a and 1b 
was considered as the benchmark. Deviations found in other 
specimens were attributed to process irregularities caused by 
the contaminants as described below.  

Fig. 4 a) depicts the contamination line of specimen 5a that 
shows high irregularity in the melt pool dimensions, which 
have not been observed for any other sample. A possible expla-
nation is that increased fumes due to rubber glove vaporization 
widened the laser beam and caused larger melt pools [8]. But 
this would also mean less focused energy, which could in turn 
result in lack-of-fusion defects. To the contrary, no further de-
fects along with irregular melt pool shapes were found. 

Both samples contaminated with marker (3a and b) showed 
a clear interruption line containing dark inclusions inside the 
melt pools as shown in Fig. 4 b) and c). The marker most likely 
burnt incompletely during laser exposure and the remaining 
residue was included in the solidified part. It should be noted 
that the marker was still visible after the second laser scanning 
process subsequent to the manual contamination. SEM EDS el-
ement mappings of discontinuities found within the contami-
nated area revealed carbon enrichment as well as Ni-, Fe- and 
Mo-depletion as depicted in Fig. 5. Cr and Co remained un-
changed.  

Fig. 3. Light microscope images of uncontaminated reference samples  

Fig. 4. Light microscope images of contaminated samples 5a and 3b showing 
irregularities in the metallurgical structure 

Fig. 5. SEM image (left) and EDS element mapping (right) of sample 3b con-
taminated with permanent marker showing a carbon inclusion     
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No further irregularities or deteriorations were observed 
while examining the interruption layers of all test pieces em-
ploying a light microscope and SEM EDS. It can be summa-
rized that despite potential laser beam defocusing due to rubber 
vaporization and inclusion of marker residue, no negative in-
fluence of contaminants on the metallurgical structure or the 
chemical composition was detected.  

4. Conclusion and outlook  

This study explored the influence of relevant contaminants 
in LPBF on the part quality. The results can be summarized as 
follows: 

• Neither CT scans nor density measurements by the Archi-
medes’ principle or optical porosity measurements have 
shown a negative influence of the examined contaminants.  

• The specimens contaminated with rubber gloves revealed 
some irregularities with respect to the melt pool dimen-
sions, possibly caused by the defocusing of the laser beam 
by escaping fumes.  

• No inclusions of contamination residues were found in the 
test pieces, except for permanent marker.  

It can be concluded that all investigated contaminants either 
fully melted and were included in the final parts (in the case of 
oversize particles), or the contaminants vaporized due to high 
process temperatures and did not leave any residue in the met-
allurgical structure. Thus, process temperatures and physical 
properties of the molten material appear to be essential in de-
termining material vulnerability to contaminants in LPBF. 
Therefore, similar observations made during this study are ex-
pected for other nickel base super-alloys. Due to the different 
chemical composition leading to a different melting behavior, 
other materials, which have lower melt pool temperatures, such 
as aluminum base alloys, might have a different response to the 
investigated contaminants. The high melting temperature of the 
examined Ni-base alloy probably causes the majority of con-
taminants to vaporize during LPBF. Lower melt pool tempera-
tures could lead to delayed burning of the foreign material and 
thus more inclusions from residue material.  

Consequently, further research is necessary to investigate 
the influence of foreign matter in LPBF. According to the au-
thors, these are the most relevant topics: 

• Higher resolution CT scans are necessary to detect smaller 
defects. 

• The influence of the heat treatment on the residue inclu-
sions needs to be studied.  

• The effects of the observed defect types on the mechanical 
part properties, e.g. static and fatigue tensile strength, need 
to be explored.  

• Internal contaminants, which can enter the powder feed-
stock during the process, such as lubricants or abraded par-
ticles, e.g. from the recoater blade, need to be examined.   

• The investigations need to be extended to other material 
systems. 

• Contamination in several following layers cannot be evalu-
ated from the results of this study. Therefore, additional 

tests with increased amounts of contaminants, applied to 
specimens in several consecutive layers, have to be per-
formed.  

• Additionally, specific thresholds for examined contami-
nants need to be developed and measuring methods for 
powder purity control need to be qualified.  
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ture or chemical composition through inclusion of foreign ma-
terial. Consequently, etched cross-sections were examined em-
ploying a light microscope and SEM (EDS). For comparison, 
Fig. 3 shows the structure of uncontaminated reference sam-
ples. Hereby, the dark u-shaped lines were attributed to the melt 
pool borders. The metallurgical structure showed columnar 
grains reaching over several build layers, which is commonly 
observed for LPBF of HX [24]. Within the interruption area, a 
horizontal line with slight deviations in melt pool color, size, 
and regularity is visible (Fig. 3 a). Magnification of the inter-
ruption line, however, does not reveal any defects or inclusions. 
The different appearance can be explained by higher overlap-
ping of the melt pools and a slight variance in the melt pool 
sizes. The interruption line appearance of specimens 1a and 1b 
was considered as the benchmark. Deviations found in other 
specimens were attributed to process irregularities caused by 
the contaminants as described below.  

Fig. 4 a) depicts the contamination line of specimen 5a that 
shows high irregularity in the melt pool dimensions, which 
have not been observed for any other sample. A possible expla-
nation is that increased fumes due to rubber glove vaporization 
widened the laser beam and caused larger melt pools [8]. But 
this would also mean less focused energy, which could in turn 
result in lack-of-fusion defects. To the contrary, no further de-
fects along with irregular melt pool shapes were found. 

Both samples contaminated with marker (3a and b) showed 
a clear interruption line containing dark inclusions inside the 
melt pools as shown in Fig. 4 b) and c). The marker most likely 
burnt incompletely during laser exposure and the remaining 
residue was included in the solidified part. It should be noted 
that the marker was still visible after the second laser scanning 
process subsequent to the manual contamination. SEM EDS el-
ement mappings of discontinuities found within the contami-
nated area revealed carbon enrichment as well as Ni-, Fe- and 
Mo-depletion as depicted in Fig. 5. Cr and Co remained un-
changed.  

Fig. 3. Light microscope images of uncontaminated reference samples  

Fig. 4. Light microscope images of contaminated samples 5a and 3b showing 
irregularities in the metallurgical structure 

Fig. 5. SEM image (left) and EDS element mapping (right) of sample 3b con-
taminated with permanent marker showing a carbon inclusion     
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No further irregularities or deteriorations were observed 
while examining the interruption layers of all test pieces em-
ploying a light microscope and SEM EDS. It can be summa-
rized that despite potential laser beam defocusing due to rubber 
vaporization and inclusion of marker residue, no negative in-
fluence of contaminants on the metallurgical structure or the 
chemical composition was detected.  

4. Conclusion and outlook  

This study explored the influence of relevant contaminants 
in LPBF on the part quality. The results can be summarized as 
follows: 

• Neither CT scans nor density measurements by the Archi-
medes’ principle or optical porosity measurements have 
shown a negative influence of the examined contaminants.  

• The specimens contaminated with rubber gloves revealed 
some irregularities with respect to the melt pool dimen-
sions, possibly caused by the defocusing of the laser beam 
by escaping fumes.  

• No inclusions of contamination residues were found in the 
test pieces, except for permanent marker.  

It can be concluded that all investigated contaminants either 
fully melted and were included in the final parts (in the case of 
oversize particles), or the contaminants vaporized due to high 
process temperatures and did not leave any residue in the met-
allurgical structure. Thus, process temperatures and physical 
properties of the molten material appear to be essential in de-
termining material vulnerability to contaminants in LPBF. 
Therefore, similar observations made during this study are ex-
pected for other nickel base super-alloys. Due to the different 
chemical composition leading to a different melting behavior, 
other materials, which have lower melt pool temperatures, such 
as aluminum base alloys, might have a different response to the 
investigated contaminants. The high melting temperature of the 
examined Ni-base alloy probably causes the majority of con-
taminants to vaporize during LPBF. Lower melt pool tempera-
tures could lead to delayed burning of the foreign material and 
thus more inclusions from residue material.  

Consequently, further research is necessary to investigate 
the influence of foreign matter in LPBF. According to the au-
thors, these are the most relevant topics: 

• Higher resolution CT scans are necessary to detect smaller 
defects. 

• The influence of the heat treatment on the residue inclu-
sions needs to be studied.  

• The effects of the observed defect types on the mechanical 
part properties, e.g. static and fatigue tensile strength, need 
to be explored.  

• Internal contaminants, which can enter the powder feed-
stock during the process, such as lubricants or abraded par-
ticles, e.g. from the recoater blade, need to be examined.   

• The investigations need to be extended to other material 
systems. 

• Contamination in several following layers cannot be evalu-
ated from the results of this study. Therefore, additional 

tests with increased amounts of contaminants, applied to 
specimens in several consecutive layers, have to be per-
formed.  

• Additionally, specific thresholds for examined contami-
nants need to be developed and measuring methods for 
powder purity control need to be qualified.  
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 

Keywords: Assembly; Design method; Family identification

1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

 

Previous studies on Laser Powder Bed Fusion of tungsten carbide-cobalt (WC-Co) revealed several defects in the laser molten microstructures. 
To analyze the defect formation mechanisms and the fundamental impact of laser energy input on phase development and microstructure of WC- 
Co, single-pulse and single-track analogy experiments are conducted. Conventional WC-Co is used as substrate. Variations in cobalt content and 
processing conditions are investigated. It is found that a single laser exposure can be enough to induce decomposition of microstructure, WC 
grain growth, formation of non-equilibrium phases and thermal cracking. Based on the results, defect formation mechanisms and countermeasures 
are discussed. 
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1. Introduction 

 
Tungsten carbide-cobalt (WC-Co) is widely used for 

manufacturing of cutting tools. The conventional 
manufacturing of WC-Co in a liquid phase sintering process is 
characterized by a well-controlled and homogeneous input of 
thermal energy and processing times in the order of several 
hours. Controlled diffusion processes along the grain 
boundaries between the WC hard phase and the Co binder 
ensure the formation of the desired material microstructure. 
After sintering, the solid carbide blanks are contoured using 
CNC-grinding machines to achieve the final tool shape. 

In contrast to the conventional cutting tool fabrication 
process, Laser Powder Bed Fusion (L-PBF) offers significant 
potential for manufacturing of innovative tool geometries [1]. 
However, previous studies indicate that laser molten WC-Co is 
impaired by characteristic defects, which corrupt the material 
properties. The laser generated microstructures exhibit 
increased porosity and WC grain growth, thermal cracks and 

undesired changes in the composition of elements and phases 
[1]. A summary of studies conducted on L-PBF of WC-Co at 
different research institutions was given by Uhlmann et al. [2]. 
The conditions of melting and solidification during L-PBF are 
completely different from the conventional liquid phase 
sintering process. Therefore, microstructure and mechanical 
properties similar to conventionally sintered WC-Co are still 
not achieved by L-PBF. 

Further optimization requires a better understanding of the 
defect formation mechanisms. To achieve a more differentiated 
consideration of the mechanisms, the impact of powder layer 
characteristics is excluded in this study. Single-pulse and 
single-track analogy experiments are conducted on 
conventional solid WC-Co substrate under variation of the 
cobalt content and the processing conditions. Thereby, the 
fundamental impact of laser energy input on phase 
development and microstructure of WC-Co is analyzed. Based 
on the results, different measures to reduce the material defects 
are discussed. 
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manufacturing of cutting tools. The conventional 
manufacturing of WC-Co in a liquid phase sintering process is 
characterized by a well-controlled and homogeneous input of 
thermal energy and processing times in the order of several 
hours. Controlled diffusion processes along the grain 
boundaries between the WC hard phase and the Co binder 
ensure the formation of the desired material microstructure. 
After sintering, the solid carbide blanks are contoured using 
CNC-grinding machines to achieve the final tool shape. 

In contrast to the conventional cutting tool fabrication 
process, Laser Powder Bed Fusion (L-PBF) offers significant 
potential for manufacturing of innovative tool geometries [1]. 
However, previous studies indicate that laser molten WC-Co is 
impaired by characteristic defects, which corrupt the material 
properties. The laser generated microstructures exhibit 
increased porosity and WC grain growth, thermal cracks and 

undesired changes in the composition of elements and phases 
[1]. A summary of studies conducted on L-PBF of WC-Co at 
different research institutions was given by Uhlmann et al. [2]. 
The conditions of melting and solidification during L-PBF are 
completely different from the conventional liquid phase 
sintering process. Therefore, microstructure and mechanical 
properties similar to conventionally sintered WC-Co are still 
not achieved by L-PBF. 

Further optimization requires a better understanding of the 
defect formation mechanisms. To achieve a more differentiated 
consideration of the mechanisms, the impact of powder layer 
characteristics is excluded in this study. Single-pulse and 
single-track analogy experiments are conducted on 
conventional solid WC-Co substrate under variation of the 
cobalt content and the processing conditions. Thereby, the 
fundamental impact of laser energy input on phase 
development and microstructure of WC-Co is analyzed. Based 
on the results, different measures to reduce the material defects 
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2. Materials and methods 
 

The experiments were conducted on a Renishaw AM250 
L-PBF system under inert gas atmosphere (nitrogen 5.0). The 
machine is equipped with a modulated Ytterbium fiber laser 
(cw) with a focal diameter of df = 70 μm (Gaussian mode, 
TEM00). Single pulses with pulse durations tp ≥ 20 µs can be 
achieved by modulation. The scan velocity vS is approximated 
by vS = dp / tp. The local distance dp between two exposure 
points is set to a constant value of dp = 45 µm in all tests. The 
maximum platform temperature in the standard configuration 
of the AM 250 machine is limited to 170°C. For the realization 
of higher platform temperatures, a lab scale pre-heating module 
is used. This module can heat up a build area of 25 mm width 
and 50 mm length to approx. TPH = 800°C. The temperature can 
be monitored with thermocouples and pyrometry. 

Different conventional WC-Co grades with variations in the 
Co-content from 6 wt.-% to 24 wt.-% were used. The WC grain 
size of the tested materials increases with the Co-content from 
“fine” to “coarse” (classification according to ISO 4499). The 
surfaces of the samples were ground and polished. Variations 
in scan velocity (25 mm/s ≤ vS ≤ 200 mm/s) and laser power 
(50 W ≤ P ≤ 200 W) were chosen according to the process 
windows of previous studies on L-PBF of WC-Co [2]. For the 
single-track experiments, the variations in P and vS result in a 
specific energy per unit length Es = P / vS between 0.25 J/mm 
≤ Es ≤ 8 J/mm. The range of vS  results  in  pulse  durations 
tp°= dp / vS between 0.225 ms and 1.8 ms (dp = 45 µm), which 
are applied for the single-pulse experiments. For the single 
pulses, the chosen range of P and tp result in a pulse energy  
Ep = P ⋅ tp between 11.25 mJ ≤ Ep ≤ 360 mJ. 

The heat affected zones were inspected by top view and 
polished cross sections of the scan tracks. Optical microscopy 
and scanning electron microscopy (SEM) were applied. 
Microstructure was investigated by secondary electron (SE) 
and backscattered electron (BSE) contrast. The proportion of 
the elements in the heat affected zones provides a clue for 
possible phases and is measured by energy dispersive X-ray 
spectroscopy (EDX). To minimize contamination during 
sample preparation, some of the microstructural areas were 
ablated using focused ion beam (FIB). Emphasis of the analysis 
was on the dimensions of the heat affected zones, the formation 
of microstructure and the occurrence of thermal cracks. 

 
3. Results and discussion 

 
The first single-track experiments were conducted without 

pre-heating of the substrate. The results indicate a significant 
impact of laser energy on the given WC-Co microstructure for 
all tested parameter combinations and materials. The 
temperature gradient dT/ds along the distance s from the center 
of the melt pool causes different microstructural zones. These 
are shown schematically in Fig. 1. In sufficient distance to the 
melt pool (zone D), the material is unaffected by the laser 
energy (Es, Ep). Summarizing the tendencies seen in all 
parameter settings, the following microstructural observations 
have been made. Full decomposition of the WC microstructure 
is observed in the center of the melt pool (zone C), where the 
highest temperature can be expected. At the border of the melt 

pool (zone B), WC grain growth is observed. Between the 
border (B) and the unaffected material (D), a heat affected zone 
is detected, where increased amounts of W are measured in the 
Co phase (zone C). The described zones occur for each 
parameter setting and tested Co-content, but are most obvious 
for high energy inputs. Therefore, the typical zones are 
explained in detail by example of the scan track, that was 
generated with Es = 8 J/mm. 

 

Fig. 1. Schematic view and description of microstructural zones in the cross 
section of a laser scan track on WC-Co 

Fig. 2 shows the cross-sections of scan tracks generated with 
WC-Co 76/24 and WC-Co 90/10. Comparison of zone A to the 
original material in zone D indicates that a significant impact 
of laser energy input on the carbide structure is not evident. The 
light-grey WC grains are homogeneously embedded in the 
dark-grey Co matrix in both regins. However, EDX analysis of 
this region indicates a gradient in the mole fraction of W (xW) 
dissolved in the Co-matrix. In the unaffected zone D a mole 
fraction of xW ≈ 1.5 at.-% is measured. Getting closer to the 
melt pool, the mole fraction increases up to xW ≈ 20 at.-%. This 
can be explained by the gradient dT/ds, since the solubility of 
W in Co increases with increasing temperature [3]. The high 
cooling rates lead to supersaturated solidification. The 
dissolved tungsten affects the density of the binder phase and 
thereby the material contrast in the BSE image. For higher Co- 
contents, filamentary precipitations are observed in the Co- 
matrix, which are rich in tungsten (detail zone A). These 
structures suggest not only solid state diffusion but a transition 
of the binder phase into liquid state. For lower Co-contents, 
reliable measurement of the mole fraction xW in the Co matrix 
was not possible due to the small amount of Co between the 
WC grains. However, the saturation gradient is visible by the 
slight decrease in brightness of the binder phase outwards the 
melt pool. The width of zone A generally increases with the 
Co-content of the substrate material. 

 

Fig. 2. Scan track cross-sections of zone A (SEM-BSE) with binder phase 
saturation gradient, Es = 8 J/mm, WC-Co 76/24 (left), WC-Co 90/10 (right) 

In the border region B between  the central melt pool (zone 
C) and the heat affected zone A, significant WC-grain growth 
is observed (Fig. 3). The formation mechanisms are basically 
known from conventional sintering processes [4]. High 
temperature leads to increased dissolution of carbides in the 
liquid binder and a highly saturated melt phase. During 
solidification and cooling, the dissolved W and C  precipitates 
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at the grain boundaries of the undissolved carbides at the border 
to zone A, causing grain growth. In addition, the minimization 
of surface energy leads to partial or full coalescence of grains. 
In some of the enlarged grains, black inclusions can be 
identified. These are also observed in the central melt pool and 
contain high amounts of carbon (Fig. 5). The carbon is enclosed 
in the WC grains during coalescence and grain growth. 

 
Fig. 3. Scan track top views (top, SEM-BSE) and cross-sections of zone B 

(bottom, SEM-BSE), Es = 8 J/mm, WC-Co 76/24 (left), WC-Co 90/10 (right) 

In the central interaction zone (C) between the laser 
radiation and the material, the highest laser intensity, melt pool 
temperature and temperature gradients exist [5]. Global EDX 
analysis of these regions is conducted for both Co-contents as 
shown in Fig. 4 (red frames). The results indicate residual Co 
contents of  approx.  15 wt.-%  (WC-Co  76/24)  respectively 
5 wt.-% (WC-Co 90/10). Hence, a single laser exposure is 
enough to reduce the initial Co content by up to 50 %. Co 
evaporation is also known from L-PBF [2]. This indicates, that 
the evaporation temperature of Co (2900°C) is locally 
exceeded during laser exposure. According to the W-C-Co 
phase diagram, given e.g. by Bondar et al. [6], WC is in liquid 
state at 2900°C. WC melts incongruently, which implies 
decomposition into W-rich liquid phase and solid graphite (C). 
Due to rapid cooling, diffusion processes are inhibited. Non- 
equilibrium conditions can cause meta-stable solidification of 
the melt. Dependent on the energy input and the Co-content of 
the substrate, lamellar or cellular microstructures similar to cast 
material with spheroidal graphite are observed (Fig. 4). 

microstructure as graphite leading to a carbon deficiency in the 
surrounding material. The light grey regions around the C-
inclusions contain high amounts of tungsten. BSE indicates a 
higher Z-contrast (mean atomic number) and thereby higher 
material density compared to WC. Hence, potential phases are 
W2C, WC1-x (γ) or W. The dark grey matrix is rich in cobalt. 
The compositions, measured by EDX, most likely suggest 
supersaturated Co(W,C) or Co3W. 

Microstructures as they are observed in zone C are not 
known from conventional sintering processes but are 
sporadically described in beam based surface treatment of hard 
metal tools. In this context, Xu et al. also confirmed Co-loss 
due to evaporation and, depending on the energy input, meta- 
stable phases such as WC1-x and Co3W9C4 (κ) [7]. Zhang et al. 
detected W3Co3C (η) and graphite (C), in addition [8]. 

 

 

 
Fig. 5. EDX mapping of the microstructure in the central melt pool region 

(Es = 8 J/mm, WC-Co 90/10) 

Measurement of the melt pool dimensions indicated, that the 
width and depth of zone C increase exponentially with the laser 
energy input. High laser power P ≥ 150 W in combination with 
low scan velocity vS < 200 mm/s leads to keyhole effect and 
keyhole pores. Furthermore, thermal cracks are detected in 
most of the generated scan tracks. The extent of cracking 
increases with the induced laser energy. For low Es, most of the 
cracks are oriented perpendicular to the scan direction. 
Additional cracks in longitudinal direction occur for higher Es. 
This phenomenon is known from laser welding and is related 
to the dominating direction of thermally induced tensile stress. 
Dependent on Young’s modulus E, thermal expansion 
coefficient α, Poisson’s ratio ν and temperature difference ∆T, 
the thermal stress σth can be approximated by Eq. (1). 
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With increasing Co-content, the Young’s modulus of WC- 
Co hard metals decreases [9], resulting in a decrease of thermal 
stress. For hard and brittle materials such as WC-Co, rapid 

 
 
 
 
 
 
 

Fig. 4. Scan track cross-sections of zone C (SEM-BSE) with fully 
decomposed WC, Es = 8 J/mm, WC-Co 76/24 (left), WC-Co 90/10 (right) 

More detailed analysis of this region is conducted by means 
of EDX mapping on a section prepared by FIB (Fig. 5). Almost 
100 % carbon is measured inside the black inclusions. Due to 
the high cooling rates, the dissolved carbon and tungsten do not 
precipitate as WC but instead the C remains enclosed in the 

transient temperature changes are most critical, since this 
thermal shock can cause stress peaks, resulting in instant crack 
initiation and propagation. The thermal shock resistance 
increases with the fracture toughness KIC of the material [10] 
and thereby with increasing Co-content and WC-grain size [9]. 
The experiments indicate that even a single pulse with low 
energy induces thermal cracking for low Co contents (Fig. 6). 
The central melt pool region is most prone to crack formation 
due to the high temperature gradients and the embrittlement 
caused by Co-evaporation and phase transformation. For low 
Co-content, additional cracks occur around the melt pool in 
zone A. 
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2. Materials and methods 
 

The experiments were conducted on a Renishaw AM250 
L-PBF system under inert gas atmosphere (nitrogen 5.0). The 
machine is equipped with a modulated Ytterbium fiber laser 
(cw) with a focal diameter of df = 70 μm (Gaussian mode, 
TEM00). Single pulses with pulse durations tp ≥ 20 µs can be 
achieved by modulation. The scan velocity vS is approximated 
by vS = dp / tp. The local distance dp between two exposure 
points is set to a constant value of dp = 45 µm in all tests. The 
maximum platform temperature in the standard configuration 
of the AM 250 machine is limited to 170°C. For the realization 
of higher platform temperatures, a lab scale pre-heating module 
is used. This module can heat up a build area of 25 mm width 
and 50 mm length to approx. TPH = 800°C. The temperature can 
be monitored with thermocouples and pyrometry. 

Different conventional WC-Co grades with variations in the 
Co-content from 6 wt.-% to 24 wt.-% were used. The WC grain 
size of the tested materials increases with the Co-content from 
“fine” to “coarse” (classification according to ISO 4499). The 
surfaces of the samples were ground and polished. Variations 
in scan velocity (25 mm/s ≤ vS ≤ 200 mm/s) and laser power 
(50 W ≤ P ≤ 200 W) were chosen according to the process 
windows of previous studies on L-PBF of WC-Co [2]. For the 
single-track experiments, the variations in P and vS result in a 
specific energy per unit length Es = P / vS between 0.25 J/mm 
≤ Es ≤ 8 J/mm. The range of vS  results  in  pulse  durations 
tp°= dp / vS between 0.225 ms and 1.8 ms (dp = 45 µm), which 
are applied for the single-pulse experiments. For the single 
pulses, the chosen range of P and tp result in a pulse energy  
Ep = P ⋅ tp between 11.25 mJ ≤ Ep ≤ 360 mJ. 

The heat affected zones were inspected by top view and 
polished cross sections of the scan tracks. Optical microscopy 
and scanning electron microscopy (SEM) were applied. 
Microstructure was investigated by secondary electron (SE) 
and backscattered electron (BSE) contrast. The proportion of 
the elements in the heat affected zones provides a clue for 
possible phases and is measured by energy dispersive X-ray 
spectroscopy (EDX). To minimize contamination during 
sample preparation, some of the microstructural areas were 
ablated using focused ion beam (FIB). Emphasis of the analysis 
was on the dimensions of the heat affected zones, the formation 
of microstructure and the occurrence of thermal cracks. 

 
3. Results and discussion 

 
The first single-track experiments were conducted without 

pre-heating of the substrate. The results indicate a significant 
impact of laser energy on the given WC-Co microstructure for 
all tested parameter combinations and materials. The 
temperature gradient dT/ds along the distance s from the center 
of the melt pool causes different microstructural zones. These 
are shown schematically in Fig. 1. In sufficient distance to the 
melt pool (zone D), the material is unaffected by the laser 
energy (Es, Ep). Summarizing the tendencies seen in all 
parameter settings, the following microstructural observations 
have been made. Full decomposition of the WC microstructure 
is observed in the center of the melt pool (zone C), where the 
highest temperature can be expected. At the border of the melt 

pool (zone B), WC grain growth is observed. Between the 
border (B) and the unaffected material (D), a heat affected zone 
is detected, where increased amounts of W are measured in the 
Co phase (zone C). The described zones occur for each 
parameter setting and tested Co-content, but are most obvious 
for high energy inputs. Therefore, the typical zones are 
explained in detail by example of the scan track, that was 
generated with Es = 8 J/mm. 

 

Fig. 1. Schematic view and description of microstructural zones in the cross 
section of a laser scan track on WC-Co 

Fig. 2 shows the cross-sections of scan tracks generated with 
WC-Co 76/24 and WC-Co 90/10. Comparison of zone A to the 
original material in zone D indicates that a significant impact 
of laser energy input on the carbide structure is not evident. The 
light-grey WC grains are homogeneously embedded in the 
dark-grey Co matrix in both regins. However, EDX analysis of 
this region indicates a gradient in the mole fraction of W (xW) 
dissolved in the Co-matrix. In the unaffected zone D a mole 
fraction of xW ≈ 1.5 at.-% is measured. Getting closer to the 
melt pool, the mole fraction increases up to xW ≈ 20 at.-%. This 
can be explained by the gradient dT/ds, since the solubility of 
W in Co increases with increasing temperature [3]. The high 
cooling rates lead to supersaturated solidification. The 
dissolved tungsten affects the density of the binder phase and 
thereby the material contrast in the BSE image. For higher Co- 
contents, filamentary precipitations are observed in the Co- 
matrix, which are rich in tungsten (detail zone A). These 
structures suggest not only solid state diffusion but a transition 
of the binder phase into liquid state. For lower Co-contents, 
reliable measurement of the mole fraction xW in the Co matrix 
was not possible due to the small amount of Co between the 
WC grains. However, the saturation gradient is visible by the 
slight decrease in brightness of the binder phase outwards the 
melt pool. The width of zone A generally increases with the 
Co-content of the substrate material. 

 

Fig. 2. Scan track cross-sections of zone A (SEM-BSE) with binder phase 
saturation gradient, Es = 8 J/mm, WC-Co 76/24 (left), WC-Co 90/10 (right) 

In the border region B between  the central melt pool (zone 
C) and the heat affected zone A, significant WC-grain growth 
is observed (Fig. 3). The formation mechanisms are basically 
known from conventional sintering processes [4]. High 
temperature leads to increased dissolution of carbides in the 
liquid binder and a highly saturated melt phase. During 
solidification and cooling, the dissolved W and C  precipitates 
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at the grain boundaries of the undissolved carbides at the border 
to zone A, causing grain growth. In addition, the minimization 
of surface energy leads to partial or full coalescence of grains. 
In some of the enlarged grains, black inclusions can be 
identified. These are also observed in the central melt pool and 
contain high amounts of carbon (Fig. 5). The carbon is enclosed 
in the WC grains during coalescence and grain growth. 

 
Fig. 3. Scan track top views (top, SEM-BSE) and cross-sections of zone B 

(bottom, SEM-BSE), Es = 8 J/mm, WC-Co 76/24 (left), WC-Co 90/10 (right) 

In the central interaction zone (C) between the laser 
radiation and the material, the highest laser intensity, melt pool 
temperature and temperature gradients exist [5]. Global EDX 
analysis of these regions is conducted for both Co-contents as 
shown in Fig. 4 (red frames). The results indicate residual Co 
contents of  approx.  15 wt.-%  (WC-Co  76/24)  respectively 
5 wt.-% (WC-Co 90/10). Hence, a single laser exposure is 
enough to reduce the initial Co content by up to 50 %. Co 
evaporation is also known from L-PBF [2]. This indicates, that 
the evaporation temperature of Co (2900°C) is locally 
exceeded during laser exposure. According to the W-C-Co 
phase diagram, given e.g. by Bondar et al. [6], WC is in liquid 
state at 2900°C. WC melts incongruently, which implies 
decomposition into W-rich liquid phase and solid graphite (C). 
Due to rapid cooling, diffusion processes are inhibited. Non- 
equilibrium conditions can cause meta-stable solidification of 
the melt. Dependent on the energy input and the Co-content of 
the substrate, lamellar or cellular microstructures similar to cast 
material with spheroidal graphite are observed (Fig. 4). 

microstructure as graphite leading to a carbon deficiency in the 
surrounding material. The light grey regions around the C-
inclusions contain high amounts of tungsten. BSE indicates a 
higher Z-contrast (mean atomic number) and thereby higher 
material density compared to WC. Hence, potential phases are 
W2C, WC1-x (γ) or W. The dark grey matrix is rich in cobalt. 
The compositions, measured by EDX, most likely suggest 
supersaturated Co(W,C) or Co3W. 

Microstructures as they are observed in zone C are not 
known from conventional sintering processes but are 
sporadically described in beam based surface treatment of hard 
metal tools. In this context, Xu et al. also confirmed Co-loss 
due to evaporation and, depending on the energy input, meta- 
stable phases such as WC1-x and Co3W9C4 (κ) [7]. Zhang et al. 
detected W3Co3C (η) and graphite (C), in addition [8]. 

 

 

 
Fig. 5. EDX mapping of the microstructure in the central melt pool region 

(Es = 8 J/mm, WC-Co 90/10) 

Measurement of the melt pool dimensions indicated, that the 
width and depth of zone C increase exponentially with the laser 
energy input. High laser power P ≥ 150 W in combination with 
low scan velocity vS < 200 mm/s leads to keyhole effect and 
keyhole pores. Furthermore, thermal cracks are detected in 
most of the generated scan tracks. The extent of cracking 
increases with the induced laser energy. For low Es, most of the 
cracks are oriented perpendicular to the scan direction. 
Additional cracks in longitudinal direction occur for higher Es. 
This phenomenon is known from laser welding and is related 
to the dominating direction of thermally induced tensile stress. 
Dependent on Young’s modulus E, thermal expansion 
coefficient α, Poisson’s ratio ν and temperature difference ∆T, 
the thermal stress σth can be approximated by Eq. (1). 
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With increasing Co-content, the Young’s modulus of WC- 
Co hard metals decreases [9], resulting in a decrease of thermal 
stress. For hard and brittle materials such as WC-Co, rapid 

 
 
 
 
 
 
 

Fig. 4. Scan track cross-sections of zone C (SEM-BSE) with fully 
decomposed WC, Es = 8 J/mm, WC-Co 76/24 (left), WC-Co 90/10 (right) 

More detailed analysis of this region is conducted by means 
of EDX mapping on a section prepared by FIB (Fig. 5). Almost 
100 % carbon is measured inside the black inclusions. Due to 
the high cooling rates, the dissolved carbon and tungsten do not 
precipitate as WC but instead the C remains enclosed in the 

transient temperature changes are most critical, since this 
thermal shock can cause stress peaks, resulting in instant crack 
initiation and propagation. The thermal shock resistance 
increases with the fracture toughness KIC of the material [10] 
and thereby with increasing Co-content and WC-grain size [9]. 
The experiments indicate that even a single pulse with low 
energy induces thermal cracking for low Co contents (Fig. 6). 
The central melt pool region is most prone to crack formation 
due to the high temperature gradients and the embrittlement 
caused by Co-evaporation and phase transformation. For low 
Co-content, additional cracks occur around the melt pool in 
zone A. 
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Fig. 6. Single pulses on WC-Co substrate with minimum and maximum Co 

content and varying pulse energy Ep (top view, SEM-BSE) 

The formation of cracks depends on thermal gradients, 
affected by laser energy input, and on fracture toughness, 
affected by material ductility. Teppernegg et al. have shown, 
that the ductility of a given WC-Co composition increases at a 
temperature around 800°C, resulting in a sudden increase in KIC 

[11]. An increase in the WC-Co substrate temperature level 
also reduces ∆T and, according to Eq. (1), the thermal stress. 
To verify this assumption, similar experiments are conducted 
at an increased pre-heating temperature TPH ≈ 800°C. With this 
temperature, cracks can be prevented in a wide parameter 
range, even for WC-Co 94/6 and for the highest pulse energy 
as shown in Fig. 7 (a). With pre-heating, the melt pool 
dimensions increase. The higher substrate temperature reduces 
cooling rates. Consequently, it affects the formation of phases. 
The impact of reduced cooling rates on the microstructure is 
most distinct for high Co-content as shown in Fig. 7 (b). Taking 
into account the scheme given in Fig. 1, TPH ≈ 800°C leads to 
enlargement of the regions A (solution of W in Co) and B (WC- 
grain growth). Increased and distorted WC grain growth is 
observed in zone B for most of the tested parameter settings at 
TPH ≈ 800°C. In the central melt pool region (zone C) the lower 
cooling rates lead to coarser microstructure. Increased porosity 
is observed in some melt pools, indicating evaporation due to a 
higher melt pool temperature. 

In contrast to the single laser exposure applied in these 
experiments, the repetitive layer-wise laser exposure during 
L-PBF increases overall temperature level and reduces cooling 
rates. Overlapping of scan-tracks, continuous re-melting and 
re-heating affects the L-PBF-made material below and beside 
the current track and creates a heterogeneous microstructure, 
most similar to zone B in the singe-track experiments, as shown 
in previous studies [1]. 

 

 
Fig. 7. (a) SEM (SE) images of single pulses on WC-Co 94/6, (b) SEM (BSE) 

images of single-track cross sections on WC-Co 76/24 

4. Conclusion 
 

Single-track and single-pulse experiments on WC-Co with 
varying Co-content between 6 and 24 wt.-% revealed, that a 
single laser exposure is already sufficient to induce 
decomposition of microstructure, WC grain growth, formation 
of non-equilibrium phases and thermal cracking. The 
parameter range used in relevant studies on L-PBF of WC-Co 
[2] was applied. It was found that the decomposition of carbide 
microstructure in the central interaction zone between the laser 
beam and the material is inevitable in the tested range of P and 
vS. Increased substrate temperature of 800°C reduces thermal 
gradients and increases material ductility. At TPH ≈ 800°C, 
thermal cracking, which is the most critical defect in L-PBF of 
WC-Co, can successfully be prevented for a wide range of 
parameters and WC-Co compositions. Melt pool dimensions 
and heat affected zones are larger at TPH ≈ 800°C. 
Consequently, laser energy input and thereby the negative 
impact on the microstructure should be reduced in the L-PBF 
process at TPH ≈ 800°C. Furthermore, the higher temperature 
level in the substrate leads to enlarged regions with increased 
saturation of binder. TPH ≈ 800°C leads to reduction of cooling 
rates and consequently to increased WC grain growth. Despite 
these drawbacks, pre-heating is highly recommended for L-
PBF of WC-Co to reliably prevent thermal cracking. Beyond a 
reduction of laser energy input, further measures, such as 
grain growth inhibitors, additives or alternative binders, should 
be investigated. For deeper understanding of solidification 
phenomena and phase development, future research should be 
supported by thermodynamic simulations and transmission 
electron microscopy (TEM). 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 

Keywords: Assembly; Design method; Family identification

1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

It was studied the structure of alloy manufactured on the RussianSLM FACTORY unit by laser powder bed fusion. The powder was produced 
by gas atomization from ingots on a HERMIGA 75/3VI unit. By constructing a hesteresis loop, data were obtained that indicate an increase in 
the magnetic characteristics (Br, Bd, Hcb, Hcm and BHmax) in additive samples in comparison with similar ones obtained by foundry 
technologies. 
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1. Introduction 

Manufacturing of magnets of complex geometric shapes 
according to the designed digital models is of practical and 
scientific interest (Fig. 1a). One of the promising methods for 
their manufacture is the laser powder bed fusion (LPBF), 
variety of additive technologies [1-3]. 

A feature of this process is the interaction of solid and liquid 
phases during short-term exposure to a laser beam. 

a  b  

Fig. 1. (a) Magnet layout; (b) RussianSLM FACTORY unit. 

The local melting events and structural-phase 
transformations realized under conditions of thermodynamic 
nonequilibrium are not well understood, although they are 
widespread in various technological applications with transient 
conditions [4]. 

The aim of the present work is to try the LPBF for the 
manufacture of permanent magnets from the Fe – 25 wt. % Cr 
– 15 wt. % Co powder, produced by gas atomization. 

2. Materials and Experimental Methods 

LPBF was carried out in the laboratory of the research center 
of the NRC "Kurchatov Institute" – CRISM "Prometey" on the 
RussianSLM FACTORY unit with a solid-state laser (Fig. 1b). 
This unit implements the melting process in a protective 
atmosphere of nitrogen. To select the best melting mode, the 
laser power and scanning speed were varied in the ranges of 
150–195 W and 800–1000 mm / s so that the energy input for 
melting the metal in the laser spot was maintained at ~ 0.18 
W·s / mm. The powder with the chemical composition shown 
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1. Introduction 

Manufacturing of magnets of complex geometric shapes 
according to the designed digital models is of practical and 
scientific interest (Fig. 1a). One of the promising methods for 
their manufacture is the laser powder bed fusion (LPBF), 
variety of additive technologies [1-3]. 

A feature of this process is the interaction of solid and liquid 
phases during short-term exposure to a laser beam. 

a  b  

Fig. 1. (a) Magnet layout; (b) RussianSLM FACTORY unit. 

The local melting events and structural-phase 
transformations realized under conditions of thermodynamic 
nonequilibrium are not well understood, although they are 
widespread in various technological applications with transient 
conditions [4]. 

The aim of the present work is to try the LPBF for the 
manufacture of permanent magnets from the Fe – 25 wt. % Cr 
– 15 wt. % Co powder, produced by gas atomization. 

2. Materials and Experimental Methods 

LPBF was carried out in the laboratory of the research center 
of the NRC "Kurchatov Institute" – CRISM "Prometey" on the 
RussianSLM FACTORY unit with a solid-state laser (Fig. 1b). 
This unit implements the melting process in a protective 
atmosphere of nitrogen. To select the best melting mode, the 
laser power and scanning speed were varied in the ranges of 
150–195 W and 800–1000 mm / s so that the energy input for 
melting the metal in the laser spot was maintained at ~ 0.18 
W·s / mm. The powder with the chemical composition shown 
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in Table 1 was obtained by gas atomization on a 
HERMIGA 75/3VI unit with induction heating of the crucible. 

Table 1. Chemical composition of powder. 

Alloy Basic alloying elements, wt. % 
Elements Fe Cr Co Nb V Ni Ti Cu 
ingot 56.0 23.0 16.5 1.2 1.2 0.5 0.2 0.2 
powder 57.0 24.5 15.6 1.1 1.0 0.5 0.2 0.2 

The particles morphology of the manufactured powder is 
demonstrated in Fig. 2a. It can be concluded that the particles 
have a shape close to spherical, with no particles of irregular 
shape, which makes the powder suitable for using in the LPBF. 
Powder size distribution of two samples of powders 
manufactured was measured by laser diffraction using the 
Fraunhofer approximation on the Malvern Mastersizer 2000 
unit. According to the results of particle size analysis (Fig. 2b), 
powder fractions of more than 80 µm were excluded, because 
they are not suitable for using in LPBF. The share of raw 
materials suitable for melting was 73 %. To sieve powder, a 
sieve system on a shaker table was used. 

a  

b  

Fig. 2. (a) the particles morphology of the manufactured powder Fe – 
25 wt. % Cr – 15 wt. % Co; (b) powder size distribution. 

To control chemical composition of powders and LPBF 
samples, the X-ray fluorescence method on a Thermo Niton 
XL3t unit was used. Volatilization of some light elements was 
negligible. 

Structural studies were performed on thin sections by X-ray 
diffraction analysis using a Rigaku Ultima multipurpose X-ray 
diffractometer and multifractal image processing 
metallography. The plastic deformation resistance was 
estimated on the DIL 805 deformation dilatometer platform 
according to the methodology [5] by uniaxial compression of 
samples with velocities of 10-3 and 10-1 s-1 at 700 °C. The 

reason for the plastic deformation resistance studies is that near 
the melting zone, relaxation of elastic distortions occurs at 
different velocities (where is hotter – relaxation is faster). 
Specific velocities were determined by the capabilities of the 
equipment (DIL 805). 

According to X-ray diffraction analysis, the additive 
samples present a body-centered-cubic Fe-Co-Cr matrix with 
~10 wt. % FeO. X-ray diffraction analysis spectra characterize 
the phase composition of the LPBF samples after melting with 
a different laser power (Fig. 3a). As it has a protective 
atmosphere of nitrogen inside the LPBF unit, it can be conclude 
that this oxide is a result of oxidation of the powder. 

The experiments showed that an increase in laser power up 
to 195 W is accompanied by an improvement in the 
metallurgical quality of the metal with a small number of 
discontinuities (Fig. 3b). The traces of recrystallization in the 
form of alternating cellular and columnar structures are 
distinguishable in the images. 

a  

b  

Fig. 3. (a) X-ray diffraction analysis spectra of the obtained additive samples; 
(b) example of a structure on a thin section of a sample after melting at 195 

W power. 

A parallel can be drawn between the methods of 
representing continuous functions in the form of convergent 
series and multifractal analysis of images. If on a finite interval 
of existence a continuous differentiable function can be 
represented by a convergent series or Fourier integral, then the 
results of the obtained expansions can be used in solving 
physical problems. When analyzing a digitized image in a field 
of finite size, arrays of points (pixels 0 and 1) are considered in 
the form of a statistical set. By analogy with the expansion of 
continuous functions in series, the original set is represented as 
the sum of statistical subsets included in the original sum with 
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its own statistical weight. A feature of the procedure is that each 
subset is generated by a self-similar algorithm with its 
fractional (fractal) dimension q. The results of such a 
transformation in the form of a Renyi distribution have a 
probabilistic-statistical meaning [6, 7]. The feasibility of 
multifractal analysis largely depends on the physical content of 
the obtained probabilistic-statistical assessment. 

Considering the scale and interconnection of structural 
transformations in short-term and fast acts of melting and 
solidification, when analyzing the results of the study with 
digital image processing of structures, a systematic approach 
with multifractal analysis was used. 

Multifractal analysis of grayscale images of structures was 
carried out according to their black and white (binary) maps, 
which are mathematically considered in the form of statistical 
sets of different dimensions [8, 9]. From the Renyi spectrum, 
the values of the dimensions Dq were calculated: the spatial 
dimension D0, the ordering measure δ = D1 - Dq, and the 
periodicity measure K = D-q - D+q. Here q is the dimension of 
the statistical binary subsets in the interval (-40 ÷ +40) from 
which the binary display of the initial grayscale image is 
composed. 

The spatial dimension D0 is a quantitative estimate of the 
investigated image, characterizing the filling of the image field. 
The value of δ is sensitive to symmetry breaking for the 
structure as a whole. The larger the value of δ (modulo), the 
more ordered the structure. The tendency of δ to zero is a sign 
of disorder. An increase in K values indicates an increase in the 
periodic component in the display of structures. The results of 
multifractal analysis have a statistical meaning and are 
calculated with an accuracy of 5 %. 

Magnetic properties with the determination of Br (residual 
induction), Bd (working point by induction), Hcb (coercivity by 
induction), Hcm (coercivity by magnetization) and BHmax 
(maximum energy product, or maximum amount of magnetic 
energy stored in a magnet) were obtained on hysteresigraphs 
and milliteslameter in measuring device. 

3. Experimental Results and Discussion 

In the alternation of the influxes, a two- and three-level 
homogeneous oriented structure was observed, formed by 
dendrites from 12 to 24 μm length with wavy boundaries and 
grains up to 4 μm in size, formed in the process of 
recrystallization. Within the boundaries of the influxes, 
quasiperiodicity with a wavelength of 26 ±1 μm and 2 μm was 
recorded due to diffusion of chemical elements in the molten 
pool. These facts were an indirect justification for using 
multifractal analysis [6, 7, 10, 11]. 

The results of multifractal parametrization (Fig. 4a) of the 
additive structures showed that, despite the short exposure 
times of the laser beam, an ordered periodic structure 
dominates in the volumes of the solid-liquid state of the metal, 
which is characteristic of crystallization. The scatter in the D0, 
δ and K values suggests that grains and crystals form under 
different conditions and are characterized by different 
morphologies. For example, in grains one can detect signs of a 
disordered (amorphous) state, which is indicated by pores 
(where D0 and δ are small); signs of ordering (growth of δ) with 

a simultaneous increase in periodicity (decrease of the K 
scatter) and a decrease in porosity (increase of D0). A decrease 
of δ can be considered as a sign of the reaction volume 
localization with partial or complete amorphization of the 
structure. In this case, a simultaneous increase in the scatter of 
K values may indicate an oscillating transformation in the melt 
zones with different degrees of crystallinity. An increase in δ 
indirectly indicates the tendency of the mass transformation 
with a preferred frequency in the additive metal. 

It was established that the non-uniform state of the structure 
varies depending on the conditions of temperature exchange 
with the environment. For example (Fig. 4b), the values of the 
parameter δ, sensitive to disorder, decrease with distance from 
the edge of the sample and an increase in the laser beam power. 
This fact indirectly indicates a greater heating of the central 
zones of the sample and a possible increase in the tendency to 
structural changes. The value of D0 indicates satisfactory filling 
of the image field (D0 = 1.998±0.001), and the value of K 
indicates the presence of quasiperiodicity in the structures (K = 
0.46±0.04). 

a  

b  

Fig. 4. (a) fragment of multifractal analysis with the construction of the Renyi 
function and the calculation results after laser melting at a power of 150 W; 

(b) the places of variation in the structure ordering parameters δ. 
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in Table 1 was obtained by gas atomization on a 
HERMIGA 75/3VI unit with induction heating of the crucible. 

Table 1. Chemical composition of powder. 

Alloy Basic alloying elements, wt. % 
Elements Fe Cr Co Nb V Ni Ti Cu 
ingot 56.0 23.0 16.5 1.2 1.2 0.5 0.2 0.2 
powder 57.0 24.5 15.6 1.1 1.0 0.5 0.2 0.2 

The particles morphology of the manufactured powder is 
demonstrated in Fig. 2a. It can be concluded that the particles 
have a shape close to spherical, with no particles of irregular 
shape, which makes the powder suitable for using in the LPBF. 
Powder size distribution of two samples of powders 
manufactured was measured by laser diffraction using the 
Fraunhofer approximation on the Malvern Mastersizer 2000 
unit. According to the results of particle size analysis (Fig. 2b), 
powder fractions of more than 80 µm were excluded, because 
they are not suitable for using in LPBF. The share of raw 
materials suitable for melting was 73 %. To sieve powder, a 
sieve system on a shaker table was used. 

a  

b  

Fig. 2. (a) the particles morphology of the manufactured powder Fe – 
25 wt. % Cr – 15 wt. % Co; (b) powder size distribution. 

To control chemical composition of powders and LPBF 
samples, the X-ray fluorescence method on a Thermo Niton 
XL3t unit was used. Volatilization of some light elements was 
negligible. 

Structural studies were performed on thin sections by X-ray 
diffraction analysis using a Rigaku Ultima multipurpose X-ray 
diffractometer and multifractal image processing 
metallography. The plastic deformation resistance was 
estimated on the DIL 805 deformation dilatometer platform 
according to the methodology [5] by uniaxial compression of 
samples with velocities of 10-3 and 10-1 s-1 at 700 °C. The 

reason for the plastic deformation resistance studies is that near 
the melting zone, relaxation of elastic distortions occurs at 
different velocities (where is hotter – relaxation is faster). 
Specific velocities were determined by the capabilities of the 
equipment (DIL 805). 

According to X-ray diffraction analysis, the additive 
samples present a body-centered-cubic Fe-Co-Cr matrix with 
~10 wt. % FeO. X-ray diffraction analysis spectra characterize 
the phase composition of the LPBF samples after melting with 
a different laser power (Fig. 3a). As it has a protective 
atmosphere of nitrogen inside the LPBF unit, it can be conclude 
that this oxide is a result of oxidation of the powder. 

The experiments showed that an increase in laser power up 
to 195 W is accompanied by an improvement in the 
metallurgical quality of the metal with a small number of 
discontinuities (Fig. 3b). The traces of recrystallization in the 
form of alternating cellular and columnar structures are 
distinguishable in the images. 

a  

b  

Fig. 3. (a) X-ray diffraction analysis spectra of the obtained additive samples; 
(b) example of a structure on a thin section of a sample after melting at 195 

W power. 

A parallel can be drawn between the methods of 
representing continuous functions in the form of convergent 
series and multifractal analysis of images. If on a finite interval 
of existence a continuous differentiable function can be 
represented by a convergent series or Fourier integral, then the 
results of the obtained expansions can be used in solving 
physical problems. When analyzing a digitized image in a field 
of finite size, arrays of points (pixels 0 and 1) are considered in 
the form of a statistical set. By analogy with the expansion of 
continuous functions in series, the original set is represented as 
the sum of statistical subsets included in the original sum with 
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its own statistical weight. A feature of the procedure is that each 
subset is generated by a self-similar algorithm with its 
fractional (fractal) dimension q. The results of such a 
transformation in the form of a Renyi distribution have a 
probabilistic-statistical meaning [6, 7]. The feasibility of 
multifractal analysis largely depends on the physical content of 
the obtained probabilistic-statistical assessment. 

Considering the scale and interconnection of structural 
transformations in short-term and fast acts of melting and 
solidification, when analyzing the results of the study with 
digital image processing of structures, a systematic approach 
with multifractal analysis was used. 

Multifractal analysis of grayscale images of structures was 
carried out according to their black and white (binary) maps, 
which are mathematically considered in the form of statistical 
sets of different dimensions [8, 9]. From the Renyi spectrum, 
the values of the dimensions Dq were calculated: the spatial 
dimension D0, the ordering measure δ = D1 - Dq, and the 
periodicity measure K = D-q - D+q. Here q is the dimension of 
the statistical binary subsets in the interval (-40 ÷ +40) from 
which the binary display of the initial grayscale image is 
composed. 

The spatial dimension D0 is a quantitative estimate of the 
investigated image, characterizing the filling of the image field. 
The value of δ is sensitive to symmetry breaking for the 
structure as a whole. The larger the value of δ (modulo), the 
more ordered the structure. The tendency of δ to zero is a sign 
of disorder. An increase in K values indicates an increase in the 
periodic component in the display of structures. The results of 
multifractal analysis have a statistical meaning and are 
calculated with an accuracy of 5 %. 

Magnetic properties with the determination of Br (residual 
induction), Bd (working point by induction), Hcb (coercivity by 
induction), Hcm (coercivity by magnetization) and BHmax 
(maximum energy product, or maximum amount of magnetic 
energy stored in a magnet) were obtained on hysteresigraphs 
and milliteslameter in measuring device. 

3. Experimental Results and Discussion 

In the alternation of the influxes, a two- and three-level 
homogeneous oriented structure was observed, formed by 
dendrites from 12 to 24 μm length with wavy boundaries and 
grains up to 4 μm in size, formed in the process of 
recrystallization. Within the boundaries of the influxes, 
quasiperiodicity with a wavelength of 26 ±1 μm and 2 μm was 
recorded due to diffusion of chemical elements in the molten 
pool. These facts were an indirect justification for using 
multifractal analysis [6, 7, 10, 11]. 

The results of multifractal parametrization (Fig. 4a) of the 
additive structures showed that, despite the short exposure 
times of the laser beam, an ordered periodic structure 
dominates in the volumes of the solid-liquid state of the metal, 
which is characteristic of crystallization. The scatter in the D0, 
δ and K values suggests that grains and crystals form under 
different conditions and are characterized by different 
morphologies. For example, in grains one can detect signs of a 
disordered (amorphous) state, which is indicated by pores 
(where D0 and δ are small); signs of ordering (growth of δ) with 

a simultaneous increase in periodicity (decrease of the K 
scatter) and a decrease in porosity (increase of D0). A decrease 
of δ can be considered as a sign of the reaction volume 
localization with partial or complete amorphization of the 
structure. In this case, a simultaneous increase in the scatter of 
K values may indicate an oscillating transformation in the melt 
zones with different degrees of crystallinity. An increase in δ 
indirectly indicates the tendency of the mass transformation 
with a preferred frequency in the additive metal. 

It was established that the non-uniform state of the structure 
varies depending on the conditions of temperature exchange 
with the environment. For example (Fig. 4b), the values of the 
parameter δ, sensitive to disorder, decrease with distance from 
the edge of the sample and an increase in the laser beam power. 
This fact indirectly indicates a greater heating of the central 
zones of the sample and a possible increase in the tendency to 
structural changes. The value of D0 indicates satisfactory filling 
of the image field (D0 = 1.998±0.001), and the value of K 
indicates the presence of quasiperiodicity in the structures (K = 
0.46±0.04). 

a  

b  

Fig. 4. (a) fragment of multifractal analysis with the construction of the Renyi 
function and the calculation results after laser melting at a power of 150 W; 

(b) the places of variation in the structure ordering parameters δ. 
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Since local micro-volumes are heated and cooled during 
LPBF, it was of interest to investigate how the elastoplastic 
properties of the samples change under conditions of heating 
and deformation. 

On the thin sections of the samples, bands of a dark color 
indicate accumulations of FeO oxides, the presence of which 
can be the additive metal hardening factor. This does not 
contradict the fact that after melting at the power of 195 W, the 
strength of the metal is higher than after melting at the power 
of 150 W (Fig. 5a) [12]. The shape of the σ-ε curves is typical 
of metals in which the mechanisms of dislocation hardening are 
activated at έ = 10-1 s-1 and dynamic recrystallization at έ = 10-

3 s-1 [13]. 
The experiments with hot plastic deformation made it 

possible to qualitatively assess the fraction of energy stored in 
the compression process. Thus, according to [14], in the σ-έ 
coordinates, the part of the area lying above the curve (shaded 
on Fig. 5b) corresponds to the energy stored in the latent form 
during structural rearrangements. The graphs show that when 
samples are compressed to ε = 0.1 at 700 °C, the introduced 
mechanical energy is not only transformed into heat, but also 
scattered in the structure in the form of uniformly distributed 
objects of the substructure, in which s and d electron shells 
responsible for the formation of magnetic properties interact 
[15]. It can be seen that melting at the power of 195 W leads to 
a more complete supply of internal energy. 

a  

b  

Fig. 5. (a) deformation resistance of specimens under compression with the 
indicated rates at 700 °C; (b) scheme for estimating the shares of stored 

energy during compression of samples. 

Magnetic measurements showed (Fig. 6, Table 2) that the 
LPBF allows one to produce a composite whose magnetic 

parameters are not lower to samples obtained by traditional 
founding. 

 

Fig. 6. Typical magnetic loops of additive samples. 

Table 2. Magnetic properties of materials. 

Characteristic Br BHmax Bd Hd Hcb Hcm 
additive 
sample 

10.2 
kG 

3.02 
MGOe 

6.83 
kG 

0.44 
kOe 

0.57 
kOe 

0.58 
kOe 

founding 
sample 

12.9 
kG 

4.62 
MGOe — — 0.53 

kOe 
0.53 
kOe 

4. Conclusions 

It has been established that using the laser powder bed 
fusion of Fe – 25 wt. % Cr – 15 wt. % Co powder, produced by 
gas atomization, it is possible to form a monolithic magnet with 
properties not lower to the same obtained by traditional 
founding. 

Melting is accompanied by structural changes, the intensity 
of which is proportional to the power of laser beam. 
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Since local micro-volumes are heated and cooled during 
LPBF, it was of interest to investigate how the elastoplastic 
properties of the samples change under conditions of heating 
and deformation. 

On the thin sections of the samples, bands of a dark color 
indicate accumulations of FeO oxides, the presence of which 
can be the additive metal hardening factor. This does not 
contradict the fact that after melting at the power of 195 W, the 
strength of the metal is higher than after melting at the power 
of 150 W (Fig. 5a) [12]. The shape of the σ-ε curves is typical 
of metals in which the mechanisms of dislocation hardening are 
activated at έ = 10-1 s-1 and dynamic recrystallization at έ = 10-

3 s-1 [13]. 
The experiments with hot plastic deformation made it 

possible to qualitatively assess the fraction of energy stored in 
the compression process. Thus, according to [14], in the σ-έ 
coordinates, the part of the area lying above the curve (shaded 
on Fig. 5b) corresponds to the energy stored in the latent form 
during structural rearrangements. The graphs show that when 
samples are compressed to ε = 0.1 at 700 °C, the introduced 
mechanical energy is not only transformed into heat, but also 
scattered in the structure in the form of uniformly distributed 
objects of the substructure, in which s and d electron shells 
responsible for the formation of magnetic properties interact 
[15]. It can be seen that melting at the power of 195 W leads to 
a more complete supply of internal energy. 
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Fig. 5. (a) deformation resistance of specimens under compression with the 
indicated rates at 700 °C; (b) scheme for estimating the shares of stored 

energy during compression of samples. 

Magnetic measurements showed (Fig. 6, Table 2) that the 
LPBF allows one to produce a composite whose magnetic 

parameters are not lower to samples obtained by traditional 
founding. 

 

Fig. 6. Typical magnetic loops of additive samples. 
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4. Conclusions 

It has been established that using the laser powder bed 
fusion of Fe – 25 wt. % Cr – 15 wt. % Co powder, produced by 
gas atomization, it is possible to form a monolithic magnet with 
properties not lower to the same obtained by traditional 
founding. 

Melting is accompanied by structural changes, the intensity 
of which is proportional to the power of laser beam. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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1. Introduction 

For efficient electric motors, established soft magnets in the 
stator are electrical steel (Fe-Si) and established hard magnets 
in the rotor are rare earth (RE) based magnets (Fe-Nd-B).  

Additive manufacturing of soft magnetic materials and 
components based on laser powder bed fusion (L-PBF) may 
provide new opportunities for soft magnetic core materials in 
efficient energy converters [1-3]. I.e. maximum magnetic in-
duction B for high engine torques and minimum magnetic 
losses P for high rotational frequencies. L-PBF allows to 
develop [2]: (1) optimized alloy compositions of increased 
content of alloying elements such as Si or Al and direct 
fabrication of soft magnetic components thereof, regardless of 
their mechanical properties, (2) novel topological structures 
like inner slits and high design flexibility of components, and 
(3) multilayer composites of alternating layers of electrical 
insulating materials (high electrical resistivity) and high per-
formance soft magnetic materials (high saturation polarization) 
to copy the principle of conventional electrical steel. Additive 
manufacturing of hard magnetic materials based on L-PBF 

allows to develop very fine microstructures of Fe-Nd-B based 
alloys with directed crystal growth and a finely dispersed Nd-
rich phase [4-6]. For effective reduction of critical raw 
materials such as heavy rare earths, finest microstructures are 
required. These model experiments can show possibilities to 
design and further improve the alloy microstructure. E.g. the 
additively manufactured fine and textured microstructure leads 
to large coercivity in sintered Fe-Nd-B magnets [5]. Additive 
manufacturing of multilayer composites of different materials, 
of small powder volumes for effective materials development 
and of powders sensitive to oxidation requires special 
equipment. Special lab-scale processing chambers for L-PBF 
have been built up [2, 5]. 

In this paper, for soft magnetic materials a feasibility study 
is performed to combine the described three strategies in one 
component for eddy current loss reduction and to develop better 
electrically insulating layers. For hard magnetic materials the 
influence of processing parameters of L-PBF on the 
microstructure development of Fe-Nd-B is investigated.   
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1. Introduction 

For efficient electric motors, established soft magnets in the 
stator are electrical steel (Fe-Si) and established hard magnets 
in the rotor are rare earth (RE) based magnets (Fe-Nd-B).  

Additive manufacturing of soft magnetic materials and 
components based on laser powder bed fusion (L-PBF) may 
provide new opportunities for soft magnetic core materials in 
efficient energy converters [1-3]. I.e. maximum magnetic in-
duction B for high engine torques and minimum magnetic 
losses P for high rotational frequencies. L-PBF allows to 
develop [2]: (1) optimized alloy compositions of increased 
content of alloying elements such as Si or Al and direct 
fabrication of soft magnetic components thereof, regardless of 
their mechanical properties, (2) novel topological structures 
like inner slits and high design flexibility of components, and 
(3) multilayer composites of alternating layers of electrical 
insulating materials (high electrical resistivity) and high per-
formance soft magnetic materials (high saturation polarization) 
to copy the principle of conventional electrical steel. Additive 
manufacturing of hard magnetic materials based on L-PBF 

allows to develop very fine microstructures of Fe-Nd-B based 
alloys with directed crystal growth and a finely dispersed Nd-
rich phase [4-6]. For effective reduction of critical raw 
materials such as heavy rare earths, finest microstructures are 
required. These model experiments can show possibilities to 
design and further improve the alloy microstructure. E.g. the 
additively manufactured fine and textured microstructure leads 
to large coercivity in sintered Fe-Nd-B magnets [5]. Additive 
manufacturing of multilayer composites of different materials, 
of small powder volumes for effective materials development 
and of powders sensitive to oxidation requires special 
equipment. Special lab-scale processing chambers for L-PBF 
have been built up [2, 5]. 

In this paper, for soft magnetic materials a feasibility study 
is performed to combine the described three strategies in one 
component for eddy current loss reduction and to develop better 
electrically insulating layers. For hard magnetic materials the 
influence of processing parameters of L-PBF on the 
microstructure development of Fe-Nd-B is investigated.   
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2. Processing set-up and procedures 

For additive manufacturing based on laser powder bed 
fusion (L-PBF), two different lab scale process chambers have 
been developed (Fig. 1). Both chambers allow fabrication of 
layered structures of two different materials. The manual lab 
scale chamber (mLPC, Fig. 1a) enables manual coating 
operation and processing of small powder volumes (< 350 
mm3). It can be loaded and operated under pure Ar atmosphere. 
The automated lab scale chamber (aLPC, Fig. 1b) facilitates 
automated coating operation and processing of larger powder 
volumes (20-100 g) under inert gas atmosphere. It was mainly 
designed for the realization of more complex sample 
geometries such as ring-shaped samples and larger construction 
volumes. It consists of three main components – (1) lifting table 
system, (2) recoating system and (3) housing for inert gas 
management. In both systems, two different metal powders can 
be stored inside of two lifting tables. Depending on which 
material is necessary, one lifting table with powder is moved 
and a recoater applies a new layer of powder on the work plate. 
Both powder-supply lifting tables have their own scraper 
system, which intersect at the work place position. To keep the 
oxygen content below 60 ppm, a measuring system has been 
installed, that monitors the atmosphere. Additionally, a 
ventilator system has been integrated, which circulates the inert 
gas atmosphere inside the chamber. Particles from process-
exhaust fumes are removed by filtration. For a better heat 
dissipation, a turbulent gas flow is provided. It reaches the 
interaction zone of laser and alloy powder from two sides. The 
mLPC and aLPC can be used in common laser process cells. 
The aLPC is connected with the laser cell for synchronize the 
automated recoating and laser exposure steps. The remelting of 
the powder was realized with a Trumpf TruFiber 1000 
(wavelength λ = 1075 nm, maximum power PL = 1000 W) and 
a Scanlab intelliSCAN 30 2D scanner with a spot size of s = 46 
µm and a maximum scan velocity vs = 6000 mm/s. Both 
systems can be alternatively used with a disk laser (Trumpf 
TrueDisk 4002) of larger spot size (s = 430 µm). Different 
optical measurement equipment such as thermography and 
high-speed cameras can be utilized to observe and visualize the 
ongoing laser process in-situ.  

 

Fig. 1. Lab-scale process chambers for L-PBF additive manufacturing. The 
chambers allow processing of small powder volumes and of layered structures 
of different materials. Also powders sensitive to oxidation can be processed. 

(a) Chamber for manual operation (mLPC). (b) Chamber for automated 
operation (aLPC). 

For L-PBF processing of soft and hard magnetic materials 
commercially available alloy powders (Fe-Si and Fe-Al based 
powders and powder mixtures) and in-house developed alloy 
powders (Fe-Nd-B) have been used: For FeSi6.7, powders of 
gas-atomized pre-alloyed Fe-Si (Höganäs AB, particle size < 
45 µm, Si content 6.7 wt%, spherical shape and smooth surface) 
has been used. For FeSi50, gas-atomized ferrosilica powder 
(Höganäs AB, particle size < 45 µm) has been utilized. For Fe, 
water-atomized Fe powder (MG metal powders, CHEMICAL 
45, particle size: 45 µm, spattered shape) has been used. For 
FeAl16, a mixture of the Fe powder and Al powder of ECKA 
(99.8%, particle size < 63 µm) has been chosen. For dry mixing 
of the alloy, a tumble mixer (Turbula WAB) has been used. The 
flow-rates measured by Carney method (hopper opening 5 mm) 
yielded 3.5 (FeSi6.7), 10 (FeSi50), 6 (Fe) and 8 (FeAl16) s / 50 
g, respectively. The bulk density was given by 4.0 (FeSi6.7), 
2.13 (FeSi50), 3.3 (Fe) and 1.54 (Al) g/cm3, respectively. An 
Fe75-Nd18-B7 pre-alloy was produced by book-mold-casting 
[5]. The pre-alloy was mechanically pre-shredded and ball-
milled under Ar atmosphere (O2 < 1 ppm). Subsequently, the 
powder was mechanically sieved. For L-PBF, the powder 
fraction ≤ 63 µm was selected. More details on the powder 
characteristics (e.g. scanning electron microscopy images) are 
given in [2, 5]. For all alloy powders the influence of processing 
parameters such as laser power PL, scan velocity vs, and 
annealing parameters on the microstructure and resulting 
material properties has been studied and the process optimized 
accordingly (Fig. 2). Further, different laser exposure strategies 
have been tested. The parameters chosen for realizing fully 
dense samples are specified for each prototype in the following 
chapter.  
 

 
Fig. 2. Example of parametric study (PL: laser power, vs: scan velocity) for 

realizing fully dense specimen for Fe-Si6.7. For lower PL and vs, the degree of 
porosity increases. For higher PL and vs, the tendency for residual stresses and 
therefore towards crack formation is enhanced. The best choice (PL = 300 W, 

vs = 200 mm/s) is marked. For the study Ar atmosphere under slight 
overpressure has been used. Starting value of oxygen content was 100 ppm. 

The microstructure was characterized in an optical micros-
cope (ZEISS Axio Imager.Z2m). For the investigations polis-
hed microsections of the samples have been produced using 
metallographic techniques (Struers RotoPol-31). For texture 
analysis, EBSD (electron backscatter diffraction) analysis, 
EDAX camera and software (EDAX Hikari, OIM v7.3.1 
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orientation imaging microscopy) were used in combination 
with scanning electron microscopy (ZEISS Sigma 300 VP). 

3. Application to magnetic materials   

The following feasibility studies and research experiments 
on soft and hard magnetic materials can only be performed by 
using the special processing chambers developed for L-PBF.  

3.1. Soft magnetic materials 

A favorable structure for additively manufactured soft 
magnetic components is to combine the three different strate-
gies mentioned in the introduction. This is shown in Fig. 3. 
Eddy currents are narrowed down to well-defined small areas. 
Here, FeSi6.7 base material with increased Si-content and large 
saturation polarization is combined with horizontal separation 
layers of an FeAl alloy with higher specific electrical 
resistivity. Using the dryly mixed alloy with 22 wt% of Al for 
printing the FeAl layers, the result after the printing process 
shows an FeAl alloy with 16 wt% Al (FeAl16) due to mixing 
effects. Both, the FeSi6.7 (thickness 600 µm) and FeAl16 
(thickness 140 µm) layers are stacked in an alternating manner. 
Additionally, slits shall guarantee good electrical insulation in 
the remaining vertical direction. To realize the slits, ring-shape 
samples have been fabricated by helical movement of the laser 
beam and defined track pitch between the helical tracks.   
 

 

Fig. 3. Combination of three strategies in a single component to realize soft 
magnets with lower eddy current losses: Optimized composition FeSi6.7, 

multilayers of FeSi6.7 and FeAl16 in horizontal direction and slits in vertical 
direction. Processing parameters: PL = 225 W, vs = 80 mm/s, s = 300 µm. The 

optical microscopy image shows the ring cross-section. For processing the 
multilayer structure, 10 layers Fe-Si (80 µm) and 2 layers Fe-Al (70 µm) have 

been printed. 
 
The helical exposure strategy combines a focal diameter of the 
laser beam of 200 µm with the chosen hatch distance (Fig. 4a). 
A further feasibility study has been performed on Fe-FeAl16 to 
investigate the influence of the hatch distance on the slit 
quality. Hatch distances of up to 200 µm result in unbonded 
lines, where the individual exposed tracks are connected to 
each other only slightly. For larger hatch distances of 300 µm 
and 400 µm, some continuous separations occur between the 
individual laser tracks. Thus, with increasing hatch distance, 
slits appear between the individual tracks of the laser. Due to 
the helical exposure strategy, the slits are arranged radially in 
the ring sample. As shown in Fig. 4b, the slits result in a 

significant reduction of eddy current losses. The effectivity of 
the slits on loss reduction depends on the thickness. Influencing 
parameters are the wetting of the melt during printing and 
remaining particles in the slits. More detailed studies are 
necessary to quantitatively clarify these relationships.  
 

 
Fig. 4. Adjustment of hatch distance between 100 µm and 400 µm to design 
vertical slits in Fe-FeAl16 multilayer components. Processing parameters: 
PL = 200W, vs = 83 mm/s, s = 200 µm. Top: Microstructure of the cross-

section of ring samples. Optical microscope image. Bottom: Related eddy 
current losses Pe. The frequency of the alternating field has been changed 

between 30 and 200 Hz. The magnetic field strength used has been 0.3 T. For 
processing 8 layers Fe (75 µm) and 2 layers FeAl (100 µm) have been 

printed. 
 

Soft magnetic materials require an annealing treatment to 
reduce hysteresis losses. Fig. 5 shows, that it is possible to 
subject alternating layered components to an annealing treat-
ment of up to 900 °C for 1 h without losing the positive effect 
of the higher-resistance separation layers. For higher tempera-
tures, however, increased diffusion of Al within the separation 
layers takes place. As a result, the effectiveness of the separa-
tion layers deteriorates and the sample shows significantly 
higher eddy current losses. In the next step, focus will be put 
on optimizing the magnetic properties by annealing.  

 The extent of reduction of eddy current losses further 
depends significantly on the presence of continuous separating 
layers and their specific electrical resistivity. In the feasibility 
test above, the specific electrical resistivity amounts to 1.0 
µΩm for FeAl16 and to 0.85 µΩm for FeSi6.7. This is 8 to 10 
times higher compared to Fe (0.1 µΩm) [2]. To use the same 
L-PBF process for the two differrent layers, more promising 
candidates for the “insulating” 
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Fig. 5. For recovery of stresses or deformations during the L-PBF process 

post-annealing treatments are required. They are possible up to temperatures 
of 900 °C. Then intermixing of the multilayers by diffusion starts and eddy 
current losses significantly increase. (a) EDS analysis of horizontal Fe-Al 

separation layers compared to the as built state after different post-annealing 
treatments. (b) Related eddy current losses Pe. The frequency f of the alterna-

ting field has been changed between 30 and 200 Hz. The magnetic field 
strength used has been 1 T. (c) Sample in as built and 1150 °C state, i.e. 

before and after intermixing of the multilayers starts. For processing 10 layers 
Fe-Si (80 µm) and 2 layers Fe-Al (70 µm) have been printed. A hatch 

distance of 350 µm and spot size of 300 µm have been used. 

layer material are FeSi with a higher Si content or intermetallics 
like FeSi2 (1000 µΩm) [2, 7]. However, with increa- 
sing Si content, the brittleness of the materials is significantly 
increasing. Here, additive manufacturing provides the oppor-
tunity to manufacture thin sheets of brittle alloys. Alternated 
stacking of FeSi6.7 with such brittle insulating layers has been 
tested for ferrosilica (FeSi50, EDX measurement Si 41 wt%). 
For suitable laser processing parameters (double exposure, PL 
= 400 W, vs = 573 mm/s) very good connectivity of the 
ferrosilica layer to FeSi6.7 was achieved in parts of up to 6 x 6 
mm2 base area (Fig. 6a). Also, only few cracks formed in the 
body. In the test specimen, a layer thickness of 75 µm has been 
chosen (4 layers of ferrosilica, 75 µm each). In Fig. 6b, the 
microstructure of the cross-section of the specimen is shown in 
more detail. The ferrosilica layer shows a eutectic structure of 
FeSi and FeSi2. On both interfaces, it is connected to the 
FeSi6.7 bulk material by thin mixing zones of intermediate Si 
content (~ 20 wt%) and thickness 30 µm. In the next step, the 
focus will be on optimizing the physical properties of these 
interlayers. 

 

Fig. 6. Ferrosilica as interlayer anticipates higher specific electrical resistivi-
ty. However, the material is extremely brittle. By means of parametric study 

optimization (double exposure, PL = 400 W, vs = 573 mm/s), crack free layers 
of good connectivity have been realized: (a) cross-section overview, (b) 

cross-section of the interlayer in more detail. Optical microscope image. For 
processing 20 layers FeSi6.7 (75 µm) and 4 layers FeSi50 (75 µm) have been 

printed. 

3.2. Hard magnetic materials 

In Fig. 7 the Fe75-Nd18-B7 powder used in the L-PBF 
process is shown using scanning electron microscopy. The 
aspherical shape of the Fe-Nd-B powder particles may restrict 
flowability during the L-PBF process. However, using mLPC, 
parts with high relative density of 98 to 99 % could be realized. 
This shows the qualification of the powder for lab scale 
processing.  

Fig. 7. Fe75-Nd18-B7 powder used in the L-PBF process (mLPC). Scanning 
electron microscopy (SEM) image. 
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Fig. 8. Different microstructures for Fe75-Nd18-B7 by L-PBF (vs = 400 
mm/s). (a, b) Fine-granular isotropic microstructure for lower laser power (PL 
= 150 W). (c, d) Fine microstructure with a directed crystal growth and finely 
dispersed Nd-rich phase for higher laser power (450 W). Optical microscope 

image (a, c). EBSD analysis (inverse pole figure) (b, d). 

In Fig. 8 the influence of the laser power PL on the 
microstructure is shown. The scan velocity has been kept 
constant (vs = 400 mm/s). For lower laser power a fine-granular 
isotropic microstructure is obtained. This is due to the related 
high cooling rates. The isotropic character of the structure has 
been confirmed by EBSD analysis. For higher laser power, and 
therefore higher energy input, the solidification structure 
changes. A fine microstructure with a directed crystal growth 
and finely dispersed Nd-rich phase is obtained. The preferred 
direction of primary crystallized Fe14Nd2B (tetragonal unit cell 
of 68 atoms and lattice parameters a = 8.8 Å and c = 12.2 Å 
[8]) is oriented along the crystallographic a-axis.  

 

Fig. 9. Large-scale microstructure of 3D-printed (L-PBF) Fe75-Nd18-B7 
material (PL = 450 W, vs = 400 mm/s) (a) parallel and (b) perpendicular to 
building direction (building direction is indicated by red arrow). Optical 

microscope image. 

 

Fig. 10. Re-milled Fe75-Nd18-B7 material which has been 3D-printed (L-
PBF mLPC, PL = 450 W, vs = 400 mm/s). (a) Powder particle. (b) Particle 
after ion beam milling (FIB). Scanning electron microscopy (SEM) image. 

Due to heat flow in work-plate direction, therefore, the a-axis 
is aligned to the building direction. This orientation infor-
mation was revealed by EBSD measurements. As a conse-
quence of the temperature gradient in the part, it is further 
assumed, that during solidification the Fe14Nd2B grains grow 
in a lamellar or columnar way. In Fig. 9 the microstructure 
parallel and perpendicular to the building direction is shown. 
By choosing a suitable scanning structure, e.g. parallel lines in 
the same scanning direction, a further temperature gradient 
may be implemented. This can be used to adjust preferred 
alignment of the magnetocrystalline easy c-axis (texture). The 
preferred magnetization direction is directed along the c-axis of 
the tetragonal crystal structure. 

Re-milling of the additively manufactured sample with its 
fine and textured microstructure results in significantly finer 
powders compared to the powder fabricated from book-mold-
cast material (Fig. 10). After ion beam milling (FIB), it 
becomes obvious, that particles consisting of lamellar/colum-
nar structure with finely dispersed Nd rich phase are still 
present. As shown in [5], these ultrafine structured particles 
could lead to an ultrafine grain structure in sintered magnets, 
thus, resulting in significantly higher coercivity. In the next 
step, the processing parameters have to be optimized to receive 
even finer microstructures. Subsequently, economic ways to 
process such fine microstructures have to be realized. 
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4. Conclusions   

To sum up, special lab-scale processing chambers for L-PBF 
have been built-up to enable additive manufacturing of small 
powder volumes for materials development, of material 
sensitive to oxidation as well as for processing multilayer 
composites of different materials. The chambers have been 
used for three different feasibility studies based on additive 
manufacturing of soft and hard magnetic materials: 
• The combination of soft magnetic material with topo-

logical structures and composite structures of alternating 
electrical insulating and soft magnetic material is pro-
mising for eddy current loss reduction. The feasibility of 
such components has been demonstrated using Fe and 
FeSi6.7 soft magnetic material. It could be shown, that 
inner slits in vertical direction by hatch distances > 200 µm 
and FeAl16 layers of higher specific electrical resistance 
(compared to pure Fe) reduce losses. Annealing of such 
composite structures for reduction of hysteresis losses is 
possible up to 900 °C for 1 h without losing the positive 
effect of the higher-resistance separation layers. 

• Better electrical insulating layers (similar to the principle 
of electrical steel) in such soft magnetic components may 
be obtained by intermetallics like FeSi2 which however are 
comparably brittle. The feasibility of additively 
manufactured composites with brittle materials has been 
demonstrated for FeSi6.7-FeSi50. The ferrosilica layer 
shows a eutectic structure of FeSi and FeSi2 and mixing 
zones of intermediate Si content (~ 20 wt%) and thickness 
30 µm at the interfaces. 

• By an appropriate choice of processing parameters of L-
PBF, very fine microstructures can be developed in hard 
magnetic materials. The feasibility of very fine micro-
structures has been demonstrated for Fe-Nd-B alloy 
resulting in directed crystal growth and finely dispersed 
Nd-rich phase. This can be used to adjust the texture for 
preferred magnetization orientation. Furthermore, fine 
structured powder particles thereof may lead to a fine grain 
structure in sintered magnets. 
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In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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residual stresses. Since the support structures result in increased costs, research, as well as industry, aim at optimizing the application of those 
or the support structures themselves. New approaches are validated with individual use cases, though, preventing an objective comparison of 
optimization strategies. This paper contributes to the advance of support structure optimization by providing a benchmark strategy including 
part geometries, which enables to evaluate technical as well as economical aspects of support structures or support strategies. The benchmark 
process is demonstrated with the help of the currently most used block and pin support structures. 
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1. Introduction  

With additive manufacturing exhibiting market growth rates 
above 26% over the last 30 years, laser powder bed fusion of 
metals (PBF-LB/M), also known as selective laser melting, 
being the leading manufacturing process in the field of final 
production of metal parts plays an important role in the 
establishment of additive manufacturing in industry [1]. To 
successfully manufacture metal parts, PBF-LB/M often 
requires support structures to support overhangs, dissipate heat, 
and prevent distortion due to residual stresses. Because support 
structures do not belong to the final part and hence need to be 
removed, they increase the overall costs of the parts. For this 
reason, numerous approaches on optimizing support structures 
are found in literature, which can be categorized according to 
their overall goal [2]: (1) Reduction or avoidance of support 
structures, (2) Optimization of existing support types, and (3) 
Creation of new support structures. To reduce or even 

completely avoid the use of support structures, the design 
process offers several possibilities. While the compliance with 
design rules, either manually or by utilizing topology 
optimization [3-5], is the most obvious approach, the correct 
choice of the part orientation on the build platform [6-8] is an 
essential tool given that the geometry of the part is fixed. Other 
studies aim at incorporating finite element method to properly 
choose the sections in need of support as well as the appropriate 
amount of support [9,10]. Mumtaz et al. [11] explored the 
possible combination of eutectic alloys and specific process 
parameters in order to avoid the use of support structures. 
Nonetheless the efforts put into this category of support 
structure optimization, until a product is designed completely 
for additive manufacturing, there will always be a need for 
support structures, though. 

With regard to already existing support types, a lot of 
research is done to optimize the geometry of those by 
determining the limits of manufacturability [12] or introducing 
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1. Introduction  

With additive manufacturing exhibiting market growth rates 
above 26% over the last 30 years, laser powder bed fusion of 
metals (PBF-LB/M), also known as selective laser melting, 
being the leading manufacturing process in the field of final 
production of metal parts plays an important role in the 
establishment of additive manufacturing in industry [1]. To 
successfully manufacture metal parts, PBF-LB/M often 
requires support structures to support overhangs, dissipate heat, 
and prevent distortion due to residual stresses. Because support 
structures do not belong to the final part and hence need to be 
removed, they increase the overall costs of the parts. For this 
reason, numerous approaches on optimizing support structures 
are found in literature, which can be categorized according to 
their overall goal [2]: (1) Reduction or avoidance of support 
structures, (2) Optimization of existing support types, and (3) 
Creation of new support structures. To reduce or even 

completely avoid the use of support structures, the design 
process offers several possibilities. While the compliance with 
design rules, either manually or by utilizing topology 
optimization [3-5], is the most obvious approach, the correct 
choice of the part orientation on the build platform [6-8] is an 
essential tool given that the geometry of the part is fixed. Other 
studies aim at incorporating finite element method to properly 
choose the sections in need of support as well as the appropriate 
amount of support [9,10]. Mumtaz et al. [11] explored the 
possible combination of eutectic alloys and specific process 
parameters in order to avoid the use of support structures. 
Nonetheless the efforts put into this category of support 
structure optimization, until a product is designed completely 
for additive manufacturing, there will always be a need for 
support structures, though. 

With regard to already existing support types, a lot of 
research is done to optimize the geometry of those by 
determining the limits of manufacturability [12] or introducing 
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new features such as perforation or additional material for 
improved heat dissipation [13-15]. Furthermore, support 
structures can be built using specific process parameters [16] to 
tailor them to the expected loads. Lefky et al. [17] as well as 
Hildreth et al. [18] take the first steps to transfer the multi-
material approach common in polymer additive manufacturing 
to metal processing. Despite the extensive research done within 
this approach of support structure optimization, the success is 
limited to use cases ideal to the already existing support types. 

The creation of completely new support structures has been 
becoming increasingly popular during the last years. The design 
of unit cells, especially lattice structures, is a promising 
approach in terms of support volume reduction that is capable 
of keeping the needed computational resources at a reasonable 
level [19-22]. Because of the overall space the unit cells occupy 
this approach is limited to the support of surfaces. To design 
completely individual support structures, algorithms such as 
topology optimization [2,23-25] or other computational 
algorithms [26,27] are employed. 

A major issue in support structure optimization, though, is 
the lack of standardized part geometries for validation, 
hampering the objective assessment of the different approaches. 
While in the field of polymer material extrusion (MEX/P) 
certain models such as the minotaur, gymnast, or rabbit [28-30] 
have been somewhat established as commonly used validation 
geometries (even though they do not allow a systematic 
technical assessment) there is no such geometry in PBL-LB/M 
besides the cantilever beam [2]. The cantilever beam represents 
a simple use case to quantify residual stresses and is not fit to 
thoroughly examine support structures, though. Jiang et al. [31] 
addressed issue of standardized geometries in the field of 
polymer material extrusion (MEX/P) by designing a single 
benchmark part. Since MEX/P support structures are only 
needed to support overhangs, the developed benchmark part 
focuses on features related to overhangs. This is not sufficient 
for PBF-LB/M, leaving a need for benchmark parts for the 
evaluation of optimized support structures in PBF-LB/M. 

This study aims at creating a standardized procedure for 
PBF-LB/M to assess the performance of support structures and 
general support strategies because the way of the utilization of 
currently applied support structures can also influence the 
manufacturability of a part [12]. Therefore, the benchmark parts 
do not characterize support structure properties such as tensile 
strength directly but provide a set of common features testing 
the overall performance of the support structures regarding 
those. To ensure the wide applicability of the benchmark 
procedure, care has been taken to integrate measurement 
methods that are broadly available. Additionally, all files 
required for a quick and reliable implementation of the 
benchmark procedure (CAD files, evaluation sheet, manual) are 
provided under CC BY-SA license via the research data 
repository of Hamburg University of Technology [32]. 

2. Development of the benchmark procedure 

In the first step, the criteria suitable to evaluate the 
performance of support structures are determined. On the one 
hand, the criteria have to meet the general requirements of a 
benchmark to create a valid comparison: benchmarks need to 

be objective, valid (criteria not influencing each other), reliable 
(measured variations are significant), and reproducible. On the 
other hand, several technical as well as economical details shall 
be assessed, which are representative of the overall task of 
support structures. To define relevant criteria, the 
consequences of a poor support structure performance are 
considered (see Tab. 1), since they provide identifiable 
characteristics of support structure performance. 

Table 1. Consequences of poor support structure performance. 

Task Consequence of poor performance 

Supporting overhangs Overhangs not build, dross formation, 
distortion, delamination 

Dissipating heat Discoloration, distortion 

Counteracting residual 
stresses 

Distortion, cracks, support structure 
detachment, part detachment from the substrate 

 
Based on the characteristics displayed in Tab. 1, a two-phase 

procedure for the technical performance assessment is 
proposed. First, a qualitative visual inspection of the 
benchmark parts is carried out. Here, the existence of cracks, 
notches, distortions, discolorations, delamination, edge errors 
and any detachment of either part or support structure is noted. 
Second, criteria that can be quantified are assessed in detail. To 
keep the benchmark procedure simple, the second phase is 
restricted to geometrical means, since they can be measured via 
images and coordinate measuring machines (CMM) with no 
need for complex laboratory setups.  

Besides the technical performance of support structures, the 
economic point of view due to the increase in costs is also of 
interest. Therefore, a dedicated third phase is added to the 
benchmark procedure. Here, the focus lies on three aspects that 
greatly influence the support structure costs [33]: material 
consumption, ease of support structure removal, and the 
influence on the surface quality. To determine the material 
consumption, the benchmark parts are weighted before and 
after support structure removal, because the volume of the 
digital support structures does not include possibly entrapped 
powder. The ease of removal is assessed according to the scale 
proposed by Gralow et al. [3]: (1) Close to no resistance/very 
easy to remove, (2) low resistance/easy to remove, (3) medium 
resistance/moderate effort to remove, and (4) high 
resistance/hard or impossible to remove. Here, the resistance of 
the structure against removal respectively the necessary effort 
for removal is judged by the responsible person. Only manual 
support removal is considered. Additionally, the time needed 
to remove any residuals of the support structures is measured. 
The goal of the post-processing is a state where the effect of the 
support structures on the surface does not influence further 
surface finishing by sandblasting. 

In regard of the surface quality, which is influenced by 
material residuals or even craters, the supported features are 
visually inspected and rated applying the following scale: (1) 
residuals can be removed by sandblasting (commonly applied 
post-processing method, no further effort due to support 
structures), (2) Residuals need to be removed by files, and (3) 
pitting (existence of craters). 

To develop the benchmark procedure, the criteria and 
measurement methods defined in the first step are mapped to 
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common geometrical features found in parts manufactured by 
PBF-LB/M. Support structures are generally used for 
overhanging features, which can be planes or edges. 
Furthermore, the planes and edges can be straight or curved. A 
special case is the merging of two structures into one. Paying 
attention to the results of step one and the identified 
geometrical features, five benchmark parts are designed, whose 
features are summarized in Tab. 2. The exact dimensions of 
each respective feature, which are based on many years of 
experience in determining and optimizing process parameters 
for a broad range of metal alloys within the research group, can 
be taken from the CAD files [32]. In general, the size of the 
benchmark parts is kept at 50mm height and 20mm thickness 
as a compromise of cost and reliable measurement of 
geometrical features. Additionally, to avoid that interfacing 
features of the support structures, e.g. tooth geometries, 
influence each other, a minimal support height of 30mm is 
planned for. 

Table 2. Benchmark parts and their features. 

Part No. h x w x d [mm] Features 

1 

52.5x52x30 

• Straight surfaces with 0°, 10°, 
20°, 30° inclination 

• min. support height:  
30 mm 

2 

50x66x20 

• Straight edges with support 
heights of  
15 mm, 30 mm, 40 mm 

• Edge with curvature in 
horizontal direction 

• Edge with curvature in vertical 
direction 

3 

57x90x20 

• Holes (curved surface) with 56 
mm, 36 mm diameter 

4 

50x25x20 

• Structural transition, edge 
• min. support height:  

33 mm 

5 

50x25x20 

• Structural transition, curved 
• min. support height:  

33 mm 

 
Part no. 1 includes overhanging planes. Since surfaces with 

an inclination angle of 0° to 30° (with regard to the build plate) 
need support [34], this interval is covered with a step size of 
10°, leading to four respective planes. To allow for a 
representative plane, the size of the part is slightly altered from 

the general dimensions described earlier in terms of height and 
thickness. Part no. 2 integrates the edge overhangs. On the one 
hand, the ability to build the support structure over various 
heights is tested by incorporating straight edges with different 
distances to the ground. Furthermore, two edges with a varying 
contour in vertical (continuous arch) as well in horizontal 
direction (wavy curve) challenge the support structures ability 
to follow an edge. With holes as the key feature, part no. 3 
represents the case of curved planes. Two different diameters 
allow for the interpretation of different curvatures. Part no. 4 
and 5 tackle the special case of the merging of two structures, 
in this case the merging of two thin walls. While part no. 5 
integrates the continuous merging via an arch, also adding a 
third (smaller) diameter to part no. 3, part no. 4 features the 
discontinuous merging by an inverted edge, challenging the 
support structures ability to prevent distortion of the thin walls 
while manufacturing the upper area of the part. 

In terms of geometrical aspects that are measurable, the 
following features are integrated: At the overhangs of part 
no. 1, the angle deviation as an indicator of residual stresses as 
well as the edge deviation as a mean of heat dissipation 
(particle sinter on the edges when temperatures are too high) 
are measured. Part no. 3 provides holes where dross formation 
can occur at the top of the holes if not properly supported, 
therefore the deviation in diameter is evaluated. Last, the 
levelness of the side surfaces of part no. 4 and 5 indicate how 
well the structural transition has been held in place, so the 
deviation of the upper and lower edges is measured. Part no. 2 
is only evaluated in the first step and does not include any 
measureable features. 

 

3. Validation of the benchmark concept 

To validate the developed benchmark procedure, it is 
applied to common support structures, whose general 
performance is well known. The block support consists of thin, 
perforated walls, which are positioned in a two-dimensional 
grid. Block supports are considered non-solid support 
structures [3] and mainly applied to surfaces because of their 
2D appearance. Pin supports have opposite characteristics 
compared to the block supports. Their geometry is represented 
by columns, which are not connected to each other. That is why 
pin supports are categorized as solid support structures [3]. Pin 
supports are mainly applied to edges and where high residual 
stresses are expected since the volumetric nature results in 
higher strength. Evaluating [3] with regard to the 
characteristics of block and pin supports, the following results 
of a direct comparison are expected by the authors: 

• Supporting overhangs: block supports will perform better 
on surfaces, pin supports on edges 

• Dissipating heat: pin supports will dissipate more heat than 
block supports because of the volumetric geometry 
compared to the single scan, perforated walls of the block 
support, even though the overall volume may be smaller 

• Counteracting residual forces: pin supports will be more 
effective than block supports because of their higher 
strength 
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• Material consumption: pin supports have a greater 
individual volume, but block supports are connected and 
prone to powder entrapment, therefore block supports will 
have higher material consumption 

• Removability: block supports will be easier to remove and 
leave fewer residuals than pin supports because of their 
non-solid nature and comparatively small interface cross-
section 

The data preparation, i.e. generation of support structures as 
well as slicing, is done using the software Materialise Magics 
(Version 20.01). The production system for the manufacturing 
of the benchmark parts is the SLM500HL (SLM Solutions AG, 
Lübeck, Germany). The build chamber employing a build 
platform of 500x280mm² allows distancing the respective 
benchmark parts in a way that they do not influence each other. 

The material of the benchmark parts is Ti6Al4V. A standard 
set of process parameters (see Tab. 3) as well as argon 
atmosphere is applied. For the benchmark, each of the five parts 
is manufactured once, all together in the same build job and 
slightly scaled down in size to meet material availability. An 
alternating scan pattern is chosen. After manufacturing, the 
parts are manually cleaned and detached from the build 
platform by wire electrical discharge machining. Geometrical 
measurements are performed using the CMM type Wenzel 
LH87 (WENZEL Group GmbH & Co. KG, Wiesthal, 
Germany) equipped with an optical measurement device.  

Table 3. Process parameter applied in validation. 

Parameter Value 

Laser power [W] 240 

Scan velocity [mm/s] 1200 

Hatch distance [µm] 100 

Layer thickness [µm] 60 

 
The results of the visual inspection of all five parts are 

shown in Fig. 1 and summarized in Tab. 4. All parts have been 
successfully manufactured regardless of the support type. The 
block supports resulted in more cracks (e.g. as seen in Fig. 1a), 
occurring in part no. 1, 2 & 3. In terms of discoloration, the 
block support is more severely affected than the pin support: 
part no. 3-5 show light discoloration in areas with large 
volumes, part no. 2 even strong discoloration, whereas for the 
pin supports part no. 2 is only slightly discolored (Fig. 1b&d). 
Furthermore, some of the outer block supports detached in part 
no. 3. On the other side, the pin supports resulted in a notch at 
the bottom of the 50mm diameter hole of part no. 3. Since the 
notch is localized at the bottom of the hole, the notch is 
attributed to the manufacturing system though, not to the pin 
support. 

Tab. 5 displays the measurements of the CMM. Overall, the 
pin supports result in greater deviations compared to the block 
supports, nearly doubling the values of the block supports.  

The data gathered for the economic evaluation is presented 
in Tab. 6. Here, the data of all five parts for material 
consumption as well as the time needed for removal is summed 
up, while the rating of the removal of the supports is averaged. 
The block supports consumed more material and took 

significantly longer to be removed, although they were easier 
to remove than pin supports. In terms of material consumption, 
the weighting result for both support types was 5% higher than 
the theoretical material calculation from the volume of the 
digital support structures, highlighting the need for weighting. 
The pin supports resulted in a surface quality worse than the 
block supports, see Fig. 2. This also shows in the time needed 
for the post-processing of the surface, which is nearly triple the 
amount necessary for the block supports. The detailed data that 
is shown summarized in Tab. 4 – 6 is available in the Excel 
sheet of [32]. 

Considering the results of all three benchmark evaluation 
steps, the following statements regarding the differences 
between block and pin supports are made: (1) Pin supports have 
a higher tensile strength than block supports. This is mainly 

Fig. 1. Benchmark parts (left: block support, right: pin support) prior to 
support removal, with indicated visual issues. (a) Part no. 1, (b) part no. 2,  

(c) part no. 3, (d) part no. 4 and 5. 

Fig. 2. Benchmark part no. 1 (left: block support, right: pin support) after 
support removal. 
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evident in the increased number of parts with cracks and 
detached support structures. (2) Block supports have higher 
shearing resistance than pin supports. The grid layout of the 
block supports creates a stable structure in terms of shear 
forces. In the benchmark, this is visible in the geometric 
deviations, especially in the smaller edge deviation of side 
surfaces compared to the pin support. (3) Pin supports dissipate 
more heat than block supports. The lower discoloration of the 
benchmark parts indicates that a lower temperature was 
reached faster than within the benchmark parts with the block 
supports. (4) Pin supports require less material than block 
supports. (5) Block supports are easier to remove and result in 
a higher surface quality than block supports. Even though the 
time necessary solely for the removal of the support structures 
is higher compared to the pin supports, the post-processing 
time is significantly lower, and the ease of removal is slightly 
better. 

Table 4. Results of the qualitative inspection (step 1). 

Criterion Block support Pin support 

No. of parts successfully built 5 5 

No. of cracks 5 3 

No. of notches 0 1 

No. detached support structures 1 0 

No. of parts with light discoloration 3 4 

No. of parts with strong discoloration 1 0 

Table 5. Results of the quantitative evaluation (step 2). 

Criterion Block support Pin support 

Edge deviation of overhangs [mm] 0.41 0.72 

Angle deviation of overhangs [°] 0.90 1.60 

Edge deviation of side surfaces [mm] 0.28 0.43 

Diameter deviation of holes [mm] 0.22 0.15 

Table 6. Results of the economic evaluation (step 3). 

Criterion Block support Pin support 

Material consumption [g] 88.89 71.24 

Time for removal [h:min:s] 00:32:30 00:17:00 

Time for post-processing [h:min:s] 00:25:00 00:65:00 

Ease of removal [-] 1.8 2.0 

Surface quality after removal [-] 1.2 2.2 

 
Reviewing the formulated expectations of the benchmark 

(see beginning of Section 3), it is concluded that the results 
meet the expectations. Only the first thesis regarding the 
preference of the support structures towards either surface or 
edge supporting is not confirmed: Both support types were able 
to successfully support every feature. This may be due to the 
small distance of the pin supports (maximum distance of 
2 mm), which allowed for the support structures to effectively 
support a surface. In terms of the block supports performing on 
the edges, the block supports were positioned at the edge as 
well as a small zone beneath the edge. This makes it possible 
for block supports to act on edges, but increases the post-
processing effort significantly if any residuals are present after 
the removal of the support structures. Additionally, this 

concept is only possible due to the broadening of the edge with 
increasing height; if the edge represents the beginning of a 
small overhanging wall, block supports might not be able to 
sufficiently support the edge. 

One issue, which became apparent during the evaluation 
period, lies with the interpretation of cracks. Cracks can occur 
due to stresses perpendicular or parallel to the build platform. 
Only the perpendicular stresses indicate a fault in the support 
structure layout, they are not able to counteract stresses in the 
build plane. Therefore, caution and experience are necessary 
for a correct interpretation of cracks and a decision whether to 
include them in the benchmark result. 

4. Conclusion 

In PBF-LB/M, the optimization of support structures is 
important to the successful manufacturing at minimal costs. 
Current optimization approaches do employ their own use 
cases for validation though, hindering the objective comparison 
of the approaches. In this paper, a benchmark procedure was 
developed to enable the direct comparison of different support 
structures or strategies. The procedure includes a qualitative 
inspection, the quantitative evaluation of geometrical key 
factors, and the evaluation of economic aspects. All tasks of 
support structures, namely the support of overhangs, heat 
dissipation, and the counteracting of residual stresses, are 
considered in five distinct benchmark parts. The validity and 
significance of the procedure are demonstrated with the help of 
two common support structures, the block and the pin support. 
The benchmark results meet the expectations derived from 
experience: 

1. Pin supports have a higher tensile strength than block 
supports. 

2. Pin supports have a lower shear resistance than block 
supports. 

3. Pin supports dissipate more heat than block supports. 
4. Pin supports require less material than block supports. 
5. Pin supports are harder to remove and result in a lower 

surface quality than block supports. 

Today, the cost due to support structures are displayed 
indirectly by the material consumption as well as the time 
needed for removal and post-processing. To gain more insight 
into the cost evolution, the development of a cost model for 
PBF-LB/M support structures is a goal of future work. 

Furthermore, the benchmark procedure can be extended by 
a quantitative characterization of the support structure 
performance. Possible experimental setups include tensile 
tests, or bending tests to evaluate the effort necessary for the 
support structure removal, substituting the subjective 
assessment by the operator. Additionally, while the 
dimensional and shape accuracy is already evaluated by the 
optical measurements of the CMM, the surface quality is not 
assessed in detail. Optical measurement of the surface 
roughness via microscopy could provide insights into the 
processing of the material as well as the heat dissipating 
capability of the support structures. The integration of such 
experimental measures requires thoughtful design of the 
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specimen as well as the experimental setup, though, to ensure 
a fair comparison of support structures designed for specific 
applications; e. g. testing a support structure optimized for 
surfaces with only a single line or vice versa may lead to wrong 
or imprecise conclusions. Also, to conduct those experiments, 
one must have access to a broad range of testing equipment. 

Benchmark procedures are only useful if adapted by as 
many studies as possible. To help other parties with their 
development of optimized support structures or support 
strategies, the files necessary to perform the presented 
benchmark are freely available under CC-BY SA license [32]. 
This includes the CAD files of the benchmark parts, an Excel 
sheet for the evaluation of the benchmark results as well as a 
short tutorial with aids for the interpretation of the results, e.g. 
the categorization of the discoloration as “light” or “strong”. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 

Keywords: Assembly; Design method; Family identification

1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

Additive manufacturing, especially laser powder bed fusion (LPBF), enables the build-up of complex parts. LPBF is a technology with high 
geometric degrees of freedom, but there are production restrictions, e.g. with regard to overhangs. One strategy to produce these components 
despite the restrictions is the use of support structures.  
Parameter determination for support structures is strongly neglected in contrast to component parameters. In this paper, a methodology for 
determining parameters for support structures is presented. Test geometries for the determination of mechanical properties (tensile and torsional 
properties) are developed. Subsequently, the influence of the manufacturing parameters (e.g. laser power) on the properties of the widely used 
lattice support are determined for the case-hardening steel 16MnCr5. It can be shown that shear and tensile strength of the support structures are 
influenced by the applied manufacturing parameters. Furthermore, the influence of geometrical parameters such as grid spacing and perforation 
on the tensile strength is investigated. 
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1. Introduction 

Additive manufacturing technologies are characterized by a 
build-up of layers and offer great freedom with respect to part 
designs, e.g. lightweight structures or integrated cooling 
channels [1]. With these technologies, part designs formerly 
impossible to build and new business models are evolving that 
include spare part supply and individualization [2]. Laser 
powder bed fusion (LPBF) is an additive manufacturing 
technology which melts powder particles using a laser beam 
and possesses the possibility of achieving high part density [3]. 
Even though a high degree of design freedom is achieved as 
compared to traditional manufacturing processes (e.g. forging 
or milling), geometrical limits prevail due to the characteristic 
of the LPBF process. The rapid cooling of the melt pool leads 
to the formation of residual stresses which can lead to curling 
and warping of the part [4]. One strategy to prevent this is to 

design parts within specific geometrical boundaries where these 
effects are limited. Many studies have been conducted to 
specify such design rules in general as well as for specific 
materials [5,6]. Another strategy is the use of support structures 
that anchor the manufactured part into the building platform and 
dissipate heat into the building platform [7]. Other functions are 
to elevate the part above the building platform for easy removal 
and increase the part stiffness of tall and thin parts to prevent 
plastic deformation during recoater interactions [8]. All in all, 
it can be concluded that support structures are necessary in 
many complex parts and play an important role in the LPBF 
process. 

2. Literature Review  

Many studies have been conducted to develop specific 
process parameters for certain materials, such as tungsten, case- 
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design parts within specific geometrical boundaries where these 
effects are limited. Many studies have been conducted to 
specify such design rules in general as well as for specific 
materials [5,6]. Another strategy is the use of support structures 
that anchor the manufactured part into the building platform and 
dissipate heat into the building platform [7]. Other functions are 
to elevate the part above the building platform for easy removal 
and increase the part stiffness of tall and thin parts to prevent 
plastic deformation during recoater interactions [8]. All in all, 
it can be concluded that support structures are necessary in 
many complex parts and play an important role in the LPBF 
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Nomenclature 

EV energy density 
PL        laser power 
H  layer height 
h  grid spacing 
d   laser beam focus diameter 
vs   scanning speed 
T  torque  
F  force 
A  support area 
Jz  polar moment of inertia 
s  distance from central axis 
σ  tensile stress 
τ�  shear stress 
u:   standard uncertainty 
k:   coverage factor 
r:   correlation coefficient 
bw  beam width 
sh  solid height 
th  teeth height 
vph  vertical part height 

 
hardening steel and copper [9–12]. In comparison, however, the 
development of support structure parameters has been 
neglected. Morgan et al. developed support structure 
parameters for 17-4 PH steel by visually rating the bead 
straightness, consistency and spatter of single tracks [13]. No 
further approaches for quantification were implemented, 
resulting in limited repeatability and accuracy.  

Hussein et al. compared the manufacturability of support 
structure geometries derived from minimum surface area 
bodies such as the Schwartz diamond and the Schoen gyroid, 
showing that low volume support is possible but large 
unsupported areas increase the surface roughness of the part [8]. 
Two geometric variants of line support were assessed on the 
basis of their removability by applying a semi-quantitative 
grading system from 0-5, and it was concluded that the interface 
connection has a strong influence [14]. Tensile tests were 
conducted on Ti-6Al-4V lattice support structures at very small 
grid sizes (0.35 and 0.7 mm), showing a dependency of tensile 
strength and grid density [15]. Lindecke et al. derived 
guidelines for Ti-6Al-4V support structures with the emphasis 
on the connection elements to the solid material, showing that 
with doubled interface area (achieved through an increase in 

support structure tooth width), absolute connectivity strength 
increased by 12% [16].  

In conclusion, it becomes clear that there is currently no 
general approach for the parameter development for support 
structures. Using normal material parameters proves to be 
insufficient because the optimization goal applied is 
predominantly part density or surface roughness. The 
requirements for support structures vary and high density may 
not be needed. Support structures should be easy to remove by 
hand and usually torsion is applied when using pliers or a 
similar tool. At the same time, warpage of the part due to 
residual stresses needs to be prevented, and therefore the 
support structures should have a high tensile strength. These 
two requirements may be contradictory. However, only the 
tensile properties have been investigated to date. Torsion 
properties are not available. In addition, geometric parameters 
for wide grids, which reduce build time, and perforation of the 
support for better pow der removal are not considered in this 
context. The focus of this contribution is the development of a 
methodology for general support parameter development and 
the analysis of the main influencing factors (manufacturing and 
geometric parameters), as depicted in Figure 1.  

3. Methods and approach 

3.1. Scientific Method  

First, the specimens for the methodology are defined. To 
examine the removability, the maximum shear stress before 
rupture is quantified by measuring the maximum tolerable 
torque. The proposed specimen consists of a fully dense base,  
10-mm support, and a 6-mm top containing a 6-mm hexagonal 
key as shown in Figure 2. The testing is conducted on the build 
plate without part removal with a releasing torque wrench in 
accordance with DIN EN ISO 6789-1. Accuracy of the used 
torque wrench is given with ±4% by the supplier. Stepwise 
testing is carried out. If the torsion does not lead to rupture, the 
torsion moment is increased until rupture occurs. To examine 

the tensile strength of the support, tensile tests are performed 
according to DIN EN ISO 6892-1 with a Zwick Roell Z050 
(accuracy ±0.1 %) testing device. A detailed description of the 
specimens and the testing methods is presented in Fig. 2. A 
lattice support is applied as the support structure geometry. The 
support area is filled with a grid of single tracks with a spacing 
in xy-plane (build direction z) and is closed by a single track 
along the perimeter (c.f. drawing in the nomenclature). Table 1 
describes the detailed lattice support parameters.  

Grid parameters  

10 mm 

Grid spacing: 1.5x1.5 mm² 

Fig. 1. Structure of a LPBF parameter 
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Table 1. Standard support structure characteristics. (MoI: Moment of Inertia) 

Type Spacing Perfo-
ration 

Base 
area 

Support 
area 

Support 
density 

Polar 
MoI 

Lattice 1.5 x 1.5 
mm ² 

no 78.5 
mm² 

10.31 
mm² 

13  
% 

75.22 
mm4 

The specimens are manufactured using an EOS M290 under 
argon atmosphere. To minimize recoating interruptions, a 
carbon brush is used, since a wide parameter window for the 
support structures is screened. Instead of applying the hatch 
distance the laser beam focus diameter is used to calculate the 
resulting energy density since the support is composed of many 
individual thin walls. The energy density varies from 13.7 to 
171.23 J/mm³ according to: 
 
EV =  PL

d∙vS∙H
                                (1) 

 
The following parameters are varied to achieve different 
energy densities: 

• Laser power (PL): 75-300 W 
• Scanning speed (vs): 800-1250 mm/s 
• Layer height (H):  0.03-0.06 mm. 

Laser beam focus diameter (d) is not varied and is given with 
0.073 mm. Full material parts of the specimens are built with a 
layer height of 0.03 mm and a parameter set with an energy 
density of 100 J/m³ [9]. The occurring tensile (𝜎𝜎𝜎𝜎) and shear (𝜏𝜏𝜏𝜏) 
stresses in the support structures are calculated with the applied 
force (F), support area (A), applied torque (T), distance from 
the central axis (s) and the polar moment of inertia (Jz) 
according to the following equations:  
 
𝜎𝜎𝜎𝜎 =  𝐹𝐹𝐹𝐹

𝐴𝐴𝐴𝐴
  (2) 𝜏𝜏𝜏𝜏 = 𝑇𝑇𝑇𝑇∗𝑠𝑠𝑠𝑠  

𝐽𝐽𝐽𝐽𝑧𝑧𝑧𝑧
    (3) 

     
During the torsion test great care was taken not to cause 
additional bending of the specimen. Therefore the occurrence 
of pure shear is expected and the maximum shear stress at the 
boundary (s = 5 mm) is calculated. Each test specimen is built 
three times and the mean value of the tensile or shear strength 
is displayed whereas the strength is defined as the ultimate 
bearable stress of the specimen. The standard deviation of the 
measurements and the measurement uncertainty are 
represented by the error bars. The standard uncertainties u(x) 
are determined by method B of the Guide of uncertainty of 
measurement (Part 3) through manufacturer’s specification and 
calibration [17]. For the measurements performed it can be 
assumed that the probability distribution of the measurements 
and the uncertainties is approximately normal and the effective 
degrees of freedom is of significant size (INC-1 (1980)). By 
assigning k = 2 an interval of the measurement values having a 
level of confidence of approximately 95% is displayed. 

3.2. Material 

  For the experimental studies, 16MnCr5 (1.7131) is used, 
since no support structure parameters are currently available 
for the material. 16MnCr5 is a low-alloy steel with case-
hardening capabilities and is widely used in drivetrain parts 
such as gears. The chemical composition of the powder is 

shown in Table 2. The processed powder lies within the range 
specified by DIN EN 10084 and was atomized with argon gas. 
Particle size distribution is of approximately normal 
distribution, with a D10 of 28 µm, D50 of 47 µm, and D90 of 
72 µm. 

Table 2. Chemical composition of 16MnCr5 in % by mass: 1) DIN EN10084 
2) supplier certificate 
 C Mn Cr Si P S Fe 

1) 0.14-0.19 1.0-1.3 0.8-1.1 ≤ 0.4 ≤ 0.025 ≤ 0.035 Res. 

2) 0.15 1.05 0.9 0.19 - - Res.  

4. Parameter development for the support structure 

As the first step, the torsion specimens were built on the 
EOS M290 machine with varied process parameters. Figure 3 
depicts parts on the build plate, including specimens with 
damaged support. Nevertheless, the top parts of the specimens 
could be built successfully. Specimens with damaged support 
were excluded from the trial, since a torque could not be 
measured. Failed specimens occurred predominantly at very 
low energy densities and more frequently at a layer height of 

0.06 mm. The shear strength was examined using the stair tread 
method as described in the previous section. The tests were 
started with a minimal torque of 5 Nm, as that was the lower 
resolution limit of the torque wrench used. The torque was 
increased in increments of 1 Nm until rupture occurred. The 
resulting torques were in a range from 5 to 13 Nm, showing 
that manufacturing parameters have a high influence on the 
removability of support structures. Derived from the torque 
data, the ultimate shear stress was calculated (c.f. Eq. 3) with 
the polar moment of inertia and the maximum diameter of the 
support structures. Table 3 shows the resulting correlation 
matrix of the ultimate shear stress and the manufacturing 
parameters of the specimen to identify linear correlation. It 
becomes clear that the energy input during manufacturing has 
the greatest influence. The influence of applied energy 

 

Table 3. Correlation matrix of ultimate shear stress and manufacturing 
parameters; the correlation coefficient r is represented. r has no unit.  

r τ PL vs Ev H 

τ 1 0.7 -0.4 0.9 -0.4 

PL 0.7 1 0 0.7 0 

vs - 0.4 0 1 -0.26 0 

Ev 0.9 0.7 -0.26 1 -0.6 

Fig. 3. Torsion specimens built with varied energy densities at 0.06 layer 
height. Markings show failed specimens which were not tested. 
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H -0.4 0 0 -0.6 1 

density on the shear strength is illustrated in Fig. 4, showing a 
linear correlation (r = 0.9). At the same time, the disadvantage 

of the discrete testing method becomes clear, since many data 
points appear at the same shear strength level. Nevertheless, it 
can be concluded that with increasing energy density and laser 
power, the shear strength increases. Laser speed and layer 
height only have smaller influences on the shear stress as the 
low correlation coefficients show. Nevertheless, the highest 
shear strength is seen at layer heights of 0.03 mm.  

As a next step, the number of specimens was reduced, since 
tensile testing involves higher effort compared to torsion 
testing. The tensile specimens were built on the EOS M290 
machine. In-process conditions and finished specimens are 
depicted in Fig. 5. The markings on part a) show bulges at the 

crossing of the single tracks and powder pileups in front of the 
specimens. These flaws predominantly occurred during the 
manufacturing process at a layer height of 0.06 mm, but none 
of them led to a process interruption because a soft recoating 
with a carbon brush was used. Tensile tests were conducted 
after removing the loose powder and wire cutting the 
specimens off the build plate. Nearly no elastic deformation 
was seen during the tests and a brittle failure behavior occurred. 
With the support area in Table 1 the tensile stress was 
calculated and the maximum bearable tensile stress was used  

Table 4. Correlation matrix of ultimate tensile stress and manufacturing 
parameters; the correlation coefficient r is represented. r has no unit. 

r σ τ PL vs Ev H 

σ 1 0.7 0.2 -0.49 0.65 -0.6 

τ 0.7 1 0.7 -0.4 0.9 -0.4 

PL 0.2 0.7 1 0 0.64 0 

vs -0.49 - 0.4 0 1 -0.38 0 

Ev 0.65 0.9 0.64 -0.38 1 -0.6 

H -0.6 -0.4 0 0 -0.6 1 

as the decisive value to determine the tensile strength of the 
specimens. The resulting correlation matrix of the ultimate 
tensile stress, the ultimate shear stress and the manufacturing 
parameters is shown in Table 4. A weak correlation is seen with 
the applied energy density (r=0.65). A slightly higher 
correlation is seen with the ultimate shear stress of the 
specimens manufactured with the same parameters. In general 
the correlation to the manufacturing parameters is lower 
compared to the shear stress. Figure 6 shows the interaction of 

energy density and the tensile strength. Tensile strength 
increases slightly with energy density. At the same time, higher 
tensile strength is achieved when the lower layer height of 
0.03 mm is used. When comparing the shear strength with the 
tensile strength (see Fig. 7), a low linear correlation can be 
seen. However, measurement uncertainty and measurement 
scatter make a more detailed statement difficult. Tensile 
strength ranges between minimum 113 to maximum 

316 N/mm² whereas the shear strength, spans from minimum 
305 to maximum 861 N/mm². The ratio between maximum and 
minimum strength indicates the possible change in properties 
by altering the manufacturing parameters. The ratio is almost 
the same for tensile strength (2.80) and shear strength (2.82) 
showing that a wide range of strength can be achieved. At a 
tensile strength of around 250 N/mm² three shear strength 
levels of 320, 530 and 740 N/mm² can be adjusted. This option 
shows the low level of linear correlation and the high 
uncertainty. Nevertheless, such an independent adjustment 
between shear and tensile strength is not possible for most of 
the data. Suitable support parameters can be selected with the 
aid of Figure 7. High tensile strength is preferable in order to 
counteract the warpage of parts. At the same time, shear 
strength should be minimized for better support removal. In a 

Fig. 5. Tensile specimen a) process conditions showing bulges and powder 
pile ups b) specimens in build chamber before powder removal 

Fig. 4. Correlation of shear strength and energy density of applied 
manufacturing parameter 

Fig. 6. Tensile strength of support structures in dependency of energy density 

Fig. 7. Dependency of shear strength and tensile strength of support 
specimen 
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trade-off between these properties, good combinations can be 
found at a torsion strength of 530 N/mm², resulting in tensile 
stresses of 250 to 300 N/mm², which is only slightly below the 
maximum achievable strength.  

5. Influence of geometric support parameters 

Up to this point, the geometric properties of the lattice 
support were not altered. To obtain further insights into the 
behavior of tensile properties as most relevant parameter to 
prevent part warpage, the lattice density and the perforation of 
the support structures are varied. With increasing lattice 
density, the support area as well as the connection with the solid 
material increases. Figure 8 presents the experimental results 
of varied lattice densities manufactured with constant 
parameters (PL=200 W, vs=1100 mm/s, Ev,0.03=83 J/mm³ and 
Ev,0.06=41.5 J/mm³). Layer heights of 0.06 mm show no 

influence of the lattice density on the tensile strength. The 
change in support area results in an equal change in tensile 
force that leads to the same tensile strength of the specimens. 
In contrary, the specimens manufactured at 0.03 mm layer 
height show an increased tensile strength with increased lattice 
density. Similar findings are reported by Bobbio et al. [15]. One 
possible explanation is the size effect where voids and 
geometrical deviations show a higher influence on small 
structures. Dong et al. showed this effect in small struts of 
AlSi10Mg samples produced with LPBF [18]. This leads to the 
assumption that the 0.03 mm layer height parameter generates 
a higher number of defects than the 0.06 mm layer height 
parameter. However, in order to verify this hypothesis, further 
investigations such as determining the real density of the single 
tracks must be carried out. 

Perforation of the support structures prevents trapped 
powder and allows easy powder removal. The effect on the 
tensile strength of the support structures is unknown. 
Specimens with four grades of perforation (no, low, medium,  

Table 5. Perforation geometry regarding specification given in nomenclature 

 Perforation Th vph sh bw 

Standard - 0.7 mm - - - 

Low 60° 0.7 mm 1 mm 3 mm 0.6 mm 

Medium 60° 0.7 mm 1 mm 3 mm 1.2 mm 

High 60° 0.7 mm 1 mm 1.5 mm 1.2 mm 

and high) were tested and the geometric variations are given in 
Table 5. Contradicting the expectations a low perforation leads 
to an increase (+1% and +18%) in tensile strength for both layer 
heights compared to no perforation (c.f. Fig. 9). A further 
increase in perforation (medium) leads to a decrease in tensile 

strength of 11% and 14% compared to no perforation. At 
0.03 mm layer height the tensile strength is decreased by 113% 
when a high perforation is applied. On the other hand, at 
0.06 mm layer height tensile strength only decreases by 31% at 
a high perforation compared to no perforation. This shows that 
perforation is significantly influencing the tensile strength. 
However, the influence of a high perforation is greater at lower 
layer heights. Perforation up to a medium level show the ability 
to increase powder removability while keeping comparable 
tensile strength. 

6. Discussion 

All in all, the proposed methodology proved suitable for 
developing support structure parameters. The torsion testing 
was able to screen many different parameters in a short time 
and quantify the removability of the structures. However, due 
to the stepwise increase in torque, only discrete values were 
obtained and the accuracy is limited, which can complicate the 
selection process. The subsequent tensile tests provided 
important data regarding the tensile strength of the support 
structures. When comparing tensile strength and shear strength, 
a part or build job specific tradeoff can be executed in order to 
select a suitable support structure manufacturing parameter. 
Together with the analysis of lattice density and perforation, a 
comprehensive support design can be chosen. For further 
insight the tensile strength is compared to the ultimate tensile 
strength of full material specimen (c.f. Table 6). Depending on 
the applied manufacturing parameter 10-30% of the UTS can 
be achieved. Support geometry shows the ability to alter tensile 
strength in a comparable range of 15-30% of the UTS. This is 
predominately because of the low density which is expected in 

Table 6. Tensile properties of full material specimen. (UTS: ultimate tensile 
strength; elongation: elongation at break)  

Specimen Layer height UTS Elongation 

Full material 30 µm 1,079±1.5 N/mm² 10.9±0.9 % 

the single tracks and the high amount of defects. The proposed 
methodology can be used for different materials. However, the 
resulting tensile and shear properties will differ. The ratio of 
support tensile strength to full material tensile strength lies in a 
similar range derived from TiAl6V4 (~20%) [16]. 

Fig. 8. Effect of lattice support density on the tensile strength 
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Fig. 9. Dependency of tensile strength and grade of perforation 
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7. Conclusion and outlook 

Applying the proposed methodology is an effective way to 
determine support structure parameters. The study has led to 
the following conclusions:   

• Manufacturing parameters have an influence on the 
shear and tensile strength of support structures. 

• Suitable combinations of shear and tensile strength 
can be chosen depending on the part requirements.   

• Lattice density can be varied depending on the 
expected residual stresses and part geometry. Tensile 
strength increases for a layer height of 0.03 mm 
whereas tensile strength remains approx. without 
change for a layer height of 0.06 mm. Further studies 
have to be carried out to understand the underlying 
effects. 

• A low perforation should be used to improve powder 
removal since tensile strength is slightly improved. 
An increase in perforation leads to a decrease in 
tensile strength and is dependent on the layer height. 

• Depending on the manufacturing parameters only 10-
30% of the tensile strength of full material is achieved. 
Further investigations have to be conducted to 
determine if this value can be generalized to other 
materials. 

 
To simplify the tradeoff between removability and tensile 
strength, specific geometric structures combining a low polar 
moment of inertia and high tensile properties can be selected. 
Additionally, the influence of the interface has to be 
investigated in depth, since the results of the increased 
perforation showed the importance of this feature. AM 
engineers can use the results of this work as guidelines and 
rules for support design for 16MnCr5. This ensures that 
supports with sufficient tensile strength are selected, which 
increases process reliability and reproducibility in LPBF. At 
the same time, good removability can be adjusted, which has 
the potential to increase the economic efficiency. Furthermore, 
the use of contact-free support structures has to be explored in 
detail and an additional section should be added to the proposed 
methodology [19]. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 

Keywords: Assembly; Design method; Family identification

1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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1. Introduction 

Laser Powder Bed Fusion (LPBF) is an additive 
manufacturing technique used in many industrial sectors 
requiring high level of customization (e.g. medical sector) or a 
high performance-to-weight ratio (e.g. aeronautical or 
aerospace sector) [1]. In LPBF, a thin layer of metal powder is 
deposited, followed by selective laser melting of powder 
particles at locations corresponding with a cross-section of the 
part being produced. Combining low layer thicknesses with 
small laser focus diameters allows a high degree of freedom in 
designing the component. However, the surface quality is often 
insufficient for the final application. Up-facing inclined 
surfaces present a substantial challenge, mostly because of the 
combination of elevated edges (also called “edge effect”) and 
the “staircase effect” [2, 3]. The latter is related to the part shape 
discretization due to layer-wise manufacturing.  

The quality of horizontal surfaces can be improved by in-situ 
remelting (laser polishing) [4]. However this is impossible for 
inclined surfaces as the surface is still covered with powder. 

Nomenclature 

dp   pulse-to-pulse distance, in μm 
DOE  design of experiments 
Ep   pulse energy, in μJ 
h    hatch spacing, in μm 
ls    length of the scan vector, in mm 
Li (Lo)   inner (outer) powder bed disturbance length, in mm 
LPBF  laser powder bed fusion 
P    laser power, in W 
Pa   arithmetic mean height on the primary profile, in μm 
PRR  pulse repetition rate, in kHz 
v    scanning speed, in mm/s 
τ  pulse duration, in ns 
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deposited, followed by selective laser melting of powder 
particles at locations corresponding with a cross-section of the 
part being produced. Combining low layer thicknesses with 
small laser focus diameters allows a high degree of freedom in 
designing the component. However, the surface quality is often 
insufficient for the final application. Up-facing inclined 
surfaces present a substantial challenge, mostly because of the 
combination of elevated edges (also called “edge effect”) and 
the “staircase effect” [2, 3]. The latter is related to the part shape 
discretization due to layer-wise manufacturing.  

The quality of horizontal surfaces can be improved by in-situ 
remelting (laser polishing) [4]. However this is impossible for 
inclined surfaces as the surface is still covered with powder. 
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Therefore, the only option to enhance the quality of such a 
surface is to proceed to time consuming and often expensive 
post-processing steps such as machining or laser post-
processing [5-8].  

During the laser ablation process, high intensity pulses are 
emitted towards the target material. This results in temperatures 
above the material melting temperature which leads to its 
evaporation. The interaction of this vapor with the laser beam 
may generate plasma which by expanding can create a shock 
wave [9]. Laser induced shock waves appear in the literature 
mainly in relation with laser shock peening [10], film 
deposition methods or adhesion tests [11, 12], foil forming [13] 
and laser induced breakdown spectroscopy [9]. However, in the 
field of LPBF, shock waves have been reported by many 
authors as an undesired phenomenon to be avoided [14-18]. 
This is due to the fact that shock waves blow away the 
surrounding powder which makes the building process 
impossible. 

This work presents a novel methodology to enhance the 
quality of the inclined surfaces using a dual-laser setup. In the 
first step called “selective powder removal”, shock waves 
produced by a nanosecond pulsed wave (PW) laser are used to 
blow away the powder from the undesired areas (e.g. inclined 
up-facing surfaces). The influence of selected process 
parameters on the powder removal efficiency is investigated 
(pulse energy, pulse-to-pulse distance, pulse duration, hatch 
spacing, scanning vector length), in order to maximize the 
generated shock waves. In the second step, the surface of the 
newly exposed surfaces is remelted with a continuous wave 
(CW) laser, in order to reduce the surface texture. This step can 
be also combined with laser ablation of new features such as 
grooves and holes below the resolution of the LPBF process or 
surface texturing. 

 

 

Fig. 1 Illustration of the methodology to characterize the powder bed 
disturbance: (a) laser ablation of the part surface resulting in powder bed 

disturbance, (b) fixation of the disturbed powder bed, (c) fixed powder bed, 
(d) measurement of the part and consolidated powder bed with a microscope, 

(e) detail on the measured 3D data, Li and Lo correspond to the inner and 
outer disturbance length respectively. 

Table 1. Build process parameters (CW laser). 

Process parameters LPBF substrate Powder fixation 
 and frame (scan 1) (scan 2) 
Laser power, P (W) 150 100 100 
Scanning speed, v (mm/s) 1100 1500 1300 
Hatch spacing, h (μm) 70  40 40 

Table 2. Ablation process parameters (PW laser), fractional L9 DOE at 
constant PRR=100kHz, h=40 μm, ls=6 mm. Corresponding levels (L1/L2/L3): 
Ep=200/250/300 μJ, dp=15/10/5 μm, τ=10/20/30 ns.  

Process parameters Sample number 
DOE levels 1 2 3 4 5 6 7 8 9 
Pulse energy, Ep  1 2 3 1 2 3 1 2 3 
Pulse-to-pulse distance, dp  1 1 1 2 2 2 3 3 3 
Pulse duration, τ 1 2 3 2 3 1 3 1 2 

2. Experimental setup and methodology 

2.1. Process study 

This work was realized on a modified LPBF machine from 
3D Systems (DMP ProX320). This machine is equipped with a 
single scanner and a flipping optic such that both a 500 W CW 
fiber laser with 60 μm focus spot and a 50 W nanosecond PW 
laser with 50 μm focus spot can be used consecutively. All 
samples were designed with 3DXpert software. 

To evaluate the powder disturbance by shock waves, 6 mm 
cubes from maraging steel 300 were built with the CW laser 
and their top surface was ablated with the nanosecond PW laser. 
The disturbance of the powder bed surrounding the ablation 
zone was evaluated using the method described in section 2.2. 

The build parameters are given in Table 1. The ablation 
process study consists of two parts: first varying pulse energy 
Ep (200-300 μJ), pulse-to-pulse distance dp (5-20 μm), hatch 
spacing h (10-100 μm) and length of the scan vector ls (1-
10 mm). In the second part a Taguchi design of experiments 
(DOE) was performed as detailed in Table 2, aiming to 
maximize the inner disturbance length Li as defined below.  

2.2. Evaluation method for the process study  

In order to quantify the measure of powder bed disturbance 
when only ex-situ measurement tools are available, the 
unmolten powder had to be fixed first. For this reason, a frame 
was built around the part and the loose powder was scanned 
within the boundaries of this frame (Fig. 1a-c). The scanning 
was done in two steps (Table 1), under 45° with 90° rotation.  

The parts were measured using a high-resolution focus 
variation microscope Sensofar S-Neox (Fig. 1d,e). The powder 
bed disturbance was evaluated on 1.3 x 25.4 mm. The measured 
3D data were filtered with a Gaussian filter with a 250 μm 
cutoff length. The mean profile was calculated and the inner 
and outer limits of the powder bed disturbance were detected 
(Fig. 1e). The presented results show a mean inner disturbance 
length Li and the standard deviation based on Li(1) and Li(2).  

2.3. Application to inclined surfaces 

After the process study, the method could be applied to a 5° 
inclined surface of 20x8x5 mm. The selective powder removal 
was performed with a single scan at scanning direction of 0°, 
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Ep=420 μJ, dp=5 μm, PRR=100 kHz, τ=30 ns, h=40 μm. These 
correspond to the optimal dp and τ from the DOE, and Ep closer 
to the machine limits. After visual check of the powder-free 
surface, the surface was remelted 10 times under 45° with 90° 
rotation, using P=150 W, v=1100 mm/s, h=35 μm.  

The surface texture of the parts before and after remelting 
was evaluated using a tactile profilometer Mitutoyo Formtracer 
CS3200 (10 profiles of 10-mm evaluation length) and Sensofar 
S-Neox (3 x 3 mm surface). 

3. Results and discussion 

3.1. Effect of the ablation on the surrounding powder 

Fig. 2 presents the influence of selected ablation process 
parameters on the inner length of the disturbed powder bed Li 

after ablation of a horizontal as-built LPBF surface. The 
disturbance length increases in a linear trend with increasing 
pulse energy Ep (Fig. 2a) and with decreasing pulse-to-pulse 
distance dp (Fig. 2b). In other words, the shock waves generated 
by the PW laser appear to be stronger with increasing pulse 
energy (thus increasing peak power) leading to evaporation of 
a larger amount of material, which can be then converted into 
plasma that would subsequently create the shock wave 
disturbing the powder bed. The influence of the pulse-to-pulse 
distance is not that straightforward. It might be related to the 
interaction between the pulses or to the total number of pulses, 
considering the constant length of the scanned line and variable 
pulse spacing. The influence of this parameter will be further 
investigated in future studies.  

As shown in Fig. 2c, the disturbed powder bed length 
increases when decreasing the hatch spacing h. For low hatch 
spacing, however, the disturbance length seems to level out. 
The length of the scanning vector does not seem to have a 
significant influence for the selected parameters (Fig. 2d).  

Fig. 3 shows the main effect plots from the L9 Taguchi DOE. 
The pulse duration seems to have the most significant effect 
within the range of selected parameters (Fig. 3c). Studies [19] 
have reported that the shock wave pressure increases with 
decreasing pulse duration. For shorter pulse durations the peak 
power increases together with the capacity to evaporate 
material and create plasma. However for the investigated pulse 
durations (10, 20 and 30 ns) the shock waves appear to be 
stronger for the longer durations. This could be due to the 
amount of influenced material as shown in Fig. 4. For short 
pulse durations (7 and 10 ns) the amount of ablated material is 
very low. For longer durations (30 and 50 ns), the ablated depth 
and volume significantly increase. In future studies the effect of 
the pulse duration will be further investigated, as the maximal 
shock wave efficiency might be situated outside the parameter 
range selected for this study. The main effects of the pulse-to-
pulse distance and pulse energy plotted in Fig. 3a,b confirm the 
observations from Fig. 2a,b.  

3.2. Improving the quality of inclined surfaces 

The first feasibility tests indicate the possibility to 
successfully apply the proposed method for selective powder 
removal (Fig. 5). The powder covering the 5° inclined surface 

after the building process (Fig. 5a) could be successfully 
removed using the shock waves induced by the ablation process 
(Fig. 5b,c). After remelting of the inclined surface the as-built 
surface texture could be reduced from Pa = 12.9 μm ± 1.2 μm 
to 5.4 μm ± 0.6 μm, corresponding to a 58% improvement.  

This is a significant achievement because these surfaces are 
unreachable in-situ, as they are still covered in powder. A 
representative 2D profile, as well as 3D optical measurement 
data and a photograph of the as-built and remelted sample are 
provided in Fig. 6. The staircase effect clearly noticeable in Fig. 
6a cannot be observed anymore in Fig. 6b. A certain degree of 
waviness, however, still remains on the surface. 

 

 

Fig. 2 Effect of (a) pulse energy, (b) pulse-to-pulse distance, (d) hatch 
spacing, (c) vector length on the powder bed disturbance length Li. 

 

Fig. 3 Main effects plot based on the L9 design of experiments for powder 
bed disturbance length. 

 

Fig. 4 Effect of the pulse duration on single line scans morphology. 
PRR=250 kHz, Ep=180 μJ, dp=5 μm. 

 

Fig. 5 Selective powder removal process. (a) LPBF part with a small 
horizontal surface and 5° inclined surface covered with powder after building 

(b) laser ablation on the part surface, (c) resulting powder-free surface. 
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Fig. 6 In-situ improvement of the inclined surface quality: (a) as-built, 
(b) after 10 times remelting. 

Both powder removal and remelting processes are fast, one 
pass takes approx. 5s. The remelting step could be replaced or 
followed by another ablation step of surfaces otherwise covered 
in powder. Also surface texturing after remelting can be 
possible. The proposed method is not limited to a flat surface, 
also freeform surfaces could possibly be processed in the same 
way, as long as steep angles and large depths are avoided. These 
can create shadow zones which the laser cannot irradiate.  

Furthermore the selective powder removal step is expected 
to be limited by the maximal operational depth of the surface to 
be cleaned, limited by the Rayleigh length of the laser system. 
When defocusing, laser fluence (pulse energy per area) 
decreases rapidly, resulting in a significant drop in the ablation 
efficiency and thus shock wave generation. The volume of the 
powder to be relocated is another limiting factor, as at higher 
volumes it has the tendency to slide back on the already cleaned 
surface. 

4. Conclusion 

This study investigated the effect of the nanosecond laser 
ablation process on metal powder surrounding the ablation 
zone. An increase of the laser induced shock waves was 
observed with increasing pulse energy and decreasing pulse-to-
pulse distance. The effect of the pulse duration was found to be 
dominant within the range of the investigated parameters (10-
30 ns). The powder removal efficiency also increased with 
decreasing hatch spacing. The scanning vector length did not 
seem to have a significant effect in the here described 
experimental conditions. 

As demonstrated in this study, this method to improve in-
situ the quality of inclined surfaces has proved to be 
successfully working on flat inclined surfaces. Selective 
powder removal followed by a remelting step led to a 
significant improvement of the surface finish with Pa reduction 
by 58%, from 12.9 μm to 5.4 μm.  

One of the main benefits of this method is that powder 
removal is fast, selective and accurate, as a single scanner LPBF 
machine is used. The proposed method should be applicable 
also to freeform surfaces, within the operating range defined by 
a maximal depth and powder volume to be relocated.  

This work is part of an ongoing study and the efficiency of 
the selective powder removal technique is still being optimized. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 

Keywords: Assembly; Design method; Family identification

1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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and innovative nuclear systems called Generation III and 
Generation IV reactors. They require major technological 
breakthroughs compared with the previous generation of 
reactors, particularly on materials and manufacturing 
processes.  

Besides the structural materials, contact areas between 
moving components require specific wear resistant coatings 
with a very long timelife. 

Stellite®, a cobalt based alloy is the well-known and widely 
used hardfacing wear resistance material from Deloro 
Company. Unfortunately, one major drawback of this type of 
alloy for nuclear applications is the activation of cobalt under 
neutron flux in a reaction that generate radioactive 60Co. With 
a period of 5.7 years, the activity of 60Co is maximum during 
operation of the reactor. Thus, it is desirable to avoid these 
alloys for severe neutron flow and different studies tried to find 
substitute material without cobalt or in very small quantities. 

The requirements are very demanding: tribo-corrosion 
under sodium, operating temperature from 180 to 500°C, risk 
of thermal shock and thermal cycling, and life spam of over 60 
years without binding or degradation. As a consequence, thick 
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coatings (2-3mm) with little porosity, no crack and 
metallurgical bond between the coating and the base material 
are required. This implies to use a high energy fusion process 
that can be automatized as Plasma Transferred Arc Welding 
(PTAW) or Laser Metal Deposition (LMD).  

If the cobalt base alloy Stellite remains the reference, other 
alloys have been investigated as cobalt-free alternatives. Base 
substrates are majorly stainless steel as 304L, 316L or 
316L(N). 

A large number of Co-free hardfacing materials have been 
proposed in the literature. Among them, we can consider two 
main types of materials: the iron and nickel based alloys. If iron 
base alloys cannot be definitely excluded, the bibliography [1, 
2, 3] demonstrates a poor behavior of the iron-based hardfacing 
coatings at high temperature regardless of the deposition 
process. 

On the opposite, authors have evidenced the interest of using 
hardfacing nickel based alloys [4,5]. For this reason, two 
promising nickel base alloys have been studied : NiFeCrSiBC 
alloys as Colmonoy®, from Wall Colmonoy Company, 
presented in previous publications [6-9] or NiFeCrMoSi alloys, 
as Tribaloy® T700, developed by Deloro Company. These 
materials have been tested but, up to now, none of them have 
provided equivalent behavior to Stellite® [10,11,12]. 

1.2. Interest for HEA/CCAs 

Considering the composition of the alloys that have been 
previouslty evaluated (particularly the Tribaloy® T700), one 
idea to extend the research base of innovative substitute can be 
to consider a new family of alloys and fully new methodology 
for their formulation by exploring the capabilities of finding 
cobalt-free high entropy alloys (HEAs) or complex 
concentrated alloys (CCAs).  

HEA is a new type of alloy without a single main 
constituent. Cantor [14] and Yeh [15] firstly discovered them, 
and explored the theory of HEAs. They are thought to be 
promising material in several domains. If HEAs are single solid 
solutions or eutictics structures of multiple elements in high 
concentration (≥ 5at%), a dual phased or multi phased HEA is 
more properly named Complex Composition Alloy (CCA). 
Particularly, CCAs can exhibit good tribological behaviors, as 
precipitation of hard phases can improve hardness and wear 
resistance [16,17]. Consequently, cobalt-free CCAs could be 
interesting candidates to stellite® substitutes. Very few studies 
on cobalt-free HEA/CCA coatings for tribological behavior 
were published, and even less on stainless steel substrates [18]. 

For this study, Laser Metal Deposition (LMD), a laser 
additive manufacturing process, is the chosen process to 
deposit thick CCAs coatings because it is a known to be 
particularly adapted to deposit thick (several mm) of Stellite® 
coatings [1,2,4,6]. It is also a powerful process to develop new 
alloys as HEA/CCAs since it is possible to make in-situ alloys 
by co-projecting different elemental powders and mixing them 
inside the melt pool [19, 20, 21, 22]. It also allows massive 
fabrication of samples by making composition gradient and 
studying several composition in one sample. 

CALPHAD (CALculation of PHAse Diagram) is a 
calculation tool of thermodynamic properties of 

multi_elements material as metallic alloys. It is based on 
thermodynamics databases of single elements and on the fact 
that a phase diagram is a manifestation of the 
equilibrium thermodynamic properties of a system, which are 
the sum of the properties of the individual phases [23].  

CALPHAD has been used on numerous HEA/CCAs [24, 
25] with accurate predictions of the microstructure. Addition of 
Mo and Ti to the three “base elements” NiFeCr promotes the 
formation of hard phases such as sigma and C14 Laves phase.  

CALPHAD allows not only equilibrium but also out-of-
equilibrium calculation models, as the Gulliver-Scheil 
approximation. As high solidification speed and cooling rates 
result from the LMD process, this will be considered in the 
study. 

At the beginning of the research, it is proposed that 
CALPHAD calculations could be a tool for an initial selection 
of composition, avoiding extended experimental 
investigations. Consequently, a methodology, presented in the 
next section, is proposed and will be the common thread of this 
article. 

1.3. Methodology 

A proposed methodology, sketched in Fig. 1, is applied to 
our HEA/CCAs developments: 
• A first set of alloys is selected form the bibliography 

analyses and material data. 
• Composition of alloys after solidification are forecast by 

thermodynamic calculations on CALPHAD. It is possible 
to generate a very large number of compositions. 

• After analyses of the simulations, some compositions are 
selected and achieved by fusion of powder. The 
microstructure is investigated. 

• Following the results of the previous step, some 
compositions are chosen and coated samples are tested. 

Fig. 1: Proposed methodology for exploring HEA/CCAs 

Of course, multiple loops can be necessary to explore 
different compositions before to converge toward an optimal 
result. In the next sections, we show the work that has been 
initiated trying to follow this methodology. 
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2. Selection of alloys 

2.1. Selection of a family of alloys 

Considering the bibliography analysis and the targeted 
applications, considerations can be made to focus our selection 
of alloy family: 
1. As the coating has to be made on stainless steel, it is desired 

that the chosen alloys should generate a good metallurgical 
bonding with the substrate. This is in favor of a reach 
(Fe,Cr,Ni)-rich composition. 

2. No cobalt is allowed. Moreover, for the same reason than 
cobalt, niobium amount should be limited. 

3. Hardfacing property implies that the material would have a 
good compromise between hardness and elasticity. 
Globally, hardness is usually above 400Hv. Consequently, 
the alloys should contain hard phases. 

4. Good corrosion behavior would be considered. In our study, 
we consider wear test in Argon gas environment to facilitate 
the wear tests. 

Combining these points, it can be proposed to retain a general 
formulation as Fex1Nix2Crx3Mnx4Mox5Tix6Vx7Zrx8Nbx9Alx10 
with [x1…x10] ≥ 5at%.  

As combinatorial metallurgy our manufacturing process 
consists in the fusion process of a mixture of powder, it has 
been decided to avoid using Mn, due to low boiling point 
compared to the other elements. Adding cost and powder 
quality constraints, it has be decided to consider the first alloy 
family Fex1Nix2Crx3Mox4Tix5. In this article, we present the 
results obtained for 3 alloys: (FeNiCr)80Mo10Ti10, 
(FeNiCr)80Mo15Ti5, and (FeNiCr)90Mo5Ti5. 

2.2. Thermodynamics simulations 

Thermodynamic calculations using CALPHAD/Thermo-
Calc® supported by TCHEA1 database were performed. As 
said in the introduction, CALPHAD calculation was performed 
to have an estimation of the phases present and their 
composition. In the family of alloy FeNiCrMoTi, Fig. 2 shows 
the solidification curves calculated by CALPHAD at 
thermodynamical equilibrium for two of the three alloys with 
the TCHEA1 database: (FeNiCr)90Mo5Ti5 and 
(FeNiCr)80Mo10Ti 10. 
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Fig. 2. CALPHAD simulation of solidification of two alloys 

Calculations on the Mo10Ti10 and Mo5Ti15 alloys predict the 
presence of four phases: sigma, BCC, Ni3Ti and C14 Laves 
phase. BCC phase should be absent of Mo10Ti10 because of its 
low formation temperature, and C14 Laves phases is supposed 

to transformed into Ni3Ti upon cooling. During the cooling of 
Mo5Ti15, C14 Laves phases and sigma phase are supposed to 
transform into Ni3Ti and BCC phase, respectively. Mo15Ti5 is 
predicted to have a high sigma phase amount with FCC and 
Ni3Ti phase. A small amount of BCC phase is also predicted at 
low temperature and should not be observed experimentally.  

Table1 presents the CALPHAD calculation results with 
Gulliver-Scheil approximation (as LMD solidification is 
supposed to lead to an out-of-equilibrium solidification) at the 
end of solidification on the three alloys with the TCHEA1 
database. This hypothesis increases the number of phases 
predicted in the alloys. FCC and C14 Laves are predicted in all 
alloys in addition to the equilibrium phase predicted. The only 
exception is the substitution of Ni3Ti in by a D019 phase in the 
Mo5Ti5 alloy. 
 
Table 1. CALPHAD calculations for the three alloys with Gulliver-Scheil 
approximation 

 
These calculations evidence the possibility to obtain alloys 

composed of a mixture of medium hard matrix and hard phase, 
which hardness and fracture toughness has to be determined in 
the study. This can be related to the Tribaloy T700 
microstructure. Now, we present the elaboration of the alloys 
by LMD and the results obtained. 

3. Elaboration of alloys 

3.1. Experimental setup 

The manufacturing of samples has been achieved on an 
OPTOMEC machine with four powder feeders (Fig. 3). The 
laser used is an IPG 3kW CW (l =1070nm), a core fiber of 
400µm. A coaxial nozzle has been used.   

 
a)  b)  

Fig. 3. LMD system: a) LMD principle b) the four powder feeders 

It can be difficult to get a homogenous melting of the 
material from the mixture of powders [26]. Thus, the in situ 
fusion is better achieved with a relatively large melt pool and 
low speed. Therefore, the optical configuration has been 
chosen to provide a defocused laser beam spot size of about 
2mm diameter.  

 

Alloy Phases predicted after cooling CALPHAD + 
Gulliver-Scheil approximation 

(FeNiCr)90Mo5Ti5 
(FeNiCr)80Mo10Ti10 

Sigma, FCC, D019, C14 Laves 
Sigma, FCC, BCC, Ni3Ti, C14 Laves 

(FeNiCr)80Mo15Ti5 Sigma, FCC, Ni3Ti, C14 Laves 
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3.2. Manufacturing of samples 

Following the selection of compositions obtained from 
CALPHAD calculations, different samples have been 
prepared. 

First, single elements have been provided in powder form: 
Ni, Fe, Cr, Mn, Mo, Ti, Al, Zr, Si. Moreover, it has been 
decided to provide a powder of (Ni100/3Fe100/3Cr100/3) at% as a 
basis of our experimental investigation. This powder will be 
blended with others to generate the samples. 

Two types of samples have been elaborated by laser 
cladding:  

• wall structures with or without graded composition, 
typically of about 30mmx20mmx2mm (example in Fig. 
4). They are used for combinatorial investigation 
purpose. The process parameters used were: 
 Power (P)=1800W (first layer), 1400W (following 

layers), 
 Travel speed (V)=250mm/min, 
 Powder flow rate (Dp)= 6g/min. 
There are mainly used to generate a rapid screening of a 
selected range of compositions. 

• coatings: After a selection of some compositions from 
their microstructural analysis, some coatings have been 
achieved for wear tests. Coatings of about 
40mmx40mm on about 4mm thickness are elaborated 
for the alloys to be tested in tribology (example in Fig. 
5). The parameters (P,V,Dp) are the same as chosen for 
the wall structures. Hatching Distance (HD) between 
two tracks is 1.8mm. The coatings consist in 5 layers of 
about 0.8mm each.  

 
a)  b)  

Fig. 4. Example of samples elaborated by laser cladding: a) wall structure 
with graded composition, b) Laser cladded coatings for wear tests 

Two coatings of each composition (FeNiCr)90Mo5Ti5, 
(FeNiCr)80Mo10Ti10 and (FeNiCr)80Mo15Ti5 have been 
elaborated for the microstructure analysis and the wear tests. 

 
a) b) 

Fig. 5. Example of graded wall in NiFeCr+Mo+Ti : a) Vertical cut 
macrograph, b) cross-section micrographs in defined zones (BSE) 

The composition of each zone of the wall structure is 
presented in Table 2. It can be seen that the measured 
composition globally follows the programmed one. The small 
deviations are most probably due to thedilution of the substrate. 

 
Table 2. Programmed and measured (EDX) composition of the zones of the 
wall presented in Fig.5. 

Zone  Programmed content (%at) Measured content (%at) 
Ni100/3Fe100/3Cr100/3 Mo Ti (Ni,Fe,Cr)total Mo Ti 

1 85 10 5 88,9 7.3 3.8 
2 83 12 5 85.6 10.3 4.1 
3 81 14 5 81.0 13.4 5.6 
4 79 16 5 77.1 16.2 6.7 

 
The elaborated samples have been analyzed by 

SEM/SE+BSE, XRD and EBSD and the results compared to 
the thermodynamically simulations. The results are presented 
in the next sections.  

3.3.  (FeNiCr)90Mo5Ti5 sample 

The alloy is mainly composed of a FCC matrix containing a 
medium amount of sigma phase presented in Fig. 6. A small 
presence of Ni3Ti and titanium nitride have been detected. 
Although this is close to TCHEA1 CALPHAD calculation at 
equilibrium solidification, the proportion of phases slightly 
differs and TiN has not been predicted. Out of equilibrium 
calculation does not give more correlated results. 

 
a)

 

b) 

 

 
Fig. 6. a) SEM/BSE image and b) EBSD phase determination. of 

(FeNiCr)90Mo5Ti5 sample 

Globally, the sample exhibits a microhardness of about 550 
HV10 (5.40 GPa). 

3.4.  (FeNiCr)80Mo10Ti10 sample 

The microstructure of this alloy is presented in Fig.7. Due to 
the high content of Mo, the alloy is mainly composed of a 
sigma phase surrounded by C14 Laves p.hases and additional 
Chi phase, Ni3Ti and TiN in small amount.   

This differs significantly from TCHEA1 CALPHAD 
calculation at equilibrium solidification. Particularly, no BBC 
phase has been found in the sample. Out of equilibrium 
calculation does not give more correlated results.  

Globally, the sample exhibits a microhardness of about 755 
HV10 (7.40 GPa). The high content of sigma phase has a clear 
impact on the increase of hardness compared to 
(FeNiCr)90Mo5Ti5 sample. 
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Fig. 7. a) SEM/BSE image and b) EBSD phase determination of 
(FeNiCr)80Mo10Ti10 sample 

3.5.  (FeNiCr)80Mo15Ti5 sample 

The microstructure of this alloy is presented in Fig. 8. 
 

Fig. 8. a) SEM/BSE image and b) EBSD phase determination of 
(FeNiCr)85Mo10Ti5 sample 

As for (FeNiCr)80Mo15Ti5 , the high content of Mo has 
induced the solidification of the sigma phase as the main phase 
surrounded by FCC and additional C14 Laves, Ni3Ti and TiN 
phases in a very small amount. For this composition, except for 
TiN, the out of equilibrium calculations globally fits with the 
experimental results. 

Globally, the sample exhibits a microhardness of about 700 
HV10 (6.9 GPa). This is comparable to the (FeNiCr)80Mo10Ti10  
sample. 

Globally, the alloys exhibit a fine a relatively equiaxed 
microstructure composed, as expected, by a high content of 
hard phases. It is now necessary to make the wear tests for 
comparing their tribological behaviors.  

4. Tribology tests 

4.1. Experimental setup 

Pin-on-disk tests were performed on a rotary pin-on-disk 
tribometer THT from CSM Instrument. In accordance with 
regular tests previously defined [11,12], tests were performed 
with a ruby ball of 6mm diameter, a Hertz pressure of 1GPa, 
rotation speed of 5mm/s for a total distance of 100m under 
argon atmosphere with constant argon flushing and room 
temperature. The load and the sliding speed are representative 
of the conditions that would be encountered in targeted 
applications. The ruby ball is not worn out during the tests and 
it does not participate to the formation of a third body, allowing 
an easiest comparison between different alloys. The goal of the 

tribological analysis is to compare the wear behavior of the 
CCAs with the Stellite reference.  

Samples were first surfaced and then gradually polished to 
finish with a 2400 grade SiC paper. Friction coefficient was 
measured with two force sensors to minimize errors coming 
from the temperature changes. Wear rate was estimated by 
measuring the lost volume with an interferometric microscope. 

4.2. Tribology tests 

Four samples (FeNiCr)90Mo5Ti5, (FeNiCr)90Mo10Ti10, 
(FeNiCr)90Mo15Ti5, and Stellite 6 as the reference material have 
been prepared by laser cladding. The friction coefficients are 
measured along the wear test and wear rates after 100m driving 
distance (see Fig. 9 for results). 

Globally, the CCAs exhibit similar wear properties. Their 
friction coefficients stabilize at about 0.4, which remains 
higher than Stellite 6 (close to 0.2). However, the wear rate of 
the three tested CCAs remains lower that of Stellite 6. 

 
a) 

b)  

Fig. 9. a) Friction coefficient along wear, and b) wear rate for the 3 alloys  

4.3. Discussion 

First, the three alloys exhibit a similar abrasive wear. 
Although a very good argon gas protection, an oxide film is 
formed by the heat induced by dissipated energy in the contact 
decreasing the friction coefficient and protecting the alloys by 
reducing the contact surface between the ball and the coating.  

This film is subjected successively to growth, abrasion, 
formation of cracks and partial delamination. This 
delamination process results in a significant variation in the 
friction coefficient. Depending on the alloy, certain variations 
are visible on the size of the particles generated by the damage 
to the surface. These oxide particles can contribute to abrasion: 
the smaller the particles, the more they can be trapped inside 
the contact and contribute to the abrasion of the surface. The 
phase composition can clearly lead to different wear behaviors. 

a) b) 

 
 

a)

 

b)
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So far, it is unclear whether the surface of the samples is 
damaged differently depending on their composition. In 
addition, wear tests are planned to assess the repeatability of 
the measurements. 

5. Conclusion and perspectives 

In this article, we have proposed a new approach for the 
elaboration of cobalt free hardfacing coatings. From the 
bibliography, we have shown that new approaches in 
metallurgy and material processing is a good opportunity for 
this purpose. LMD is a very versatile tool for a combinatorial 
metallurgy approach that can be used for the exploration of the 
new family alloys of HEA/CCAs material. Moreover, we have 
proposed an iterative methodology that combines simulations 
with CALPHAD calculations and combinatorial elaboration of 
materials by the in-situ laser fusion of powders. This study has 
recently started and an example bas been presented on three 
alloys.  

It is clear that each step has some drawbacks as prediction 
errors due to incomplete thermodynamic database, uncertainty 
in melting of powders (impurities, segregation of powders, 
melting point issue,…). Although this has to be improved, 
promising results have been obtained for the wear behavior of 
the proposed CCAs. If their friction coefficients are still higher 
than Stellite 6, they would be acceptable for a large range of 
applications. Moreover, the three alloys exhibit a smaller wear 
rate compared to Stellite 6 and their wear mechanism in mainly 
abrasive mode are promising characteristics for galling 
conditions. 

The study will be extended on other type of alloys from the 
initial group, improving simulation and experimental tools for 
their development. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

Similar to components in electronics industry, optical systems are also increasingly miniaturized. The integration of functions as well as the 
production of optical freeform surfaces, which are not manufactural with conventional manufacturing processes, are of special interest. One 
method for additive manufacturing of glass components is the Laser Glass Deposition (LGD) by using a CO2 laser source (10.6 µm). This allows 
printing functional waveguides in individual shapes. The process is also able to generate spheres for e.g. a planar lens matrix. In this paper the 
reproducible controlled deposition of spheres using a fused silica fiber with a diameter of 400 µm is investigated. For this purpose, a parameter 
variation of the fiber feeding speed and laser power is carried out to produce spheres of different sizes and in different arrangements. Finally, the 
optical and stress-mechanical properties of the samples are investigated.  
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1. Introduction  

In order to explore new areas of application, additive 
manufacturing is applied widely for new or significantly 
modified products. Especially optics as an application area, 
where high optical surface qualities are required, represent a 
major challenge for this technology [1]. How selected additive 
manufacturing processes can be implemented in optics and 
laser technology and which restrictions apply to these processes 
is currently a focus of different research projects and industrial 
developments worldwide. The production of functional 
transparent optics made of polymers has already been 
successfully realized [2]. Processes for the additive 
manufacturing of silicones are also currently developed [2, 3]. 
However, the printed components are only suitable in low 
power applications, where the beam quality is not the primary 
focus. Furthermore, the high absorption rate of the polymer and 
silicone materials in the UV range may have a negative effect 
on the beam guidance and lead to an accelerated aging of the 

samples, compared to glass materials [1]. For this reason, glass 
as a base material is still indispensable for high-power 
applications, since these require good optical light guidance for 
a broad spectrum. The fabrication of miniaturized optics with 
free-form surfaces can currently only be realized with 
conventional glass processing methods (glass blank, blank 
press, milling, grinding, polishing, qualifying [4]) with a very 
high expenditure of time and costs. Laser based techniques such 
as cutting, drilling, re-melting and shaping are no conventional 
methods in this context [5].  

One possible solution for processing free-form optics is the 
additive manufacturing of glass components by Laser Glass 
Deposition (LGD) [6,7]. In this paper, the additive 
manufacturing process of spherical glass lenses with different 
diameters and sizes is described for the first time. In addition, 
the manufactured samples are analyzed for their geometric 
properties, the reproducibility of defined sphere geometries and 
internal stress.  
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1. Introduction  

In order to explore new areas of application, additive 
manufacturing is applied widely for new or significantly 
modified products. Especially optics as an application area, 
where high optical surface qualities are required, represent a 
major challenge for this technology [1]. How selected additive 
manufacturing processes can be implemented in optics and 
laser technology and which restrictions apply to these processes 
is currently a focus of different research projects and industrial 
developments worldwide. The production of functional 
transparent optics made of polymers has already been 
successfully realized [2]. Processes for the additive 
manufacturing of silicones are also currently developed [2, 3]. 
However, the printed components are only suitable in low 
power applications, where the beam quality is not the primary 
focus. Furthermore, the high absorption rate of the polymer and 
silicone materials in the UV range may have a negative effect 
on the beam guidance and lead to an accelerated aging of the 

samples, compared to glass materials [1]. For this reason, glass 
as a base material is still indispensable for high-power 
applications, since these require good optical light guidance for 
a broad spectrum. The fabrication of miniaturized optics with 
free-form surfaces can currently only be realized with 
conventional glass processing methods (glass blank, blank 
press, milling, grinding, polishing, qualifying [4]) with a very 
high expenditure of time and costs. Laser based techniques such 
as cutting, drilling, re-melting and shaping are no conventional 
methods in this context [5].  

One possible solution for processing free-form optics is the 
additive manufacturing of glass components by Laser Glass 
Deposition (LGD) [6,7]. In this paper, the additive 
manufacturing process of spherical glass lenses with different 
diameters and sizes is described for the first time. In addition, 
the manufactured samples are analyzed for their geometric 
properties, the reproducibility of defined sphere geometries and 
internal stress.  
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Different process concepts for the additive manufacturing of 
glass are considered in research and development. In the 
processes available so far, additives as binders of the glass 
particles or a glass powder bed are applied to realize an additive 
layer structure. Methods such as glassomer technology, 
selective laser sintering of glass, selective laser melting of glass 
and stereolithography with glass pastes are based on these 
approaches [8, 9, 10].  

There exist several challenges for the manufacturing of 
functional spherical lenses. A homogeneous material 
distribution within the component without inclusions or 
bubbles is essential [6]. Inhomogeneous material distributions 
lead to a variation of the refractive index, which influences the 
propagation of the induced radiation depending on the position. 
In addition, Inclusions, voids and defects induce internal 
scattering centers and reduce the optical quality of the 
component [11, 12]. The LGD process (Fig. 1) can compensate 
these different influences and is a process that needs no 
additives. The process based on a fiber extrusion technique.  

 

2. Methods 

Due to the high absorption characteristics of fused silica in 
the IR range, a defocused CO2 laser beam source (max. 4.5 kW, 
10.6 µm) is induced here. For the manufacturing of single 
layers or spheres are only 100 W up to 150 W needed, whereby 
a power reduction by two beam splitters is necessary. After a 
deflecting mirror, the laser radiation is focused by an optical 
system. In the process zone, a defocused laser beam is 
generated in order to guarantee a homogeneous intensity 
distribution on the fiber and not to evaporate the material. The 
original fiber is fed laterally at a fixed angle of 40 ° (Fig. 1).  

 

 
Fig. 1. Schematic illustration of the applied experimental setup. 

 
In this paper, a coreless fused silica fiber with a diameter of 
400 µm is chosen. To ensure a breakage-free feeding into the 
process zone, the fiber is covered with a polymer coating of 
50 µm thickness. Due to the high process temperatures of up to 
over 2000°C (measured with a pyrometer), the coating is 
burned without any residues during the process. On the fiber 
surface, no residues of the coating could be detected in an SEM 
examination [6]. The cross section diameter of the laser beam 
within the process zone is approx. 4 mm [6, 13]. In order to 
avoid material losses by evaporation, the original fiber was 
oriented 1 mm displaced to the center of the beam cross section.  

In previous studies, functional waveguides made of fused 
silica were produced with this process. The functionality was 
verified by transparency measurements and was compared with 
the original fiber [6, 14]. To deposit the waveguides, the feeding 
nozzle and thus the fed fiber is kept at a constant height. In this 
case one sphere is also formed at the fiber end, when the process 
starts (Fig. 2). This sphere is formed, because the process is 
moved above the substrate in order to be able to subsequently 
finish the fiber ends. For a production of single spheres, only 
the height is varied from the parameter set for functional 
waveguides. Therefore, the spheres can be formed during the 
process. After varying the height, other process parameters such 
as laser power, feeding speed and the speed of the axes are 
adapted to find a suitable final parameter set. During the laser 
irradiation, the spheres are formed at the end of the fiber due to 
the surface tension of the glass. The fiber is not noticeable bent 
by the weight of the sphere due to the material stiffness, so that 
this has no significant influence on the depositing process.  

 
Fig. 2. Continuously deposited waveguide with a diameter of 400 µm and a 

glass sphere at the fiber end.  
 

Depending on the height of the feeding nozzle, spheres with 
different diameters are generated. The distance between the 
single spheres can be adjusted by varying the fiber feeding 
speed (vF) or the traverse speed of the axis table (v).  

With this method, it is possible to deposit spheres on a fused 
silica substrate. These spheres are connected to the substrate at 
one contact area and cannot be removed by minor mechanical 
impact (e.g. scratching over the surface). All printed glass 
spheres were produced with a laser power of PL = 140 W as 
well as an axis and fiber feeding speed of v = vF = 100 mm/min. 
The height of the feeding nozzle is moved in 0.5 mm steps over 
a range of 2 mm (Tab. 1).  

Table 1. Parameter sets for the additive manufacturing of glass spheres with 
different resulting diameters on a 50 mm long substrate. 

Number h [mm] PL [W] vF = v  
[mm/min] 

No. of 
spheres 

Spheres dia-
meter[mm] 

1 6.0 140 100 0 - 

2 6.5 140 100 13 0.91 

3 7.0 140 100 6 1.22 

4 7.5 140 100 5 1.47 

5 8.0 140 100 4 1.5 
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In the following chapter, the measurements and results are 
explained. First, the spheres are analyzed under a microscope 
to determine their reproducibility. Subsequently, a 
measurement is made with a polarimeter to investigate whether 
the process results in thermal induced stress. The final step in 
this work is to examine the sphere for possible focusing effects 
with a laser diode. 

3. Results and Discussion 

For the parameter set number 1, the fiber feeder is with a 
few millimeters (height: 6 mm) close enough to the substrate 
that a continuous fiber is deposited. Increasing the distance to 
the substrate of 0.5 mm results in discontinuous fiber 
deposition. The feeding fiber is sufficiently higher above the 
substrate that individual spheres with a diameter of 0.91 mm 
are formed at the end of the fiber, which are printed on the 
substrate. The larger the distance between feeder and substrate, 
the larger spheres are formed at the fiber end. As soon as the 
sphere surface is in contact with the substrate surface, the 
sphere is deposited on the substrate and connected in the 
softened area. As a result, less spheres with a larger diameter 
are placed on the same substrate length at the same feeding rate.  

At a defined feeding height of 10 mm and above, the spheres 
always have almost the same diameter of approx. 2.1 mm. For 
the fiber applied here, the 2.1 mm is the maximum achievable 
diameter of the softened material before the sphere is falling off 
the fed fiber due to gravity. Subsequently, in this chapter, these 
samples are evaluate and examine in terms of their internal 
stress, reproducibility and optical influence on the light 
guidance. 

In the first step after the manufacturing process, the resulting 
samples are examined under an optical microscope to determine 
the distance between the spheres (Fig. 3). This distance varies 
for different sphere diameters, due to the constant axis speed 
and increases with the size of the spheres (Tab. 2). 

 

Fig. 3. Left: Four spheres with a middle diameter of 0.91 mm from the 
parameter set two; Right: Three spheres with a middle diameter of 1.22 mm 

from the parameter set three.  
 
It was observed that the individual deposited spheres have a 

preferred direction in the direction of fiber feeding (Fig. 4). The 
smaller the spheres are the more elliptical is their shape. This 
can also be observed in Fig. 3. The smaller spheres (0.91 mm, 

Fig. 3 left) have a more elliptical shape than the spheres with a 
diameter of 1.22 mm (Fig. 3 right).  

 

Fig. 4. Elliptical sphere with a middle diameter of 1.22 mm. The preferred 
direction (printing direction) and the theoretically ideal round shape are 

marked. 
 
The position of the fiber feeder is identified as a major 

influencing factor that the spheres results in this shape. During 
the axial movement the spheres are slightly deformed as they 
are removed from the fiber end before harden completely. The 
spheres are deposited because they are more strongly bond to 
the substrate than to the feeding fiber. For larger diameters 
above 1.5 mm, the surface tension is almost sufficient to 
counteract this elliptical tendency.  

To evaluate the shape retention, the diameters of the 
individual spheres of one parameter set are measured 
horizontally as well as vertically. The result of these 
measurements shows that the sphere diameter vary in the same 
process run. The differences are up to half a millimeter (Tab. 
2).  

Table 2. Diameter and distance between single spheres and the corresponding 
deviations of the spheres in the different parameter sets. 

Number Diameter 
[mm] 

Tolerance (TD) 
[mm] 

Distance 
[mm] 

Tolerance (TSp) 
[mm] 

2 0.91 ± 0.025 2.81 ± 0.45 

3 1.22 ± 0.045 7.19 ± 0.61 

4 1.47 ± 0.040 10.24 ± 0.71 

5 1.50 ± 0.045 10.35  

 
The distance between the individual spheres were also 

determined. Here the variations within one process run are even 
more clearly. In further investigations, it is necessary to find a 
solution in order to control this effect.  

Afterwards, the resulting process-related internal stress of 
the samples are measured using a polarimeter (StrainMatic 
M4/140, ilis GmbH) (Fig. 5).  
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Fig. 5. Results of the measurement of the mechanical stress. Illustration of the 
internal stress after the deposition process. 

 
A maximum stress of 15.5 MPa exist in the substrate, which 

corresponds to an optical path difference of 105 nm. The 
spheres have a maximum internal stress of 12.1 MPa (optical 
path difference 94 nm).  

A more detailed measurement of individual deposited 
spheres is so far not possible due to the limited resolution of the 
polarimeter used. This investigation is necessary to obtain a 
detailed stress distribution inside the optical components. In the 
case of the continuously deposited fiber (parameter 1 in Fig. 5), 
the stress distribution is almost uniform. As expected, the 
maximum stress is in the center of the substrate, since a better 
heat dissipation is guaranteed to the sides. In the parameter sets 
of the spheres, especially for parameter set 3, it was observed 
that at each position of a sphere the stress distribution in the 
substrate is punctually larger. This is illustrate with an orange 
coloring in the area of the sphere and a yellow coloring between 
the single spheres. A local increase of the absorbed energy is 
assumed, due to the deposition. However, this influence need to 
be further investigated.  

As described in chapter 2, the deposited components are not 
in the center of the cross-section of the induced laser beam, 
which is visible in the stress distribution. (Fig. 5). This 
arrangement was chosen deliberately in order to avoid 
evaporating the incoming material with a too high-energy input. 
At lower power levels (less than 140 W in the welding zone) 
the output power of the laser beam source becomes instable.  

To test the focusing property of the deposited spheres, a laser 
diode (wavelength: 650 nm, output power < 1 mW), was 
directed onto the spheres. A focusing effect on the radiation can 
be observed behind the lens (Fig. 6). At a longer distance from 
to the focal plane, the beam diverges very widely. No specific 
optical properties were assumed for the manufactured 
components prior to the process, so that this observation is an 
essential foundation for the possibility of a parameter-specific 
adjustment of the optical properties. 

 
 
 
 

Fig. 6. Illustration of the lens effect of an additive manufactured spherical 
lens. The focusing effect of the red laser radiation is visible on the white 

screen behind the sphere. 
 

4. Conclusion and Outlook 

In this paper, we showed that the LGD process enables the 
additive manufacturing of glass spheres of different sizes. 
Spheres with diameters from 0.91 mm to 1.50 mm and 2.1 mm 
were generated. Because of the high process temperatures of 
over partly more than 2000°C, thermal stresses of up to 
15.5 MPa occur in the substrate and 12.1 MPa in the spheres. 
These stresses induce refractive index variations and can 
influence the optical properties of the spherical lenses. 
However, the extent to which this effect occurs needs to be 
further investigated. A path difference of 94 nm in the spheres 
was detected during this study. Further influences such as the 
lateral fiber feeding on the shape and reproducibility of the 
spheres are discussed and identified in this paper. Due to the 
lateral feeding the spheres have a preferred direction and result 
in an elliptical shape (e.g.a sphere from parameter 3: diameter 
in x-direction = 1.05 mm, diameter in y-direction = 1.25 mm). 
Finally, it could be demonstrated here that the spherical lens has 
a focusing effect. 

Therefore, further investigations will be performed on the 
base of these preliminary experiments to analyze the 
reproducibility of different sizes and the optical properties of 
the spheres, like focal length and transparency. In addition, the 
shape of the sphere geometry required for a defined optical 
effect must be determined in advance by a simulated design. 
The digitally pre-designed optics will be manufacture with the 
LGD process and analyze in terms of their optical properties. 
This also includes the investigation of the effects of internal 
stress on the lens effect and whether these are potentially 
completely remove from the manufactured components. The 
simulations described in this section will be carrie out in the 
future. Additionally further studies shall investigate whether the 
surfaces of the spheres corresponds to an optical quality and 
whether the lens effect can be utilize and specifically adjust for 
optical applications.  

Further considerations include the feasible applications of 
printed spherical lenses in the field of optical systems. One 
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possible application is the direct printing of input and output 
optics onto a printed waveguide. Core fibers and coreless fibers 
are then processed and combined for this application in one 
process. This could avoid the necessary adjustment of the 
individual components.  
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 
 

One of the major challenges faced by laser-based Directed Energy Deposition (DED) is the process efficiency. This efficiency is significantly 
affected by the percentage of blown powder that effectively reaches the spherical metal melt pool. Increasing the powder efficiency would allow 
to reduce the overall costs of the DED process and consequently reduce the printed part cost. The present work focuses on the experimental 
characterization of the powder-gas jet in terms of powder stream shape, stand-off distance and powder-jet focus diameter by using 3 different 
high speed image-based approaches. The powder jet parameters are linked to the blown powder settings (carrier gas, shielding gas, powder feed 
rate, particle diameter) and optimized to minimize the powder waste. The different approaches give equivalent results and the reduction of the 
particle diameter turns out to be the most relevant parameter to decrease the powder-jet focus diameter and therefore increase the powder 
efficiency. 
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1. Introduction 
 

1.1. Additive Manufacturing of Metals 
 

Metal Additive Manufacturing (AM), more commonly 
known as 3D metal printing, introduces the “imagination is the 
limit” concept in the manufacturing. 3D printing is a promising 
technology with maximum design freedom, to which there is 
often referred to as “rapid prototyping”. Building layer by layer, 
the technique prints components with highly complex 
geometries from almost any digital model. Therefore, the 
determining factor for the cost of a printed component is 
different with respect to components made by conventional 
manufacturing techniques. This factor switches from part 
complexity (conventional) to the size and/or the amount of 
material used (3D printed). 
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1.2. Laser-based Directed Energy Deposition 

 

Fig. 1. Laser-based Directed Energy Deposition process principle with 
continuous coaxial nozzle cross-section. 
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Presently, a variety of different metal additive 
manufacturing technologies exist on the market. Directed 
Energy Deposition (DED) is one of the most known and 
widespread technologies of 3D metal printing in which focused 
thermal energy is used to fuse materials by melting as they are 
being deposited (ISO/ASTM DIS 52900:2018). 

 
The present work is more specifically based on the 
laser/powder-based DED additive manufacturing technique, 
characterized by the simultaneous laser and powder delivery. 
The DED process is used in multiple industries such as the 
aviation, aerospace, automotive, medical and energy industry. 
As presented in Fig. 1, metal powder particles are carried by 
means of a carrier gas through channels inside a nozzle. The 
laser heat source goes through the inner nozzle cone and locally 
initiates a liquid metal melt pool on the workpiece surface in 
which the fine metal powder particles are melted and 
subsequently fused with the base material. The shielding gas 
going through the inner nozzle cone is used to minimize 
oxidation of the workpiece surface with melt pool and to 
protect the optical system in the nozzle head from any possible 
damage during the printing process (for example ricocheting 
heated metal particles). This optical system is needed for the 
orientation and focus of the laser light and corresponds to the 
part located above the nozzle itself. 

 
 

1.3. Powder-gas nozzle jet 
 

During the layer-wise bounding of the material, many 
complex interconnected physical phenomena take place in a 
very short time during the DED process (thermal energy 
transfer, laser/powder/gas interactions, melt pool initiation, 
localized solidification, ...) [1,2]. Therefore, a first step towards 
the understanding and quantification of these different physical 
phenomena, as well as the understanding of their effect on the 
printed part quality, is the characterization of the powder-gas 
nozzle jet which is addressed in the present paper. 

 
For the laser-based DED process, different nozzle 
configurations exist : lateral nozzles, continuous coaxial 
nozzles and discrete coaxial nozzles [3]. Discrete coaxial 
powder nozzles, also known as multi-jet nozzles (with a 
minimum of 3 powder jets), are robust nozzles and are 
generally used to deposit wider tracks and thicker metal layers. 
Continuous or multi-directional coaxial powder nozzles on the 
other hand, are convenient for narrow deposition tracks (and 
small powder-jet focus diameters) and to obtain a high powder 
efficiency epowder. Coaxial nozzles are furthermore easier to use 
and have the advantage to be omni-directional. The present 
study focuses on coaxial nozzle flow during laser-based DED. 
Fig. 1 shows a cross section of the considered continuous 
coaxial nozzle (axisymmetric geometry). 

 
The flow generated by the continuous coaxial nozzle is a 3- 
dimensional two-phase gas-powder turbulent flow. The 
parameters influencing the flow behavior, process efficiency 
and final component quality are the carrier gas volumetric flow 
rate (in l/min), shielding gas volumetric flow rate (in l/min), 

powder mass flow rate (in g/min) and the metal powder 
characteristics (particle shape, particle size distribution and 
production technique). 

 
 

1.4. Objectives and methodology 
 

In comparison with the wire-fed process, laser/powder- 
based DED allows to deposit finer features and facilitates the 
real time control of powder dynamics. However, the main 
drawback is the powder waste and slower print-process in 
comparison with fire-fed [4]. 

 
One of the major challenges faced by laser-based Directed 
Energy Deposition (DED) is the process efficiency. The 
process efficiency is significantly affected by the percentage of 
blown powder that effectively reaches the spherical melt pool. 
Increasing the powder efficiency, defined as the utilization rate 
of the fed powder into the build volume, would allow to reduce 
the overall costs of the DED process and consequently reduce 
the printed part cost. The powder efficiency is strongly 
influenced by the choice of the optimal gas and powder settings 
of the process, which are also essential to obtain good thermo- 
mechanical properties and a high microstructure quality of the 
printed parts. 

 
The present work focuses on the experimental characterization 
of the free flow (without substrate) powder-gas jet in terms of 
powder stream shape, stand-off distance and powder-jet focus 
diameter. The stand-off distance represents the distance 
between the nozzle tip, corresponding to the location at which 
the particles exit the nozzle (sFig. 1), and the focus of the 
nozzle jet that coincides with the maximum powder 
concentration. During the print process itself, the stand-off 
distance must be set as nozzle tip - melt pool distance in order 
to optimize the powder efficiency. Logically, an effect of the 
presence of the substrate with melt pool is expected on the 
powder jet dynamics, which is deliberately not considered in 
the present work. The powder-jet focus diameter represents the 
width of the nozzle jet in the powder focal plane. For an optimal 
powder efficiency, the powder-jet focus should have a similar 
or smaller dimension as the melt pool size (that has about the 
same dimension as the laser spot). Note that the laser spot size 
is determinant for the printing precision and therefore cannot 
be enlarged without consequences. The two previously cited 
parameters are linked to the blown powder settings (carrier gas 
- CG, shielding gas - SG, powder feed rate - FR) and optimized 
to maximize the powder efficiency and minimize the powder 
waste. 

 
To perform this experimental study, different in-situ optical 
(high-speed) image-based techniques [5-9] are set up and 
compared in terms of stand-off distance and powder-jet focus 
diameter. The study is performed for powders with different 
particle diameter distributions and the effect of powder particle 
diameter on the powder-gas jet characterization is analyzed. 
Note that the study is carried out on free nozzle flow, without 
presence of substrate/melt pool under the nozzle. 
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2. Experimental study: high speed powder jet visualization 
and characterization 

 
2.1. Set-up description 

 
An experimental set-up is designed to visualize and 
characterize the powder gas nozzle jet flow during the Directed 
Energy Deposition process. The experiments are non-intrusive 
and are performed on the hybrid MiCLAD DED machine, 
which was developed in-house by the Additive Manufacturing 
Research Group of the Vrije Universiteit Brussel. Fig. 2. shows 
the experimental set-up and identifies every component. 

 

Fig. 2. Set-up description for powder-jet characterization on 
MiCLAD machine. 

 
The used nozzle is a Fraunhofer ILT COAX-40-S coaxial 
nozzle with a nozzle tip of outer diameter 7.5mm. Note that the 
ILT nozzle was particularly adjusted for our print purposes. 
Argon is used both as carrier and shielding gas and the mass 
flow can be regulated between 0 and 10 l/min. The metal 
powder particles used for the experiments are gas atomized 
316L stainless steel powders from Carpenter Additive, known 
to be near-spherical. Powders with two different particle size 
distributions are used. A powder sieve analysis realized by 
Additive Carpenter resulted in the following particle size 
ranges : 15-45µm and 45-106µm. Powders of different sizes 
show both microscopic and macroscopic differences. 
Microscopic differences between metal powder can among 
others be seen on Scanning Electron Microscopy (SEM) 
micrographs. Fig. 3. shows a SEM image of the 316L 45- 
106µm powder used for the experiments presented in this 
study. On the other hand, powders can also show macroscopic 
differences in terms of flowability, cohesiveness and electric 
charge that can influence the powder-jet behavior. 

 
A ventilation unit is used to extract the smaller metal particles 

that are "floating" around the nozzle. An experimental 
verification was performed to confirm the non-influence of the 
ventilation on the powder-jet flow. The powder coming from 
the nozzle is caught by a powder container placed on the printer 
worktable. Two Basler cameras (acA720-540uc color, ac 
A720-540um monochrome) with adapted objectives are 
mounted on both sides of the nozzle. 

 

 
 

Fig. 3. Scanning Electron Micrograph of 316L powder particles (45-106µm) 
with magnification x300, x500, x1000 from Additive Carpenter. 

 
 

A Photron SA1.1 high speed camera is mounted in the front of 
the nozzle and used to acquire high speed images of the metal 
powder flow. 

 

Fig. 4. Back-light illumination set-up (1). 

 
In terms of illumination, 3 configurations are tested and 
compared. The first configuration, shown in Fig. 4, relies on 
the maximization of the contrast between the powder particles 
and background. For this purpose, and for a good detection of 
the metal particle contours, back-light illumination is used and 
set by means of a LED lamp (KDP Bulb LED MR16 GU5.3 
12V, 2800K, 5W) connected to a DC voltage supply in order 
to avoid flickering phenomena on the acquired images. A 
spherical diffuser is placed in front of the light source to have 
a uniform background on the acquired images. 

 

Fig. 5. Vertical laser sheet illumination set-up (2). 
 

Fig. 6. Horizontal laser sheet illumination set-up (3). 
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(high-speed) image-based techniques [5-9] are set up and 
compared in terms of stand-off distance and powder-jet focus 
diameter. The study is performed for powders with different 
particle diameter distributions and the effect of powder particle 
diameter on the powder-gas jet characterization is analyzed. 
Note that the study is carried out on free nozzle flow, without 
presence of substrate/melt pool under the nozzle. 
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2. Experimental study: high speed powder jet visualization 
and characterization 

 
2.1. Set-up description 

 
An experimental set-up is designed to visualize and 
characterize the powder gas nozzle jet flow during the Directed 
Energy Deposition process. The experiments are non-intrusive 
and are performed on the hybrid MiCLAD DED machine, 
which was developed in-house by the Additive Manufacturing 
Research Group of the Vrije Universiteit Brussel. Fig. 2. shows 
the experimental set-up and identifies every component. 

 

Fig. 2. Set-up description for powder-jet characterization on 
MiCLAD machine. 

 
The used nozzle is a Fraunhofer ILT COAX-40-S coaxial 
nozzle with a nozzle tip of outer diameter 7.5mm. Note that the 
ILT nozzle was particularly adjusted for our print purposes. 
Argon is used both as carrier and shielding gas and the mass 
flow can be regulated between 0 and 10 l/min. The metal 
powder particles used for the experiments are gas atomized 
316L stainless steel powders from Carpenter Additive, known 
to be near-spherical. Powders with two different particle size 
distributions are used. A powder sieve analysis realized by 
Additive Carpenter resulted in the following particle size 
ranges : 15-45µm and 45-106µm. Powders of different sizes 
show both microscopic and macroscopic differences. 
Microscopic differences between metal powder can among 
others be seen on Scanning Electron Microscopy (SEM) 
micrographs. Fig. 3. shows a SEM image of the 316L 45- 
106µm powder used for the experiments presented in this 
study. On the other hand, powders can also show macroscopic 
differences in terms of flowability, cohesiveness and electric 
charge that can influence the powder-jet behavior. 

 
A ventilation unit is used to extract the smaller metal particles 

that are "floating" around the nozzle. An experimental 
verification was performed to confirm the non-influence of the 
ventilation on the powder-jet flow. The powder coming from 
the nozzle is caught by a powder container placed on the printer 
worktable. Two Basler cameras (acA720-540uc color, ac 
A720-540um monochrome) with adapted objectives are 
mounted on both sides of the nozzle. 

 

 
 

Fig. 3. Scanning Electron Micrograph of 316L powder particles (45-106µm) 
with magnification x300, x500, x1000 from Additive Carpenter. 

 
 

A Photron SA1.1 high speed camera is mounted in the front of 
the nozzle and used to acquire high speed images of the metal 
powder flow. 

 

Fig. 4. Back-light illumination set-up (1). 

 
In terms of illumination, 3 configurations are tested and 
compared. The first configuration, shown in Fig. 4, relies on 
the maximization of the contrast between the powder particles 
and background. For this purpose, and for a good detection of 
the metal particle contours, back-light illumination is used and 
set by means of a LED lamp (KDP Bulb LED MR16 GU5.3 
12V, 2800K, 5W) connected to a DC voltage supply in order 
to avoid flickering phenomena on the acquired images. A 
spherical diffuser is placed in front of the light source to have 
a uniform background on the acquired images. 

 

Fig. 5. Vertical laser sheet illumination set-up (2). 
 

Fig. 6. Horizontal laser sheet illumination set-up (3). 
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As second light source, a visible line laser of wavelength 
405nm with output power of 4.8mW (class 2 laser product) is 
used for the second and third configuration of the experiments. 
According to the laser specifications given in the datasheet, the 
line thickness corresponds to 50µm. The line laser is mounted 
both horizontally and vertically with respect to the nozzle axis. 
Both configurations are clarified hereunder in Fig. 5 and 6. 

 
For the 3 configurations it is assumed that the light attenuation 
(conf. 1) or light scattering (conf. 2,3) caught by the camera 
sensors is linearly proportional to the particle concentration 
(given in kg/m³), according to Mie’s Theory [10,11] : 

 

Which relates L, the average luminance of the scattering 
element, with Iref, the light reflected at distance r by the n 
particles contained in volume V. Iinc stands for the incident light 
on the particles. k is the wave number, F is a dimensionless 
function of the orientation of the particle and the state of 
polarization of the incident light and A is the projected area of 
the volume. The relative pixel intensity refers to the amountof 
light or the numerical value of a pixel in the high speed image. 
The image gray scale levels can therefore directly be used as a 
representative value for the relative particle concentration, 
which will be used for the powder characterization. Since only 
a relative value for the particle concentration is needed to find 
the powder focal plane (corresponding to the maximum 
intensity on the image), no calibration is required. 

 
 

2.2. Results: Powder-gas nozzle jet characterization 
 

2.2.1. Back-light jet characterization 
 

Fig. 7. Raw back-light images : SG 3.5l/min, CG 8l/min, FR 5 g/min (up), 
zoom raw back-light images (down). 

 
The raw images obtained with the back-light configuration for 
both powder distributions are shown in Fig. 7. The nozzle tip is 
visible in black on the top of the images. The powder jet images 
are acquired with maximal camera aperture in order to reduce 
the camera focal plane width as much as possible. Care is taken 
to align the camera focal plane halfway the nozzle depth in 
order to obtain the largest vertical triangle cross section of the 
jet cone with the laser light. In this way, the system is optimized 
to catch non-blurry metal particles only in 1 plane, namely the 
camera focal plane. The high speed images of the 45-106µm 
particles are acquired at 5400 fps with 25µs exposure time. 

Note that the images for the 15-45µm particles are generally 
darker and have a lower signal to noise ratio due to the higher 
fps (9000 fps) and lower exposure time (6.5µs) needed to 
properly catch the particles. This can be explained by their 
faster travelling speed (reduced mass per unit) and by their 
smaller diameter that therefore reduces the number of pixels 
per particle as well as the contrast between particle and 
background. It is observed in the images that not all the 
particles are travelling at the same speed due to shape and 
diameter differences between particles. All the results shown in 
the present paragraph will be given for the following reference 
set of gas settings : SG 3.5l/min, CG 8l/min, FR 5 g/min. 

 

Fig. 8. Image post-processing (256x256px) ((1) raw image, (2) background, 
(3) background subtraction, (4) final image). 

 
An image post-processing algorithm is set up using the Image 
Processing Toolbox of the Matlab Mathworks® software to 
improve the quality of the raw high-speed images of the powder 
jet. For every measurement, a background subtraction is 
applied on every image to improve the contrast and 
measurement quality. The contrast of the images is further 
increased by applying a sequence of image post-processing 
techniques. The exact location of the nozzle tip is determined 
by means of image binarization (imbinarize function). This 
allows to resize the image (256x256px) and only consider the 
powder jet. Next, the powder jet image intensity is scaled 
within the interval [0,1] to obtain a relative intensity value 
(rescale funtion). The 0-value (black) represents a zero pixel 
intensity and the 1-value (white) a maximum pixel intensity, 
corresponding to the maximal powder concentration. Finally, 
the complement of the image is taken to improve the readability 
of the results (imcomplement function) and the blurry (out of 
camera focal plane) particles are discarded by applying image 
binarization with threshold, see Fig. 8. 

 

Fig. 9. Particle concentration map (left,right), stand-off and powder-jet 
focus diameter identification (right). 

 
The particle concentration or pixel intensity map of the gas- 
powder cone is then obtained by averaging 30k post-processed 
images and is shown in Fig. 9. A convergence analysis is 
completed to find the optimal number of frames needed for the 
averaging in order to reduce the processing time as much as 
possible. As can be observed on the particle concentration map, 
the powder stream diverges into a wider stream from the 
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moment it exits the nozzle channel. It was noticed from the high 
speed images that smaller particles travel at higher velocities 
and therefore diverges less when exiting the nozzle. As stated 
by Lin [10], an inner stream core with higher powder 
concentration is observable, which is surrounded by an outer 
stream shell with lower concentration. This coincides with the 
typical Gaussian distribution of powder streams. 

 

Fig. 10. Scan of post-processed image (left), relative pixel intensity profile at 
5 heights under the nozzle (middle), extraction of stand-off distance (right). 

 
Image intensity curves are extracted from the averaged image 
for every pixel line (horizontal) and pixel column (vertical). An 
example is given for 5 pixel lines in Fig. 10, left and middle 
image. A one-term Gaussian fit is applied on all the 
intensity/concentration profiles (for both lines and columns). 
The height along the powder cone at which the maximal peak 
value of the horizontal Gaussian intensity profiles arises, 
defines the stand-off distance. The powder-jet focus diameter 
is defined as the minimum width (or diameter) of the particle 
cone that contains 86\% of the total amount of particles at the 
corresponding stand-off distance, see right graph of Fig. 10. 
The associated calibration is performed based on the nozzle 
diameter that can be extracted from the images and has a known 
measured value. The total processing time required to obtain 
the values for stand-off distance and powder-jet diameter ≈8.5 
min per set of gas settings. 

 
The powder-jet focus diameter and stand-off distance are 
respectively indicated in red and blue on Fig. 9 (right). Both 
green lines are used to highlight respectively their height and 
axial position. The same measurement and post-processing is 
performed for 27 different gas/powder settings chosen within 
the optimal setting range of the COAX-40-S nozzle. The 
measurements are carried out for both 45-106µm (thick lines) 
and 15-45µm (thin lines) powder and PF 7 g/min and are shown 
in Fig. 11. The same set of measurements was performed for 
PF 3 and 5 g/min but are not shown here. The obtained values 
for the stand-off distance and powder-jet focus diameter are 
respectively situated in the ranges [6.3-7.8]mm and[1.5-2]mm 
for the 45-106µm particles and [6.9-8.9]mm and [0.63-1.1]mm 
for the 15-45µm particles. As can be concluded from the 
graphs, an increasing SG results in a small increase stand-off 
distance and powder-jet focus diameter. The SG pushes the 
powder focal plane down and has a broadening effect on the 
powder cone. On the other side, a higher CG decreases the 
stand-off distance and flattens the powder cone due to the 
higher carrying force applied by the CG on the particles. No 
effect of the CG on the powder-jet focus diameter seems to be 

observable in the present results. Increasing the PF increases 
both the stand-off and powder-jet focus diameter. This was 
clearly observable for FR values higher than the one presented 
here. The effects described above seems to be more pronounced 
for increasing powder volumetric flow rate (effects more 
pronounced for 7g/min w.r.t. 3g/min). 

 
To finish, the reduction of the particle diameter of the metal 
powder reduces the powder-jet focus diameter in a significant 
way and increases the stand-off distance. The use of smaller 
metal particles allows a reduction of powder-jet focus diameter 
up to 50% for the powders used for these experiments. 
Therefore, to increase the powder efficiency for a given laser 
spot size, smaller particles should be used carried by CG with 
higher volumetric flow rate. In this way, more metal particles 
will be caught by the melt pool, the overall powder efficiency 
will increase and the powder waste will be reduced. 

 

Fig. 11. Back-light results : Effect of shielding gas (left, for constant CG) and 
carrier gas (right, for constant SG) on stand-off distance (up) and powder- jet 
focus diameter (down) for FR 7g/min of 15-45µm (thin lines) and 45- 106µm 

316L powder (thick lines). 
 

2.2.2. Horizontal laser sheet jet characterization 
 

The horizontal laser sheet jet characterization is presented 
only for the reference set of gas settings (SG 3.5l/min, CG 
8l/min, PF 5g/min). The laser sheet has a fixed position during 
the measurements and the z-position of the nozzle is varied in 
order to scan the complete powder cone. Fig. 12 (up) gives a 
superposition of the results at 5 different z-positions of the 
nozzle (taken with Basler cameras). A lowering of the powder 
focus diameter is observed for increasing stand-off distance till 
reaching the focal point, after which the powder cone diverges 
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As second light source, a visible line laser of wavelength 
405nm with output power of 4.8mW (class 2 laser product) is 
used for the second and third configuration of the experiments. 
According to the laser specifications given in the datasheet, the 
line thickness corresponds to 50µm. The line laser is mounted 
both horizontally and vertically with respect to the nozzle axis. 
Both configurations are clarified hereunder in Fig. 5 and 6. 

 
For the 3 configurations it is assumed that the light attenuation 
(conf. 1) or light scattering (conf. 2,3) caught by the camera 
sensors is linearly proportional to the particle concentration 
(given in kg/m³), according to Mie’s Theory [10,11] : 

 

Which relates L, the average luminance of the scattering 
element, with Iref, the light reflected at distance r by the n 
particles contained in volume V. Iinc stands for the incident light 
on the particles. k is the wave number, F is a dimensionless 
function of the orientation of the particle and the state of 
polarization of the incident light and A is the projected area of 
the volume. The relative pixel intensity refers to the amountof 
light or the numerical value of a pixel in the high speed image. 
The image gray scale levels can therefore directly be used as a 
representative value for the relative particle concentration, 
which will be used for the powder characterization. Since only 
a relative value for the particle concentration is needed to find 
the powder focal plane (corresponding to the maximum 
intensity on the image), no calibration is required. 

 
 

2.2. Results: Powder-gas nozzle jet characterization 
 

2.2.1. Back-light jet characterization 
 

Fig. 7. Raw back-light images : SG 3.5l/min, CG 8l/min, FR 5 g/min (up), 
zoom raw back-light images (down). 

 
The raw images obtained with the back-light configuration for 
both powder distributions are shown in Fig. 7. The nozzle tip is 
visible in black on the top of the images. The powder jet images 
are acquired with maximal camera aperture in order to reduce 
the camera focal plane width as much as possible. Care is taken 
to align the camera focal plane halfway the nozzle depth in 
order to obtain the largest vertical triangle cross section of the 
jet cone with the laser light. In this way, the system is optimized 
to catch non-blurry metal particles only in 1 plane, namely the 
camera focal plane. The high speed images of the 45-106µm 
particles are acquired at 5400 fps with 25µs exposure time. 

Note that the images for the 15-45µm particles are generally 
darker and have a lower signal to noise ratio due to the higher 
fps (9000 fps) and lower exposure time (6.5µs) needed to 
properly catch the particles. This can be explained by their 
faster travelling speed (reduced mass per unit) and by their 
smaller diameter that therefore reduces the number of pixels 
per particle as well as the contrast between particle and 
background. It is observed in the images that not all the 
particles are travelling at the same speed due to shape and 
diameter differences between particles. All the results shown in 
the present paragraph will be given for the following reference 
set of gas settings : SG 3.5l/min, CG 8l/min, FR 5 g/min. 

 

Fig. 8. Image post-processing (256x256px) ((1) raw image, (2) background, 
(3) background subtraction, (4) final image). 

 
An image post-processing algorithm is set up using the Image 
Processing Toolbox of the Matlab Mathworks® software to 
improve the quality of the raw high-speed images of the powder 
jet. For every measurement, a background subtraction is 
applied on every image to improve the contrast and 
measurement quality. The contrast of the images is further 
increased by applying a sequence of image post-processing 
techniques. The exact location of the nozzle tip is determined 
by means of image binarization (imbinarize function). This 
allows to resize the image (256x256px) and only consider the 
powder jet. Next, the powder jet image intensity is scaled 
within the interval [0,1] to obtain a relative intensity value 
(rescale funtion). The 0-value (black) represents a zero pixel 
intensity and the 1-value (white) a maximum pixel intensity, 
corresponding to the maximal powder concentration. Finally, 
the complement of the image is taken to improve the readability 
of the results (imcomplement function) and the blurry (out of 
camera focal plane) particles are discarded by applying image 
binarization with threshold, see Fig. 8. 

 

Fig. 9. Particle concentration map (left,right), stand-off and powder-jet 
focus diameter identification (right). 

 
The particle concentration or pixel intensity map of the gas- 
powder cone is then obtained by averaging 30k post-processed 
images and is shown in Fig. 9. A convergence analysis is 
completed to find the optimal number of frames needed for the 
averaging in order to reduce the processing time as much as 
possible. As can be observed on the particle concentration map, 
the powder stream diverges into a wider stream from the 
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moment it exits the nozzle channel. It was noticed from the high 
speed images that smaller particles travel at higher velocities 
and therefore diverges less when exiting the nozzle. As stated 
by Lin [10], an inner stream core with higher powder 
concentration is observable, which is surrounded by an outer 
stream shell with lower concentration. This coincides with the 
typical Gaussian distribution of powder streams. 

 

Fig. 10. Scan of post-processed image (left), relative pixel intensity profile at 
5 heights under the nozzle (middle), extraction of stand-off distance (right). 

 
Image intensity curves are extracted from the averaged image 
for every pixel line (horizontal) and pixel column (vertical). An 
example is given for 5 pixel lines in Fig. 10, left and middle 
image. A one-term Gaussian fit is applied on all the 
intensity/concentration profiles (for both lines and columns). 
The height along the powder cone at which the maximal peak 
value of the horizontal Gaussian intensity profiles arises, 
defines the stand-off distance. The powder-jet focus diameter 
is defined as the minimum width (or diameter) of the particle 
cone that contains 86\% of the total amount of particles at the 
corresponding stand-off distance, see right graph of Fig. 10. 
The associated calibration is performed based on the nozzle 
diameter that can be extracted from the images and has a known 
measured value. The total processing time required to obtain 
the values for stand-off distance and powder-jet diameter ≈8.5 
min per set of gas settings. 

 
The powder-jet focus diameter and stand-off distance are 
respectively indicated in red and blue on Fig. 9 (right). Both 
green lines are used to highlight respectively their height and 
axial position. The same measurement and post-processing is 
performed for 27 different gas/powder settings chosen within 
the optimal setting range of the COAX-40-S nozzle. The 
measurements are carried out for both 45-106µm (thick lines) 
and 15-45µm (thin lines) powder and PF 7 g/min and are shown 
in Fig. 11. The same set of measurements was performed for 
PF 3 and 5 g/min but are not shown here. The obtained values 
for the stand-off distance and powder-jet focus diameter are 
respectively situated in the ranges [6.3-7.8]mm and[1.5-2]mm 
for the 45-106µm particles and [6.9-8.9]mm and [0.63-1.1]mm 
for the 15-45µm particles. As can be concluded from the 
graphs, an increasing SG results in a small increase stand-off 
distance and powder-jet focus diameter. The SG pushes the 
powder focal plane down and has a broadening effect on the 
powder cone. On the other side, a higher CG decreases the 
stand-off distance and flattens the powder cone due to the 
higher carrying force applied by the CG on the particles. No 
effect of the CG on the powder-jet focus diameter seems to be 

observable in the present results. Increasing the PF increases 
both the stand-off and powder-jet focus diameter. This was 
clearly observable for FR values higher than the one presented 
here. The effects described above seems to be more pronounced 
for increasing powder volumetric flow rate (effects more 
pronounced for 7g/min w.r.t. 3g/min). 

 
To finish, the reduction of the particle diameter of the metal 
powder reduces the powder-jet focus diameter in a significant 
way and increases the stand-off distance. The use of smaller 
metal particles allows a reduction of powder-jet focus diameter 
up to 50% for the powders used for these experiments. 
Therefore, to increase the powder efficiency for a given laser 
spot size, smaller particles should be used carried by CG with 
higher volumetric flow rate. In this way, more metal particles 
will be caught by the melt pool, the overall powder efficiency 
will increase and the powder waste will be reduced. 

 

Fig. 11. Back-light results : Effect of shielding gas (left, for constant CG) and 
carrier gas (right, for constant SG) on stand-off distance (up) and powder- jet 
focus diameter (down) for FR 7g/min of 15-45µm (thin lines) and 45- 106µm 

316L powder (thick lines). 
 

2.2.2. Horizontal laser sheet jet characterization 
 

The horizontal laser sheet jet characterization is presented 
only for the reference set of gas settings (SG 3.5l/min, CG 
8l/min, PF 5g/min). The laser sheet has a fixed position during 
the measurements and the z-position of the nozzle is varied in 
order to scan the complete powder cone. Fig. 12 (up) gives a 
superposition of the results at 5 different z-positions of the 
nozzle (taken with Basler cameras). A lowering of the powder 
focus diameter is observed for increasing stand-off distance till 
reaching the focal point, after which the powder cone diverges 
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again. This corresponds to the observations made in the back- 
light results. On the high exposure images taken at focal height 
shown in Fig. 12 (down), the powder cone itself and powder 
slice at stand-off distance are shown for both particle 
distributions. A smaller focus diameter is observed for the 
smaller particles of diameter 15-45µm. 

 

Fig. 12. Side view raw images horizontal laser sheet illumination (up) short 
exposure at 5 nozzle distances (down) long exposure in powder focal plane. 

 

The corresponding quantitative results shown in Fig. 13. are 
extracted from the front view high speed camera images. As for 
configuration 1, a convergence analysis is performed to define 
the required number of images for averaging. Similar post- 
processing of the images is applied. The 
intensity/concentration curves are extracted from the mean 
image at different stand-off distances (up left), and their local 
maxima (middle) is used for the powder cone reconstruction 
(up middle,right). Based on these results, stand-off distance and 
powder-jet focus diameter are extracted. Note that in 
comparison to the back-light configuration, several 
measurements (for different z-positions under the nozzle) are 
needed to reconstruct the powder cone of 1 set of gas settings. 
This increases the processing time in an important way. 

2.2.3. Vertical laser sheet jet characterization 
 

As for the previous measurements, the same reference settings 
are considered and similar post-processing techniques are 
applied. It is clearly observable in Fig. 14. that the smaller 
particles (15-45µm) are reflecting less light as the larger ones 
(45-106µm) due to their reduced mean diameter. The present 
optical measurement shows the advantage of only capturing 
particles in 1 plane, avoiding the need of post-processing to 
discard particles that are out of camera focal plane (as it is the 
case for the back-light method). This is clearly visible on the 
averaged image, in which the inner empty cone (without 
particles) of the jet is defined more precisely and is deeper w.r.t. 
the back-light method. Also here, stand-off distance and 
powder-jet focus diameter are extracted in the same way as 
described for the back-light method. The processing time is 
similar to the back-light configuration. 

 

Fig. 14. Front view raw images vertical laser sheet illumination (up), 
average front view images (down) 

 
 

 
 

Fig. 13. Superposed front view averaged images (up left), local maxima of 
intensity Gaussian fits (up middle), stand-off distance definition (up right), 

relative pixel intensity curves (down). 

2.2.4. Comparison of the optical methods for reference settings 
 

The results (stand-off distance and powder-jet focus diameter) 
for the 3 experimental configurations given in Table 1 
highlights a concordance and similar trend for the different 
optical methods. The back-light and horizontal laser sheet 
results are coinciding for both particle diameter ranges 
(between 2-7\% error with respect to the back-light results). For 
the vertical laser sheet visualization a small overestimation (15- 
25% error) is observed. This overestimation can be explained 
by the choice of a slightly to high exposure during the 
measurements. However, to relatively compare the effect of 
gas/powder settings on the powder-jet, the 3 
techniques/configurations showed their efficiency and can be 
used separately. The horizontal laser sheet method requires 
more processing time than the 2 other configurations. On the 
other hand, the horizontal and vertical laser sheet 
configurations show the advantage of not needing to discard 
out of camera focal plane particles. 
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Table 1. Comparison of optical methods for reference settings : SG 3.5l/min, 
CG 8l/min, FR 5 g/min. 

 
Optical set-up Powder diameter 

range (µm) 
Stand-off 
distance 
(mm) 

Powder-jet focus 
diameter 
(mm) 

Back-light 45-105 6.90 1.77 
 15-45 7.21 0.99 
Horizontal 45-105 6.99 1.89 
laser sheet 15-45 7.14 0.95 
Vertical 45-105 6.95 2.27 
laser sheet 15-45 7.44 1.14 

 
 

2.3. Laser-based DED powder efficiency 
 

The laser-based DED printer on which the experiments are 
performed is equipped with an invisible (infrared) 
redPOWER® QUBE fiber laser of 1064nm with power of 2kW. 
The diameter of the laser beam is theoretically 1mm 
(considering the optics present in the nozzle head) and follows 
a near flat-top intensity profile. Fig. 15 shows an image taken 
with an optical metallographic microscope of a polished cross 
section of a DED printed track with the reference set of gas 
settings (SG 3.5l/min, CG 8l/min, FR 5 g/min). 

 

Fig. 15. Optical metallographic microscope image of DED printed track 
(SG 3.5l/min, CG 8l/min, FR 5 g/min). 

 
 

The laser spot size is indicated in red and the track width can 
be extracted based on the observable change in microstructure 
between built plate and track. From the previously presented 
measurements, the choice of optimal gas/powder settings is 
important to decrease the powder-jet focus diameter, in order 
to have a higher number of metal particles reaching the melt 
pool. This results in an increasing powder efficiency and 
therefore in a higher layer thickness. Consequently, the ratio of 
laser spot size (or melt pool width) and powder focus diameter 
is a very important parameter that should be maximized to 
obtain a high powder efficiency and consequently a high 
process efficiency. Moreover, it was observed that this ratio is 
also essential to achieve a good printing quality. 

 

 
3. Conclusion 

 
The results show that the powder-gas jet (in terms of stand-off 
distance and powder-jet focus diameter) and consequently the 
powder efficiency are affected by the chosen gas and powder 

settings (SG, CG, PF, particle diameter distribution). Thethree 
optical methods presented in the study give comparable results 
and the same trends. However, care should be taken for the 
choice of the image recording parameters (exposure time and 
frames per second). The optical measurement with smaller 
metal particles are less straightforward and require more post- 
processing since the particles reflect/attenuate less light. A 
solution would be to increase the light source intensity to make 
the particles scatter/attenuate more light and to increase the 
signal-to-noise ratio. Note that the experimentalmeasurements 
based on high speed imaging techniques are computationally 
expensive in terms of data storage and post-processing. The 
powder efficiency can mainly be improved by using metal 
particles with smaller diameter. In terms of gas settings, ahigh 
CG volumetric flow rate combined with a not too high SG 
volumetric flow rate is reducing the powder-jet focus diameter 
and therefore has a positive impact on the amount the powder 
reaching the melt pool, and consequently improves the powder 
efficiency. 
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again. This corresponds to the observations made in the back- 
light results. On the high exposure images taken at focal height 
shown in Fig. 12 (down), the powder cone itself and powder 
slice at stand-off distance are shown for both particle 
distributions. A smaller focus diameter is observed for the 
smaller particles of diameter 15-45µm. 

 

Fig. 12. Side view raw images horizontal laser sheet illumination (up) short 
exposure at 5 nozzle distances (down) long exposure in powder focal plane. 

 

The corresponding quantitative results shown in Fig. 13. are 
extracted from the front view high speed camera images. As for 
configuration 1, a convergence analysis is performed to define 
the required number of images for averaging. Similar post- 
processing of the images is applied. The 
intensity/concentration curves are extracted from the mean 
image at different stand-off distances (up left), and their local 
maxima (middle) is used for the powder cone reconstruction 
(up middle,right). Based on these results, stand-off distance and 
powder-jet focus diameter are extracted. Note that in 
comparison to the back-light configuration, several 
measurements (for different z-positions under the nozzle) are 
needed to reconstruct the powder cone of 1 set of gas settings. 
This increases the processing time in an important way. 

2.2.3. Vertical laser sheet jet characterization 
 

As for the previous measurements, the same reference settings 
are considered and similar post-processing techniques are 
applied. It is clearly observable in Fig. 14. that the smaller 
particles (15-45µm) are reflecting less light as the larger ones 
(45-106µm) due to their reduced mean diameter. The present 
optical measurement shows the advantage of only capturing 
particles in 1 plane, avoiding the need of post-processing to 
discard particles that are out of camera focal plane (as it is the 
case for the back-light method). This is clearly visible on the 
averaged image, in which the inner empty cone (without 
particles) of the jet is defined more precisely and is deeper w.r.t. 
the back-light method. Also here, stand-off distance and 
powder-jet focus diameter are extracted in the same way as 
described for the back-light method. The processing time is 
similar to the back-light configuration. 

 

Fig. 14. Front view raw images vertical laser sheet illumination (up), 
average front view images (down) 

 
 

 
 

Fig. 13. Superposed front view averaged images (up left), local maxima of 
intensity Gaussian fits (up middle), stand-off distance definition (up right), 

relative pixel intensity curves (down). 

2.2.4. Comparison of the optical methods for reference settings 
 

The results (stand-off distance and powder-jet focus diameter) 
for the 3 experimental configurations given in Table 1 
highlights a concordance and similar trend for the different 
optical methods. The back-light and horizontal laser sheet 
results are coinciding for both particle diameter ranges 
(between 2-7\% error with respect to the back-light results). For 
the vertical laser sheet visualization a small overestimation (15- 
25% error) is observed. This overestimation can be explained 
by the choice of a slightly to high exposure during the 
measurements. However, to relatively compare the effect of 
gas/powder settings on the powder-jet, the 3 
techniques/configurations showed their efficiency and can be 
used separately. The horizontal laser sheet method requires 
more processing time than the 2 other configurations. On the 
other hand, the horizontal and vertical laser sheet 
configurations show the advantage of not needing to discard 
out of camera focal plane particles. 
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Table 1. Comparison of optical methods for reference settings : SG 3.5l/min, 
CG 8l/min, FR 5 g/min. 

 
Optical set-up Powder diameter 

range (µm) 
Stand-off 
distance 
(mm) 

Powder-jet focus 
diameter 
(mm) 

Back-light 45-105 6.90 1.77 
 15-45 7.21 0.99 
Horizontal 45-105 6.99 1.89 
laser sheet 15-45 7.14 0.95 
Vertical 45-105 6.95 2.27 
laser sheet 15-45 7.44 1.14 

 
 

2.3. Laser-based DED powder efficiency 
 

The laser-based DED printer on which the experiments are 
performed is equipped with an invisible (infrared) 
redPOWER® QUBE fiber laser of 1064nm with power of 2kW. 
The diameter of the laser beam is theoretically 1mm 
(considering the optics present in the nozzle head) and follows 
a near flat-top intensity profile. Fig. 15 shows an image taken 
with an optical metallographic microscope of a polished cross 
section of a DED printed track with the reference set of gas 
settings (SG 3.5l/min, CG 8l/min, FR 5 g/min). 

 

Fig. 15. Optical metallographic microscope image of DED printed track 
(SG 3.5l/min, CG 8l/min, FR 5 g/min). 

 
 

The laser spot size is indicated in red and the track width can 
be extracted based on the observable change in microstructure 
between built plate and track. From the previously presented 
measurements, the choice of optimal gas/powder settings is 
important to decrease the powder-jet focus diameter, in order 
to have a higher number of metal particles reaching the melt 
pool. This results in an increasing powder efficiency and 
therefore in a higher layer thickness. Consequently, the ratio of 
laser spot size (or melt pool width) and powder focus diameter 
is a very important parameter that should be maximized to 
obtain a high powder efficiency and consequently a high 
process efficiency. Moreover, it was observed that this ratio is 
also essential to achieve a good printing quality. 

 

 
3. Conclusion 

 
The results show that the powder-gas jet (in terms of stand-off 
distance and powder-jet focus diameter) and consequently the 
powder efficiency are affected by the chosen gas and powder 

settings (SG, CG, PF, particle diameter distribution). Thethree 
optical methods presented in the study give comparable results 
and the same trends. However, care should be taken for the 
choice of the image recording parameters (exposure time and 
frames per second). The optical measurement with smaller 
metal particles are less straightforward and require more post- 
processing since the particles reflect/attenuate less light. A 
solution would be to increase the light source intensity to make 
the particles scatter/attenuate more light and to increase the 
signal-to-noise ratio. Note that the experimentalmeasurements 
based on high speed imaging techniques are computationally 
expensive in terms of data storage and post-processing. The 
powder efficiency can mainly be improved by using metal 
particles with smaller diameter. In terms of gas settings, ahigh 
CG volumetric flow rate combined with a not too high SG 
volumetric flow rate is reducing the powder-jet focus diameter 
and therefore has a positive impact on the amount the powder 
reaching the melt pool, and consequently improves the powder 
efficiency. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
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Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

For most additive manufacturing technologies, complex components require a support structure for thermal dissipation and printability. This 
paper shows for the laser metal deposition process, how weld spot pillars can be used as a support structure for surfaces with large overhangs 
produced on a three-axis system. A self-written software is used for generating machine and motion sequences, where layered construction of 
these structures is not mandatory. In the first step, parameters for generating different build strategies of single pillars were found. In a second 
step, different concepts of combining pillars are presented and compared. 
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1. Introduction 

The vision of additive manufacturing (AM) is to produce 
functionally integrated components faster and faster and with 
less rework [1]. The laser metal deposition (LMD) technology 
is a manufacturing process, which allows high deposition rates 
up to 9000 mm³/min [2]. This is why it has become an 
established technique for laser cladding. Advanced process 
control allows generating whole components by using the 
LMD technology [3]. For creating components with large 
overhangs, it is necessary to place support structures below the 
overhanging surfaces. While those structures are commonly 
used and optimized in the selective laser melting (SLM) 
process [4], there are only a few approaches for generating 
slender structures in the LMD process. A first approach for 
generating LMD lattice structures on a three-axis machine is 
given by Sharma et al. [5]. The basic elements of these lattice 
structures are columnar built up pillars, generated by stacking 
spot welds. 

To be used in the support structure, these pillars have to be 
optimized. Therefore, different requirements are placed on the 

design of these structures. The thickness of the pillars is 
important for connecting them to the surface of the 
component. For the metal-based AM-processes the 
constructive parameters of the support structure are also 
important for stabilizing components against 
thermomechanical effects [6]. In contrast, filigree structures 
are desired for easy removal and fast processing. The 
following concept development aims to find the right balance 
between these two opposing goals. It is divided into two steps. 
At first, the design of single pillars is optimized. The second 
step concerns the combination of the pillars into a single 
structure. 

2. Materials and methods 

The experiments are performed on a three-axis processing 
machine (ORLAS Cube 450, Coherent Laser) equipped with a 
1070 nm fiber laser. An external powder feeder conveys 316L 
stainless steel powder (particle size 53-90 µm). The powder is 
deposited to the substrate (stainless steel) through a coaxial 
nozzle. Nitrogen is used as inert gas and is also fed through 

 

Available online at www.sciencedirect.com 

ScienceDirect 
Procedia CIRP 00 (2020) 000–000 

  
     www.elsevier.com/locate/procedia 
   

 

 

 

2212-8271 © 2020 The Authors. Published by Elsevier B.V. 
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/) 
Peer review statement: Peer-review under responsibility of the Bayerisches Laserzentrum GmbH 

11th CIRP Conference on Photonic Technologies [LANE 2020] on September 7-10, 2020 

Concept development for the generation of support structures in the laser 
metal deposition process 

 Jan Marxa,*, Magnus Thielea, Cemal Esena, Andreas Ostendorfa  
aApplied Laser Technologies, Ruhr University Bochum, Universitätsstr. 150, 44801 Bochum, Germany  

* Corresponding author. Tel.: +49-234-32 29083; fax: +49-234-32 14259. E-mail address: marx@lat.rub.de 

Abstract 

For most additive manufacturing technologies, complex components require a support structure for thermal dissipation and printability. This 
paper shows for the laser metal deposition process, how weld spot pillars can be used as a support structure for surfaces with large overhangs 
produced on a three-axis system. A self-written software is used for generating machine and motion sequences, where layered construction of 
these structures is not mandatory. In the first step, parameters for generating different build strategies of single pillars were found. In a second 
step, different concepts of combining pillars are presented and compared. 
 
© 2020 The Authors. Published by Elsevier B.V. 
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/) 
Peer review statement: Peer-review under responsibility of the Bayerisches Laserzentrum GmbH 

 Keywords: laser metal deposition; support structure; build strategies; lattice structure 

 
1. Introduction 

The vision of additive manufacturing (AM) is to produce 
functionally integrated components faster and faster and with 
less rework [1]. The laser metal deposition (LMD) technology 
is a manufacturing process, which allows high deposition rates 
up to 9000 mm³/min [2]. This is why it has become an 
established technique for laser cladding. Advanced process 
control allows generating whole components by using the 
LMD technology [3]. For creating components with large 
overhangs, it is necessary to place support structures below the 
overhanging surfaces. While those structures are commonly 
used and optimized in the selective laser melting (SLM) 
process [4], there are only a few approaches for generating 
slender structures in the LMD process. A first approach for 
generating LMD lattice structures on a three-axis machine is 
given by Sharma et al. [5]. The basic elements of these lattice 
structures are columnar built up pillars, generated by stacking 
spot welds. 

To be used in the support structure, these pillars have to be 
optimized. Therefore, different requirements are placed on the 

design of these structures. The thickness of the pillars is 
important for connecting them to the surface of the 
component. For the metal-based AM-processes the 
constructive parameters of the support structure are also 
important for stabilizing components against 
thermomechanical effects [6]. In contrast, filigree structures 
are desired for easy removal and fast processing. The 
following concept development aims to find the right balance 
between these two opposing goals. It is divided into two steps. 
At first, the design of single pillars is optimized. The second 
step concerns the combination of the pillars into a single 
structure. 

2. Materials and methods 

The experiments are performed on a three-axis processing 
machine (ORLAS Cube 450, Coherent Laser) equipped with a 
1070 nm fiber laser. An external powder feeder conveys 316L 
stainless steel powder (particle size 53-90 µm). The powder is 
deposited to the substrate (stainless steel) through a coaxial 
nozzle. Nitrogen is used as inert gas and is also fed through 
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the nozzle. At the start of each experiment, the distance 
between the nozzle and the substrate is set to 8 mm, which is 
behind the focal spot. The machine and motion sequences are 
generated by a self-written software. This way a layer-by-
layer deposition is not mandatory. The pillars are created by 
stacking spot welds. For this, the machine repeats a cycle of 
turning the laser on, exposure, turning the laser off and 
moving the z-axis upwards by one layer height until the 
desired total height is reached. The layer height is set to 0.3 
mm for all vertical elements of the support structure. For tilted 
pillars with tilting angles ≥ 30°a reduction to 0.15 mm is 
needed. The exposure time for the last layer is reduced, if the 
total height cannot be divided by the layer height without 
remainder. The powder feeding is not stopped during the 
whole process. If pillars higher than 7 mm are built close to 
each other, the process has to be divided into two sections. 
Otherwise there is a risk of a collision between the nozzle and 
adjacent pillars. An algorithm is used for automatic dividing 
of large pillars and finding a suitable order for creating a large 
number of pillars. 

3. Results and discussion 

3.1. Creating single pillars 

In order to precisely adjust the diameter and height of the 
columns, the influence of the parameters focal spot diameter, 
powder feeding, laser power and exposure time are examined. 

The focal spot diameter is varied from 0.6 to 3.1 mm. In 
the range from 0.6 to 2.1 mm the differences of height and 
diameter are below the usual process fluctuations. At higher 
focal diameters the total height of the pillars is reduced, while 
the diameter increases. For focal diameters of 3.1 mm or 
more, the laser power (in these experiments 112.5 W) is not 
sufficient to melt the substrate. For the aim of creating filigree 
support structures, the focal diameter is set to 1.6 mm for all 
further experiments. 

The powder feed rate cannot be changed abruptly during 
the process, so there are efforts to find parameters to keep the 
feed rate constant during the whole process. In these 
experiments pillars can be generated by powder feed rates 
from 2.4 g/min upwards. Higher powder feed does not result 
in greater pillar diameters, but there are fewer diameter 
variations over the pillar height. The lateral surface of the 
pillars is more even. These advantages are of great importance 
when building highly tilted pillars. For getting high quality 
results with acceptable material costs, the powder feed rate for 
further experiments is set to 4.8 g/min. This setting can be 
used for support structures as well as for the components 
placed on them. 

The influence of the laser power on the pillar geometry is 
shown in fig. 1. The exposure time for these experiments is 
set to 1 s. Laser powers below 90 W lead to failed processes 
in most cases. This is because the distance between nozzle 
and melting pool rises during the process, until it reaches a 
distance, where the spot diameter is too great to melt more 
material. In the range of 90 to 180 W the pillar height is 
almost constant. Above 180 W the pillar height decreases due 
to the fact that the top of the pillar melts away. 

The diameter of the generated pillars is measured at the 
bottom and close to the top of the pillar. For the upper 
measuring point, there is a clear correlation between pillar 
diameter and laser power. For filigree structures, the laser 
power should be set as low as possible. For further 
experiments the laser power is set to 112.5 W, to obtain thin 
pillars and no risk of process failure due to low laser power. 
In addition, at this point there is the least process fluctuation. 

In every experiment pillars are obtained with their smallest 
diameter at the connection to the substrate. This leads to low 
stability at this point, so there is a high risk of breaking 
connections caused by the inert gas flow or weight forces. As 
fig. 1 shows, this problem cannot be solved by increasing the 
laser power. Also, a longer exposure time does not lead to 
more stable connections. On closer inspection one can see, 
that the pillar is cooling down very fast at the start of the built 
process, because of the heat flow into the substrate. For 
solving this problem an additional design element is required. 
A grid of weld seams is placed under each support structure. 
Each line is exposed three times with a feed of 10 mm/s and a 
powder feed rate of 4.8 g/min. The laser power is set to 315 
W. The result is shown in fig. 2. Pillars are set on the 
intersections. With this connection, pillars are no longer 
blown away by the inert gas flow and no tipping over under 
their own weight has been observed. 

 
Fig. 1. Height and diameter of pillars at different laser power 

 

Fig. 2. A three-layer grid on the substrate is used for stabilizing the 
connection to the support structure 
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Fig. 3. Height and diameter of pillars at different exposure times 

The exposure time of a single spot weld has a large impact 
on the pillar geometry. For the height, as well as for the 
diameter longer exposure means higher values (fig. 3). The 
standard deviation is low for almost all exposure times. 
Therefore, the adjustment of the exposure time is a suitable 
method for a specific adjustment of the characteristics of the 
support structure. The curve in the left diagram can be 
explained by observing the melting process. During the 
deposition of a single spot, the gap between nozzle and pillar 
head decreases. For the first 0.2 seconds, this process is rapid. 
Afterwards the growth is slowing down due to the fact, that 
the focal point of the coaxial powder feeding is not in the 
melting pool anymore. This explains the lower inclining of 
the curve for values above 0.2 s. 

In all experiments described above, the nozzle moves 5 
mm upwards. One can see, that the resulting pillar is higher 
than this value. To still be able to set the desired height, a 
connection between axis movement and pillar height must be 
made. The connection varies depending on the chosen 
parameters. For the exposure times 0.25 s and 1 s, this curve 
is shown in fig. 4. With this diagram the needed axis 
movement can be read off easily for different pillar heights. 
For very high pillars, the deviation between axis movement 
and pillar height becomes constant. Using the findings from 
fig. 3 and 4, it is possible to adjust height and thickness of a 
support structure precisely. Weighing of the samples shows, 
that the degree of material utilization is 8-9 % for building the 
support structure. 

 

Fig. 4. Correlation between axis movement and pillar height for different 
exposure times 

Table 1. The height of the support influence zone for different exposure times 
and pillar distances (layer height 0.3 mm, laser power 112.5 W, powder feed 
rate 4.8 g/min) 

No. Exposure time (s) Pillar distance (mm) SIZ 

1. 0.25 1.5 5 
2. 0.25 2.0 6 
3. 0.25 2.5 8 
4. 0.25 3.0 11 
5. 0.25 3.5 15 
6. 0.25 4.0 23 
7. 0.25 4.5 23 
8. 1 1.5 1 
9. 1 2.0 3 
10. 1 2.5 8 
11. 1 3.0 10 
12. 1 3.5 13 
13. 1 4.0 15 
14. 1 4.5 19 

3.2. Connecting pillars to the component 

For the examination of the transition between the support 
structure and the component, lines of parallel pillars were 
placed on the substrate. On top, welding lines are stacked for 
building a wall. The distance between the pillars and the 
exposure time are varied. The results differ in the number of 
welding lines, that are deposited, until there is a continuous 
weld seam without any irregularities caused by the gaps 
between the pillars. In the following, this number is called 
support influence zone (SIZ). The results are listed in table 1. 

The results can be divided into three categories. For 
components with SIZ ≤ 3 there is a clear boundary between 
support structure and component (fig. 5a). For SIZ from 4 to 
14 there is an area, where short sections of weld seams form 
ball-like shapes over each pillar (fig. 5b). The third category 
is for SIZ > 14, where the notches between the pillars cause 
the failure of the process (fig. 5c). 
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Fig. 5. (a) exposure time 1 s, pillar distance 1.5 mm; (b) exposure time 0.25 s, 
pillar distance 2.5 mm (c) exposure time 0.25 s, pillar distance 4.0 mm; (d) 

surface on pillar array 

When transferring to the two-dimensional case, the layers 
of the component are put on a rectangular array of pillars. For 
the best parameter combination – short pillar distances and 
long exposure times – the pillar array cannot be built up 
correctly due to tangential contacts between the pillars. For 
this reason, only the upper 1 mm of the pillars is processed 
with the long exposure time of 1 s; below this, the pillar layers 
are exposed for 0.25 s. With this technique and a pillar 
distance of 1.5 mm it is possible to create components with 
SIZ = 2 (fig. 5d). 

3.3. Design concepts 

For complex components, two different types of surfaces 
have to be supported: The first layer of the component always 
needs support structure below it (e.g. in fig. 5d). In the 
following, this surface is defined as base area. The second 
type of areas are overhanging lateral areas. These are the 
surfaces, that grow at the side of a component when stacking 
the layers. Three different pillar-based support structure 
designs are evaluated for supporting surfaces with different 
overhanging angles. The surface angle β shall be defined as 
the angle between the surface normal vector and the 
horizontal plane. Pillar-based support structures are necessary 
for surface angles from ≥ 40°. The first concept is already 
shown in chapter 3.2 for a surface angle of 90°. As 
demonstrated in fig. 6a, also for lower surface angle the 
perpendicular pillars can be used as support. Support 
structures have a simple motion sequence, so the complete 
program can be generated from the surface points alone. A 
disadvantage of this concept is, that the stepped profile of the 

different sized pillars supporting a surface with small β is 
transferred to the components surface. 

For reducing this effect, a second concept is developed. 
Thereby pillars are tilted for keeping them parallel to the 
surface normal (fig. 6b). The use of those pillars for 
supporting surfaces is limited to surfaces with β ≥ 60° . 
Otherwise the melt flows between the pillars. The use of tilted 
pillars for base areas is not possible due to the fact, that the 
laser beam exposes the lateral surface of the pillars, which 
leads to their melting. For the lateral areas of the component, 
this problem does not exist due to the exposure strategy, so 
almost stepless surfaces can be generated for β ≥ 60°. 

Fig. 6. (a) concept 1: perpendicular pillars; (b) concept 2: tilted pillars; (c) 
concept 3: pillars parallel to surface 

A third concept takes advantage of the fact, that pillars can 
be tilted further than surfaces. The tilted pillars are fixed at 
both ends to vertical pillars. The surface of the component is 
built up on the lateral area of the pillars (fig. 6c). The use of 
this concept leads to fast processes with easy removal of the 
component from the support structure. In this case the tilted 
pillars become a part of the component. The range of 
application of this concept is limited to β from 40° to 50°. 
Higher angles lead to high process fluctuations in the tilting 
angle of the pillars, lower ones cause a collision between 
nozzle and pillars. Fig. 7 gives an overview; which concept 
can be used for each particular overhanging surface. 
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Fig. 7. Recommended use of concepts 1-3 (C1-C3) for different overhanging 
angles and different surface types 

Fig. 8. (a) supported cavity; (b) schematic sectional view of the bridge-
structure cavity support 

3.4. Combining pillars 

To reduce material costs and process time, different 
approaches were adopted to combine pillars to a lattice 
structure. Experiments, where more than one pillar is set on 
the top of the pillar below, failed. Although the tree-formed 
support structures are built up correctly, the links break up, 
when trying to deposit the component on top of them. This 
happens due to thermal stresses. Mostly the last deposited link 
breaks up first, so we can assume, that pillars must not be set 
too close to each other for preventing mutual interferences. 
This cannot be achieved by placing them on the small tops of 
the lower pillar, but by tilting the lower pillar and placing 
them on lateral surface. With adding a second counter-tilted 
pillar and connecting both tops, a bridge-structure is 
generated. 

Another application for bridge-structures is the support of 
inside surfaces (fig. 8a). The big advantage of these structures 
is a lateral entry to cavities, which avoids placing them on the 
surface area below. Due to the maximum pillar tilting angle 
and the fact, that tilted pillars cannot be used for supporting 
base areas, there is a minimum cavity height ℎ𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 , which is 

needed for support. It can be calculated by the geometry of 
the construction (see fig. 8b): 

ℎ𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 = ℎ𝑣𝑣𝑣𝑣 + 𝑏𝑏𝑏𝑏
2∙𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑚𝑚𝑚𝑚 (𝛼𝛼𝛼𝛼𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚)

+ ∆𝑠𝑠𝑠𝑠                                              (1) 

αmax is the maximum tilting angle, 𝑏𝑏𝑏𝑏 is the cavity width, 
ℎ𝑣𝑣𝑣𝑣 is the height of the vertical pillar section, which should be 
≥ 5 mm. ∆𝑠𝑠𝑠𝑠 is a safety factor to avoid welded joints between 
the tilted pillars and the lower edge of the cavity. It should be 
at least two times the pillar diameter. 

4. Conclusion 

There is no single best support method or set of parameters 
that fits for every support application. Instead the chosen 
parameters depend on the desired component properties. This 
paper presents a suitable compromise between the competing 
objectives of stability, surface quality and process time. It is 
most useful to adjust the exposure time parameter to adapt to 
the pillar properties. 

It is successfully shown that pillar-based support structures 
can be used for creating components with large overhangs. 
This allows creating any geometry with a 3-axis LMD system. 
Any base area as well as large overhanging sides can be 
supported by perpendicular pillars. Sides with overhanging 
angles greater than 60° can be supported by tilted pillars for 
achieving less rippled surfaces. Surfaces with overhanging 
angles from 40° to 50° can be supported by pillars that lay 
parallel to the surface. This method requires high precision in 
positioning, but it results in components, which are easy to 
remove from the support structure and have an evenly rippled 
surface.  
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 

Keywords: Assembly; Design method; Family identification

1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

The development of high energy laser sources enables single-pass welds of thick plates up to 30 mm, but often additional materials are needed 
to influence the properties of the weld seams. However, the homogenous distribution of filler materials in form of e.g. electrodes is only possible 
up to 7 mm while the elements are only traceable up to a depth of 14 mm. To overcome this problem a two-step process is used where first the 
edges of the weld partners are coated with the filler material by laser metal deposition (LMD) and afterwards are welded by laser beam. Single-
pass welds with electromagnetic weld pool support of 30 mm thick S355 J2+N-plates with austenitic AISI 316L-coatings were investigated as 
well as the influence of the coatings to the penetration depth of the laser beam without electromagnetic weld pool support in double-sided joints. 
The weld seams were tested by X-ray inspection and cross sections.   
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1. Introduction 

The development of high energy laser sources opens the 
market for new applications due to the fact, that plates with 
higher thicknesses are weldable in a single pass. The 
advantages of the laser like a low heat input, a high welding 
speed combined with little distortion are obvious. However, 
there are two challenges to overcome with this technique and 
its application for thick plates. The first one relates to a process 
instability at slower welding velocity, which is required to 
achieve a full penetration welding with an increasing plates 
thickness at the limited laser power. This results in a higher 
volume of molten material and thus a competition of the 
hydrostatic pressure ph which is dependent on the plate 
thickness h with Laplace pressure pL, which in turn is dependent 
on the surface tension. If the Laplace pressure cannot 
compensate the hydrostatic pressure, this results in drop-out on 
the root side often in combination with melt sagging on the 
upper side [1]. Common approaches are melt pool support 
systems or multi-layer welds. Both are time consuming due to 

necessary preparations, rework or the higher process times.  
 
Nomenclature 
 
B Magnetic field in T  
FL Lorentz force in N 
f Defocussing in mm 
fAC AC-Magnet frequency in Hz 
h Plate thickness in mm  
HAZ Heat affected zone 
HLAW  Hybrid laser-arc welding 
j Electric current density in A∙m-2 

LB Laser beam 
LMD Laser metal deposition 
PAC AC-Magnet power in kW 
PL Laser power in kW 
ph Hydrostatic pressure in Pa 
pL Laplace pressure in Pa 
vs Welding speed in m∙min-1 
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Another, third approach is a non-contact weld pool support 
system based on electromagnetic compensation of the 
hydrostatic pressure. It was developed and investigated by 
Avilov et al. [1] for high power laser welds and further 
investigated by other authors for the hybrid laser-arc welding 
(HLAW) process [2]. This compensation works by utilization 
of an AC-magnet system, which is placed below the specimen 
and generates an oscillating magnetic field B perpendicular to 
the welding direction, that in turn induces the electric current 
density j parallel to the welding direction. The resulting Lorentz 
force FL is directed upwards, contrary to the hydrostatic 
pressure.  

The second challenge, which works as a limiting factor at 
the higher plate thickness is the dilution of the molten material. 
Many applications need filler materials to influence the weld 
seam to a certain purpose. A prominent example for this is the 
usage of filler materials with a higher nickel content for duplex 
stainless steels laser welding to achieve a higher austenite 
fraction [3, 4]. Gook et al. [5] showed, that the maximum depth 
in which the elements of the filler material could be detected is 
14 mm and that the distribution through the depth of the weld 
is uneven for laser hybrid welds, as shown in Fig. 1.  

To overcome this problem different approaches like multi-
layer welds with a filler wire or the usage of nickel foils, that 
were placed between the weld partners were used [3, 7]. For 
15 mm thick duplex plates a two-step process was proposed by 
Straße et al. [8], were in the first step the filler material was 
deposited on the weld partners by laser metal deposition 
(LMD) and those coated edges were welded by laser beam (LB) 
afterwards. In this paper two approaches for 30 mm butt joints, 
single-pass with electromagnetic weld pool support and 
double-sided joints without the magnetic system are 
investigated and compared. For both the above described welds 
a prior coating process by LMD was used. 

2. Experimental setup

The base material was a S355 J2+N structural steel with the
dimensions of 100 mm x 300 mm x 30 mm. As filler material 
an AISI 316L-Si austenitic stainless-steel powder with the 
particle size of 53 µm - 106 µm was used. This material 
combination has no practical applications. It was chosen, 
because of the good distinguishability of both phases in 
microsections and thus to show the effects of both welding 
approaches. For both materials the chemical composition 
according to the manufacturers specifications is shown in 
Table 1. 

Table 1. Chemical composition (wt.-%) of the materials 

The coating of the edges was done by LMD with a five-axis 
Trumpf TruLaser Cell 3000 working station, which is equipped 
with a 16 kW Trumpf TruDisc 16002 Yb:YAG-disc laser with 
the wave length of 1030 nm. For the powder distribution a 
Medicoat Flowmotion Twin powder feeder was used with a 
powder feed rate of 17 m∙min-1. 

The coaxial three-jet nozzle has a working distance of 
16 mm with a powder spot diameter of approx. 3.5 mm and the 
chosen parameters were a laser spot diameter of 2.4 mm, a 
welding velocity of 1.3 m∙min-1 and a laser power of 1.2 kW. 
The coating of the edges has been made as a single layer with 
21 overlapping tracks with a track width of approx. 2.9 mm and 
a stepover of 1.38 mm. 

For the laser welding an IPG YLR-20000 fiber laser with a 
wavelength of 1070 nm, a focus diameter of 0.56 mm and a 
beam parameter product of 11 mm∙mrad was used.  

The HIGHYAG BIMO HP-Laser processing head with a 
focal length of 350 mm was mounted on a 6-axis Kuka-robot. 
The shielding gas (argon) was delivered through a lateral 
shielding gas nozzle. The experimental setups for the coating 
and the laser welding are shown in Fig. 2 and Fig. 3, 
respectively. 

For the single-pass welds the AC-magnetic system was 
installed additionally, with the specimen fixed 2 mm above the 
magnet poles. Here, instead of the robot with the optical head, 
the specimen are fixed on a linear axis is moved over the 
magnetic system. 

Elements  S355 J2+N (wt.-%) AISI 316L-Si (wt.-%) 

C 0.15 0.01 

Si 0.19 2.1 

Mn 1.55 0.4 

P 0.012 0.01 

S 0.003 - 

Cr 0.009 17.3 

Mo - 2.5 

Ni - 12.2 

Fe Bal. Bal. 

Fig. 2 Experimental setup for the edge coating by LMD 

Fig. 1 Element distribution of Ni in length section of laser hybrid welded 
seam [6] 
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All weld seams double-sided as well as single-pass were 
done as butt joints in 1G-position. The welding parameters are 
listed in Table 2. 

Table 2. Welding and AC-magnet parameters  

Single 
pass welds 

Double-sided joints 

Seam weld Root weld 

Welding speed vs in m∙min-1: 0.5  1.6  1.2 

Laser power PL in kW: 18.8 15.6 8.0 

Defocussing f in mm: - 8 - 4 - 4 

Magnet power PAC in kW: 2.4 - - 

Frequency fAC in Hz: 1200 - - 

3. Results and discussion

3.1. Edge coating 

The outer appearance of the deposition layer of the edges 
does not perform any obvious oxidation and looks 
homogenous.  
The cross sections display a low dilution (< 20 %) between 
base material and the filler material, whereas the dilution is 
defined as the ratio of the volume of the coating material to the 
volume of the whole molten material and can be deduced from 
the corresponding areas in the cross sections. Fig. 4 shows a 
part of the cross section. It is visible, that the upper side is even. 
The separation between the single tracks is only possible to be 
recognized by the waviness of the lower section of the coating. 

Both mentioned characteristics of the deposited layer, the 
even upper side as well as the low dilution, are advantageous. 
The edge evenness is a necessary condition for the following 
laser welding process for which a technical zero gap is 
preferred. The thickness of the coating is approx. 0.5 mm and 
thus sufficient to produce a laser weld within the coated 
material. In combination with the low dilution, this enables 
defined weld properties due to a known composition of the 
filler material, as well as a good connectivity between the base 
metal and the coating.  

3.2. Double-sided joints 

The two passes of the double-sided joints showed a good 
outer appearance with no visible defects. For both passes cross 
sections were made, to allow an inside impression of the weld’s 
quality (cf. Fig. 5). Those showed solidification cracks and 
pores for both layers. The formation of hot cracks was 
investigated by different authors [9-11] and is influenced by a 
combination of the alloy composition and the welding 
conditions. The counter pass was done as a partial penetration 
weld and due to the high cooling rates typical for laser welding 
the degassing was hindered, which also results in pores and is 
a known problem for this type of weld seams [12]. 
Additionally, due to their crystal lattice and thus a lower 
dissolving ability for low melting elements austenitic stainless 
steels have a higher susceptibility for hot cracks than mild 
steels, so cracks were to be expected, but they were not under 
investigation and thus no efforts were made to prevent them 
[13].  

a b 

Unexpected was the high penetration depth of the first pass. 
Initially, a welding depth of slightly over half of the material 
thickness was aspired. With 23.6 mm for the coated edges this 
value was far higher than expected (< 20 mm [14]) and more 
than three quarters of the material thickness. This condition can 

Fig. 4 Cross section of buttered edge 

Fig. 5 Cross sections of double-sides joints (a) after the first pass; (b) 
after the counter pass 

Fig. 3 Experimental setup for the laser welding of the double-sided joints 
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Another, third approach is a non-contact weld pool support 
system based on electromagnetic compensation of the 
hydrostatic pressure. It was developed and investigated by 
Avilov et al. [1] for high power laser welds and further 
investigated by other authors for the hybrid laser-arc welding 
(HLAW) process [2]. This compensation works by utilization 
of an AC-magnet system, which is placed below the specimen 
and generates an oscillating magnetic field B perpendicular to 
the welding direction, that in turn induces the electric current 
density j parallel to the welding direction. The resulting Lorentz 
force FL is directed upwards, contrary to the hydrostatic 
pressure.  

The second challenge, which works as a limiting factor at 
the higher plate thickness is the dilution of the molten material. 
Many applications need filler materials to influence the weld 
seam to a certain purpose. A prominent example for this is the 
usage of filler materials with a higher nickel content for duplex 
stainless steels laser welding to achieve a higher austenite 
fraction [3, 4]. Gook et al. [5] showed, that the maximum depth 
in which the elements of the filler material could be detected is 
14 mm and that the distribution through the depth of the weld 
is uneven for laser hybrid welds, as shown in Fig. 1.  

To overcome this problem different approaches like multi-
layer welds with a filler wire or the usage of nickel foils, that 
were placed between the weld partners were used [3, 7]. For 
15 mm thick duplex plates a two-step process was proposed by 
Straße et al. [8], were in the first step the filler material was 
deposited on the weld partners by laser metal deposition 
(LMD) and those coated edges were welded by laser beam (LB) 
afterwards. In this paper two approaches for 30 mm butt joints, 
single-pass with electromagnetic weld pool support and 
double-sided joints without the magnetic system are 
investigated and compared. For both the above described welds 
a prior coating process by LMD was used. 

2. Experimental setup

The base material was a S355 J2+N structural steel with the
dimensions of 100 mm x 300 mm x 30 mm. As filler material 
an AISI 316L-Si austenitic stainless-steel powder with the 
particle size of 53 µm - 106 µm was used. This material 
combination has no practical applications. It was chosen, 
because of the good distinguishability of both phases in 
microsections and thus to show the effects of both welding 
approaches. For both materials the chemical composition 
according to the manufacturers specifications is shown in 
Table 1. 

Table 1. Chemical composition (wt.-%) of the materials 

The coating of the edges was done by LMD with a five-axis 
Trumpf TruLaser Cell 3000 working station, which is equipped 
with a 16 kW Trumpf TruDisc 16002 Yb:YAG-disc laser with 
the wave length of 1030 nm. For the powder distribution a 
Medicoat Flowmotion Twin powder feeder was used with a 
powder feed rate of 17 m∙min-1. 

The coaxial three-jet nozzle has a working distance of 
16 mm with a powder spot diameter of approx. 3.5 mm and the 
chosen parameters were a laser spot diameter of 2.4 mm, a 
welding velocity of 1.3 m∙min-1 and a laser power of 1.2 kW. 
The coating of the edges has been made as a single layer with 
21 overlapping tracks with a track width of approx. 2.9 mm and 
a stepover of 1.38 mm. 

For the laser welding an IPG YLR-20000 fiber laser with a 
wavelength of 1070 nm, a focus diameter of 0.56 mm and a 
beam parameter product of 11 mm∙mrad was used.  

The HIGHYAG BIMO HP-Laser processing head with a 
focal length of 350 mm was mounted on a 6-axis Kuka-robot. 
The shielding gas (argon) was delivered through a lateral 
shielding gas nozzle. The experimental setups for the coating 
and the laser welding are shown in Fig. 2 and Fig. 3, 
respectively. 

For the single-pass welds the AC-magnetic system was 
installed additionally, with the specimen fixed 2 mm above the 
magnet poles. Here, instead of the robot with the optical head, 
the specimen are fixed on a linear axis is moved over the 
magnetic system. 

Elements  S355 J2+N (wt.-%) AISI 316L-Si (wt.-%) 

C 0.15 0.01 

Si 0.19 2.1 

Mn 1.55 0.4 

P 0.012 0.01 

S 0.003 - 

Cr 0.009 17.3 

Mo - 2.5 

Ni - 12.2 

Fe Bal. Bal. 

Fig. 2 Experimental setup for the edge coating by LMD 

Fig. 1 Element distribution of Ni in length section of laser hybrid welded 
seam [6] 
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All weld seams double-sided as well as single-pass were 
done as butt joints in 1G-position. The welding parameters are 
listed in Table 2. 

Table 2. Welding and AC-magnet parameters  

Single 
pass welds 

Double-sided joints 

Seam weld Root weld 

Welding speed vs in m∙min-1: 0.5  1.6  1.2 

Laser power PL in kW: 18.8 15.6 8.0 

Defocussing f in mm: - 8 - 4 - 4 

Magnet power PAC in kW: 2.4 - - 

Frequency fAC in Hz: 1200 - - 

3. Results and discussion
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The outer appearance of the deposition layer of the edges 
does not perform any obvious oxidation and looks 
homogenous.  
The cross sections display a low dilution (< 20 %) between 
base material and the filler material, whereas the dilution is 
defined as the ratio of the volume of the coating material to the 
volume of the whole molten material and can be deduced from 
the corresponding areas in the cross sections. Fig. 4 shows a 
part of the cross section. It is visible, that the upper side is even. 
The separation between the single tracks is only possible to be 
recognized by the waviness of the lower section of the coating. 

Both mentioned characteristics of the deposited layer, the 
even upper side as well as the low dilution, are advantageous. 
The edge evenness is a necessary condition for the following 
laser welding process for which a technical zero gap is 
preferred. The thickness of the coating is approx. 0.5 mm and 
thus sufficient to produce a laser weld within the coated 
material. In combination with the low dilution, this enables 
defined weld properties due to a known composition of the 
filler material, as well as a good connectivity between the base 
metal and the coating.  

3.2. Double-sided joints 

The two passes of the double-sided joints showed a good 
outer appearance with no visible defects. For both passes cross 
sections were made, to allow an inside impression of the weld’s 
quality (cf. Fig. 5). Those showed solidification cracks and 
pores for both layers. The formation of hot cracks was 
investigated by different authors [9-11] and is influenced by a 
combination of the alloy composition and the welding 
conditions. The counter pass was done as a partial penetration 
weld and due to the high cooling rates typical for laser welding 
the degassing was hindered, which also results in pores and is 
a known problem for this type of weld seams [12]. 
Additionally, due to their crystal lattice and thus a lower 
dissolving ability for low melting elements austenitic stainless 
steels have a higher susceptibility for hot cracks than mild 
steels, so cracks were to be expected, but they were not under 
investigation and thus no efforts were made to prevent them 
[13].  
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Unexpected was the high penetration depth of the first pass. 
Initially, a welding depth of slightly over half of the material 
thickness was aspired. With 23.6 mm for the coated edges this 
value was far higher than expected (< 20 mm [14]) and more 
than three quarters of the material thickness. This condition can 

Fig. 4 Cross section of buttered edge 

Fig. 5 Cross sections of double-sides joints (a) after the first pass; (b) 
after the counter pass 

Fig. 3 Experimental setup for the laser welding of the double-sided joints 
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be explained with the geometry of the coatings. Even though 
they were quite even, due to the overlapping between single 
tracks a slight waviness was still evident und thus a wider gap 
between the valleys of coatings, which allowed for an 
unhindered passage of the laser beam. The influence of the 
edge roughness on the penetration depth was also investigated 
by Sokolov et al. [15] and they confirmed, that a certain 
roughness as well as a slight increase of the air gap have a 
positive influence on the penetration depth as well as the weld 
quality. 

This was the reason for an adjustment of the welding 
parameters to a significant reduction of the laser power for the 
counter pass. Still the penetration depth was 13.4 mm which 
resulted in the overlap of approx. 7 mm. 

With its slim shape the appearance of the weld seam is 
typical for laser welds. The low heat input as well as the 
welding speed allow for only a small volume of molten 
material. The waviness of the fusion line at the transition to the 
heat affected zone (HAZ) indicates, that the laser beam only 
reached the coated areas, as intended to realize known 
properties in the weld seam, as discussed above. 

3.3. Single-pass welds with electromagnetic weld pool 
support 

The single-pass welds also showed a good outer appearance 
without any visible defects. The cross section is depicted in 
Fig. 6 and indicates a well-formed weld seam without visible 
defects apart from a small pore. According to 
EN ISO 131919-01 the root quality is sorted to the highest 
evaluation group B. 

The x-ray analysis of the weld seams confirmed that no 
defects except in the starting and ending region were detected. 
Those areas are known for defects due a stabilization phase in 
the beginning and the collapse of the keyhole in the end. 
Usually this problem is solved by the usage of run-on or run-

off tabs, respectively. Fig.7 shows the x-ray images with the 
defects highlighted by black circles. 

In comparison to the double-sided joints the single-pass 
welds are wider, with no rest coatings visible. Also, the heat 
affected zone appears more prominent. This increase of volume 
of the molten material and the HAZ was to a small part due to 
the higher laser power of 18.8 kW, but the main reason was the 
far lower welding speed of 0.5 m ∙ min-1. Without the 
electromagnetic support systems such low velocities would 
result in dropouts in the root region.  

The wider weld seam resulted in a melting of not only the 
coating but the base material as well. This leads to a change in 
the composition of the weld seam alloy and thus in a probable 
change of the properties. To avoid this there are two possible 
solutions: For one the application of thicker LMD coatings with 
changed parameters or multiple layers. Another solution is an 
adjusted element distribution in the powder composition, that 
reacts to the changed volume of molten material and thus 
results in the initial aspired properties of the weld seam. 

4. Conclusions

The presented two-step process, where the filler material is
deposited to the edges of the weld partners by LMD in the first 
step, prior to the laser beam process as a second step, is a 
solution to realize a homogenous distribution of the filler 
material in the weld seam for thick plates. 

The double- sided joints showed slim weld seams with a rest 
coating visible and thus a known element distribution in the 
molten material but having imperfections like hot cracks and 
pores. 

The single-pass welds with electromagnetic weld pool 
support allowed for a slower welding velocity. Except for the 
starting and ending regions, those weld seams were defect free. 
The weld seams as well as the HAZ were wider due to the 
higher heat input and all the coating was molten as well as parts 
of the base material. As a result, the element distribution 
changed. The knowledge of the geometry and volume of the 
weld seams enables to adapt the coatings element composition 
and thus realize the aspired properties in the weld seam. 
Alternatively, thicker coatings realize the same goal. 
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be explained with the geometry of the coatings. Even though 
they were quite even, due to the overlapping between single 
tracks a slight waviness was still evident und thus a wider gap 
between the valleys of coatings, which allowed for an 
unhindered passage of the laser beam. The influence of the 
edge roughness on the penetration depth was also investigated 
by Sokolov et al. [15] and they confirmed, that a certain 
roughness as well as a slight increase of the air gap have a 
positive influence on the penetration depth as well as the weld 
quality. 

This was the reason for an adjustment of the welding 
parameters to a significant reduction of the laser power for the 
counter pass. Still the penetration depth was 13.4 mm which 
resulted in the overlap of approx. 7 mm. 

With its slim shape the appearance of the weld seam is 
typical for laser welds. The low heat input as well as the 
welding speed allow for only a small volume of molten 
material. The waviness of the fusion line at the transition to the 
heat affected zone (HAZ) indicates, that the laser beam only 
reached the coated areas, as intended to realize known 
properties in the weld seam, as discussed above. 

3.3. Single-pass welds with electromagnetic weld pool 
support 

The single-pass welds also showed a good outer appearance 
without any visible defects. The cross section is depicted in 
Fig. 6 and indicates a well-formed weld seam without visible 
defects apart from a small pore. According to 
EN ISO 131919-01 the root quality is sorted to the highest 
evaluation group B. 

The x-ray analysis of the weld seams confirmed that no 
defects except in the starting and ending region were detected. 
Those areas are known for defects due a stabilization phase in 
the beginning and the collapse of the keyhole in the end. 
Usually this problem is solved by the usage of run-on or run-

off tabs, respectively. Fig.7 shows the x-ray images with the 
defects highlighted by black circles. 

In comparison to the double-sided joints the single-pass 
welds are wider, with no rest coatings visible. Also, the heat 
affected zone appears more prominent. This increase of volume 
of the molten material and the HAZ was to a small part due to 
the higher laser power of 18.8 kW, but the main reason was the 
far lower welding speed of 0.5 m ∙ min-1. Without the 
electromagnetic support systems such low velocities would 
result in dropouts in the root region.  

The wider weld seam resulted in a melting of not only the 
coating but the base material as well. This leads to a change in 
the composition of the weld seam alloy and thus in a probable 
change of the properties. To avoid this there are two possible 
solutions: For one the application of thicker LMD coatings with 
changed parameters or multiple layers. Another solution is an 
adjusted element distribution in the powder composition, that 
reacts to the changed volume of molten material and thus 
results in the initial aspired properties of the weld seam. 

4. Conclusions

The presented two-step process, where the filler material is
deposited to the edges of the weld partners by LMD in the first 
step, prior to the laser beam process as a second step, is a 
solution to realize a homogenous distribution of the filler 
material in the weld seam for thick plates. 

The double- sided joints showed slim weld seams with a rest 
coating visible and thus a known element distribution in the 
molten material but having imperfections like hot cracks and 
pores. 

The single-pass welds with electromagnetic weld pool 
support allowed for a slower welding velocity. Except for the 
starting and ending regions, those weld seams were defect free. 
The weld seams as well as the HAZ were wider due to the 
higher heat input and all the coating was molten as well as parts 
of the base material. As a result, the element distribution 
changed. The knowledge of the geometry and volume of the 
weld seams enables to adapt the coatings element composition 
and thus realize the aspired properties in the weld seam. 
Alternatively, thicker coatings realize the same goal. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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1. Introduction 

Until now, the most common method for manufacturing 
large-sized machinery parts is the cast billets production 
technology. They are obtained by casting in sand molds, by 
centrifugal casting in chill molds, and also by investment 
casting with subsequent time-consuming machining that can 
remove up to 90% of costly material [1]. With an increase in 
the accuracy of casting, the volume and cost of subsequent 
machining decreases, but the costs of producing high-
precision castings increase proportionally [2]. The issue of 
cost reduction is especially relevant in high-tech industries 
such as aircraft, shipbuilding, engine design, etc [3,4,5]. 
Additive technologies are replacing the conventional 
manufacturing methods of joining, casting and milling with 
decreasing of parts cost. According to experts from The Ulsan 

Creative Economy Innovation Center (part of Hyundai Heavy 
Industries) the replacement of traditional manufacturing 
techniques for 165 components of marine engineering with 
additive manufacturing technologies will save $ 1.8 billion 
annually [6]. 

The main development’s trend of additive technology is 
increasing productivity while maintaining required quality of 
manufactured products. Direct laser deposition is able to 
satisfy this requirement [7]. Direct laser deposition (DLD, and 
also known as direct metal deposition – DMD and laser metal 
deposition - LMD) is the most advanced technology for 
introducing of large-sized additive manufactured metal 
products into many industrial areas of mechanical 
engineering. DLD makes it possible to create parts of 
complex shape and design in one technological stage without 
the use of additional equipment [8,9].  
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1. Introduction 

Until now, the most common method for manufacturing 
large-sized machinery parts is the cast billets production 
technology. They are obtained by casting in sand molds, by 
centrifugal casting in chill molds, and also by investment 
casting with subsequent time-consuming machining that can 
remove up to 90% of costly material [1]. With an increase in 
the accuracy of casting, the volume and cost of subsequent 
machining decreases, but the costs of producing high-
precision castings increase proportionally [2]. The issue of 
cost reduction is especially relevant in high-tech industries 
such as aircraft, shipbuilding, engine design, etc [3,4,5]. 
Additive technologies are replacing the conventional 
manufacturing methods of joining, casting and milling with 
decreasing of parts cost. According to experts from The Ulsan 

Creative Economy Innovation Center (part of Hyundai Heavy 
Industries) the replacement of traditional manufacturing 
techniques for 165 components of marine engineering with 
additive manufacturing technologies will save $ 1.8 billion 
annually [6]. 

The main development’s trend of additive technology is 
increasing productivity while maintaining required quality of 
manufactured products. Direct laser deposition is able to 
satisfy this requirement [7]. Direct laser deposition (DLD, and 
also known as direct metal deposition – DMD and laser metal 
deposition - LMD) is the most advanced technology for 
introducing of large-sized additive manufactured metal 
products into many industrial areas of mechanical 
engineering. DLD makes it possible to create parts of 
complex shape and design in one technological stage without 
the use of additional equipment [8,9].  
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The digitalization of production leads to material, time, and 
cost outgoings to be reduced. Full automation process allows 
rejecting staff intervention to the process and prevent defects 
due to lack of its qualifications. That benefits lead to 
increasing of process efficiency by 10 times and reduces the 
cost of manufacturing parts by 3 - 5 times. The productivity of 
process for real products reaches 1.5 - 2.5 kg/h for 
engineering alloys based on Fe, Co, Ni, Ti and Cu. The 
typical material utilization rate for large-sized parts is 0.7-0.9. 
[10,11]. 

The development of computing technology, the increase in 
computing power and the emergence of new production 
technologies leads to changes in approaches to the design of 
structures. At the forefront is the problem of designing 
structures under specified quality criteria. This extends the 
space of using mathematical computational methods during 
creating new designs and products [12].  

Using computer technology, the developer gets a computer 
model of the product that satisfies all specified operational 
and technological limitations. At the same time, both 
traditional engineering and optimization calculations are 
carried out. The concept formation of the part is carried out 
using optimization technologies, in particular, topological 
optimization [13]. Additive technologies as a new class of 
manufacturing technologies can help reveal the full potential 
of topological optimization applicability in real parts. 

This paper presents authors experience over 3 years of 
R&D projects with further integration to manufacturing plants 
of marine machinery parts. 

2. Approaches to design 

2.1. Distortion prediction and compensation in DLD. 

Laser as a concentrated heat source generates a non-
uniform temperature field during the build-up of the part. The 
sharp temperature gradient near the deposited layer causes a 
non-uniform thermal expansion of the material. Since the 
adjacent colder metal has a high rigidity the transient 
compressive longitudinal stress and the plastic strain appear in 
a heated area [14,15]. The redistribution of the thermal strain 
during the cooling leads to the compressive stresses are 
replaced by tensile stresses and the compressive transient 
plastic strain is partially compensated by the tensile plastic 
strains. The pattern of residual stresses and distortions 
depends on part geometry, process parameters, material 
thermophysical and mechanical properties.  

To mitigate residual distortion of built-up parts the 
different approaches have been proposed. It is shown [16,17] 
that the level of distortion can be reduced by the development 
of optimal process parameters or by the use of different 
toolpath planning strategies. The well-known approaches 
widely used in welding can be adopted for DLD. For 
example, welding alternatively on either side of the double V-
joint is preferable. The application of this approach in DLD is 
shown in figure 1. If the part №1 will be completely deposited 
the cylinder will bend. The subsequent deposition of the part 
№2 partially compensates distortion. The best practice is 

build-up of both components alternatively layer-by-layer on 
either side. 

a                                  b                              c 

d 
Fig. 1. Schematic of the part (a); one part build-up first (b); 

alternating build-up (c); built-up product (d). 

Required dimensional accuracy of the fabricated part can 
be ensured by compensation of distortions [18]. To 
compensate deformations, initial geometry should be pre-
distorted. To do this required the final shape of the part 
manufactured using the original model. The distortion 
compensation consists of inverting the deformations predicted 
by FE simulation followed by modifying the original model. 

The distortion compensation approach was applied to the 
hemisphere (figure 2). The simulation of the build-up process 
for the initial CAD model has been performed using the finite 
element method. The 4-node axisymmetric elements were 
employed in 2D model. Deposition of material during DLD 
was simulated using the so-called element birth technique. 
The passes geometry was simplified as a cuboid. The obtained 
distorted shape of the built-up part is shown in figure 3. It is 
seen that shrinkage of the bulky flange leads to the reduction 
of the radius by 4 mm near the top of the hemisphere. Radius 
of curvature in this area is also significantly changed. The 
flange has a significant deviation from the horizontal axis. In 
order to obtained part of the required shape and size, the 
initial CAD model was modified by applying inverted 
deformations. Comparison of the fabricated part with the 
initial CAD model is shown a satisfactory agreement. 

a b 
Fig. 2. Schematic of the part (a) and fabricated part (b). 
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Fig. 3. Simulated radial and axial displacement field during the fabrication of 
the part using initial CAD model. 

2.2. Topological optimization of parts produced via DLD.  

As result of topological optimization application in 
production with help of LMD, the experience of designing 
and manufacturing of vessel propeller is presented. 

The problem of topological optimization, from the point of 
view of rigidity, is to find the optimal distribution of the 
material in a given region at given loads. From the condition 
of stationary total energy of the body in equilibrium state in 
the possible displacements form principle, minimization of 
external forces work will correspond to maximization of body 
rigidity [19]. 

𝐴𝐴𝐴𝐴𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒(𝛿𝛿𝛿𝛿𝛿𝛿𝛿𝛿) = δ𝑊𝑊𝑊𝑊�𝜀𝜀𝜀𝜀(𝛿𝛿𝛿𝛿)� ,                                                  (1) 
 

where A – internal force work, u – displacement, W – 
potential energy, ε – deformation. 

In this case, regions are divided into subdomains of the 
optimization space and fixed subdomains in which 
optimization is not performed. 

Deformations in the body will be considered quite small, 
and the volume and surface of the body in the deformed state 
will be identified by its volume and surface in the undeformed 
state.  

In the process of solving the topological optimization task, 
for each point of the body, it must be determined whether 
there is a material in it or not. In the presence of material, the 
elastic modulus at a point is E = E0. In the absence of material 
E = 0. Thus, the design variables are the elastic properties of 
the material at each point. Their number is infinite, and they 
change discretely. The finite element formulation allows us to 
reduce an infinite number of design variables to a finite 
number. Further, to apply the methods of mathematical 
programming, it is necessary to transform the discrete 
variation of material properties in each finite element to 
continuous variation. The most popular method is Solid 
Isotropic Material with Penalization (SIMP) [20], which 
assumes the presence of an isotropic material at each point of 
the body, the elastic properties of which are described by a 
simple relation: 

 
𝐸𝐸𝐸𝐸(𝑥𝑥𝑥𝑥) = 𝜌𝜌𝜌𝜌(𝑥𝑥𝑥𝑥)𝑝𝑝𝑝𝑝𝐸𝐸𝐸𝐸0 ,                                                                          (2) 

where ρ is the fictitious density (0 <ρ <1); p is the penalty 
factor. Thus, if ρ = 0, then the elastic properties are also 
zeroed, which indicates the absence of material. If ρ = 1, the 
elastic properties at the point coincide with the original 
properties. This method works with isotropic material, and it 
is accepted as the main method for parameterizing material 
properties. 

To carry out topological optimization of the screw, its 
finite element model was developed. Since the geometry of 
the structure is quite complex, a high-precision ten-nodal 
tetrahedral element was chosen as the main type of the finite 
element [21], designed to solve various problems of 
deformable solid mechanics when considering solid-state 
systems. It is built on a quadratic approximation of 
displacements and has three degrees of freedom in each node 
(displacements in the direction of the X, Y, Z axes of the 
nodal coordinate system). 

Optimization calculations were performed separately for 
the propeller blade and for its hub. When optimizing a rotor 
blade, it is assumed that the hub is rigidly fixed and, due to 
the cyclic geometry and external load, optimization of only 
one blade is considered. When optimizing the screw hub, a 
complete model is considered, which includes all four blades 
and the hub itself. Given the accepted system of assumptions, 
a geometric model suitable for the correct description of finite 
element method by mathematical models is shown in Figure 
4a, 4b. 

In order to improve the accuracy of the optimization 
results, restrictions were adopted on the maximum size of the 
finite element inside the optimized hub region - 4 mm, for the 
blade cavity - 2 mm. So the total number of finite elements in 
the blade model was 332727 pcs, and in the hub model - 
1133166 pcs. The results of solving topological optimization 
task of propeller separately for the blade and hub are shown in 
Figures 4c, 4d. 

The reduction in mass of the blade was 16% relative to its 
original mass, and 30% for the hub. That allows reducing the 
weight of the entire propeller by 26%. 

Due to the conventionality of calculation methods for 
assessing the strength characteristics of propellers, using a 
static distribution of rated pressure, the parameters of the 
stress-strain state of the optimized version of the propeller 
were estimated by comparing its stress state with the initial 
cast version of the solid unit. The von Mises equivalent stress 
fields in the original and optimized version of the propeller 
were calculated. It was found that both the character and the 
general level of the stress-strain state remained practically 
unchanged. In the optimized version, the maximum stresses 
are localized on blades’ surface near the connection with the 
hub and increased from 29.3 MPa to 40.7 MPa, i.e. increased 
by 39%. Thus, we can conclude that propeller with optimized 
structure has reliability characteristics close to the original 
solid version. 

Figure 4e, 4f, show the manufacturing of hub and blades 
via DLD. Figure 4g. 4h show built-up propeller before and 
after CNC-machining and manual polishing. 

After all producing stages the propeller was weighted. The 
weight test showed that the mass is finished product is 105 kg. 
It is 20% less than original cast design.  
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Detailed description of design analysis, optimization 
procedure, properties after optimization and production 
process are presented in [22]. 

  
a b 

  
c d 

  
e f 

 
g 

 
h 

Fig. 4. Stages of topological optimization and manufacturing of vessel 
propeller.  

3. Mechanical properties of DLD of as deposited and heat 
treated products 

Materials used in shipbuilding must have a complex of 
properties ensuring stable operation at low temperatures. In 
the manufacturing of products using direct laser deposition 
technology anisotropy in the structure, and consequently, the 
properties can be observed in materials. This situation is 
observed in steels of different classes. This leads to the fact 
that in the transverse direction plasticity and toughness may 
be 2-4 times lower in comparison with the longitudinal 
direction (direction of deposition). In addition, most alloys 
require heat treatment (HT) to obtain the expected strength 
and plastic characteristics. Thus, a complete heat treatment is 
required, which includes homogenization to obtain an 
isotropic structure and quenching with tempering or aging to 
obtain the specified mechanical characteristics. Maintenance 
parameters such as temperature, shutter speed, cooling mode, 
number of steps are individual for each alloy and require 
experimental testing. The HT modes from classical 
metallurgy could be used, but the exposure time and 
temperature are likely to be different. It is established that the 
nickel alloy Inconel 625 and titanium alloy TL5 (RU) in the 
initial state (just after the DLD) have mechanical properties 
that are not inferior to these alloys in the state of rolled or 
heat-treated cast. But this is exactly the exception to the rule, 
which should not be guided. In order to obtain products with 
the required performance characteristics it is worth initiating 
the development of a heat treatment process after the DLD. 
The mechanical properties of as deposited specimens and 
after HT are summarized in table 1. 

Table 1. Mechanical properties after DLD and DLD+HT. 

Materials 
DLD 
/HT 

Yield 
strength, 

MPa 

Ultimate 
strength, 

MPa 
Relative 

elong., % 
Impact 

tough., J 

06Cr15Ni4
-CuMo 

Z 858 1093 7,4 12,5 
X 831 1089 8,5 14,8 

HT 766 832 14,5 28,8 

08MnCu-
NiV 

Z 447 524 7,7 21,3 
X 463 550 18,6 44,2 

HT  417 503 23,5 56,7 
09CrNi2-
MoCu 
[23-25] 

Z 563 626 9,7 29,8 
X 515 686 21 57,5 

HT 585 660 23,2 130 

In 718 
X; Z 339 452 19 63 
HT  1094 1230 16,3 31,5 

In 625 [26] X; Z 479 855 28 - 

Tl5 
Z 742 819 10,5 72,5 
X 750 826 13,8 75,2 

Ti-64 
[27-29] 

X; Z 982 1047 10 27,7 
HT 899 970 10 - 

*Z-transverse and X-longitudinal directions of deposited specimen 

4. Economic efficiency of DLD 

As shown previously, DLD allows manufacturing products 
with specified geometric dimensions and required operational 
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and mechanical characteristics. Technically, it means that this 
method could be applied in fabrication. However, equipment 
and filler materials for DLD are still quite expensive. This fact 
affects the production cost of built-up products. Therefore, to 
assess the feasibility of transition from conventional 
technological process to DLD-process economic aspects must 
be evaluated for each product. The production cost of parts 
manufactured by conventional technologies and DLD-method 
are compared in this section. Comparing parts, methods of 
fabrication and using materials are presented in table 2. 

Table 2. Comparing data for products, produced by different technologies. 
    Standard hours 
 

Material 
Weight, 

kg 
Production 

method 
Conv. 

method DLD 

hemi-
sphere 

high-
strength 

steel 
60 

cutting, 
bending, 
milling, 
welding 

500 98 

propeller 
stainless 

steel 
130 

casing, 
milling 

150 132 

body Ti-alloy 13 casting 76 26 
auger Ti-alloy 1.5 milling 46 2 

Cost of production PC is calculating by equation (3): 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑀𝑀𝑀𝑀𝑃𝑃𝑃𝑃 + 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿,                                                                   (3) 

where MC = cost of material and LIO = outlay of labour 
intensity. LIO consists from: 

𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 = 𝑛𝑛𝑛𝑛 × 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 + 𝑃𝑃𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 + 𝐿𝐿𝐿𝐿𝐼𝐼𝐼𝐼 + 𝐸𝐸𝐸𝐸𝐴𝐴𝐴𝐴 + 𝐸𝐸𝐸𝐸𝑀𝑀𝑀𝑀,                          (4) 

where SH = standard hour, n = amount of standard hours, 
CostSH = cost of standard hour, IT = insurance taxes, EA = 
administrative expense, EM = manufacturing expanse. IT, EA, 
EM are coefficients of CostSH.  

Comparing of production cost for conventional technology 
and DLD is presented in figure 5.  

Fig. 5. Cost of production for conventional manufacturing process and DLD. 
Bottom row – labour intensity outlay, top row – material cost. 

As can be seen in figure 1, the production cost of DLD 
method is lower for the hemisphere and auger by 2.7 and 5.2 
times, respectively. For built-up body, on the contrary, 
production cost is 2 times higher than for conventional 
technology. For the propeller the ratio of production costs is 
equal to 1. 

Let’s consider each indicator for each case more detailed. 
As can be seen in figure 1, material costs for conventional 
manufacturing process are several times lower than for DLD-
method. Comparison of ratio between material cost and 
product weight is presented in table 3. 

Table 3. The ratio between material cost and product weight for different 
technology. 

 Cost of material, €/kg 
 hemisphere propeller body auger 

conventional 
technology 5.0 4.0 1.5 80.0 

DLD 
technology 49.0 33.5 118.0 133.5 

Then let’s consider labour intensity outlays. As can be seen 
in figure 1, labour outlays for DLD-process is lower than for 
conventional methods. Comparison of ratio between labour 
intensity outlays and product weight is presented in table 4. 

Table 4. The ratio between labour intensity outlays and product weight for 
different technology. 

 Labour intensity outlay, €/kg 
 hemisphere propeller body auger 

conventional 
technology 

284.0 57.5 116.0 1253.5 

DLD 
technology 

56.0 43.0 97.5 142.0 

The DLD production cost almost equally consists material 
cost (45% - for iron alloys, 55% - for titanium alloys) and 
labour intensity outlays (55% and 45%, respectively).  

Based on data from figure 5 and tables 2 – 4 can be seen, 
that production cost for conventional technology consists by 
94 – 98% of labour intensity outlays. Moreover, material cost 
is just 2 – 4%. In addition, the material utilization rate in 
various production processes is more important than the cost 
of raw material per kg (steel or titanium alloy). In this case 
material utilization rate increases in further order: auger, 
hemisphere, propeller, body. In a first approximation, material 
utilization rate can be used as a criterion for evaluating the 
feasibility of replacing traditional technology to DLD. Low 
material utilization rate corresponds to prolonged machining. 
As a result, high labour outlays and material losses are 
inherent for the product. For DLD-process the material 
utilization rate tends to 80% and most of oversprayed powder 
can be used again after recycling. Some ways, it allows 
smoothing over the high filling material cost.  

Figure 6 shows efficiency of replacing conventional 
technology by DLD in dependency on material utilization 
rate. 
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Fig. 6. The efficiency of replacing conventional technology by DLD in 
dependency on material utilization rate. 

 
Based on data, presented in figure 6, replacement of parts 

produced with material utilization rate of 75% and higher by 
casting and insignificant machining to DLD-method is not 
reasonable. The economic effect of transition to DLD-process 
increases with increasing of removed material from the billet 
or with increasing technological operations amount.  

5. Conclusions 

The direct laser deposition is an advanced production 
process, which have a big potential of integration many 
machinery industries including shipbuilding. 

The progress in computing technology leads to changes in 
approaches to the design of structures. This extends the space 
of using mathematical computational methods during creating 
new designs and products under specified quality criteria. 
With help of computational technologies for DLD, it is 
possible both to design products of required geometry and to 
create optimized structures of lower weight, ensuring 
operability under loads. 

Subsequent heat treatment is necessary to obtain an 
isotropic structure and sufficient mechanical properties for the 
most of products obtained by DLD from metal materials.  

The economic effect of replacement conventional 
manufacturing processes to DLD-process increases with 
increasing of removed material from the billet or with 
increasing technological operations amount. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 

Keywords: Assembly; Design method; Family identification

1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

The introduction of directionally solidified and single-crystal nickel-based superalloys have led to a higher thermal efficiency of engines by 
allowing for an increase in turbine inlet temperatures from 1000°C to 1400°C. These temperatures however lead to higher thermal stress and 
corrosive environments, resulting in a shorter life span. Previous work has shown the applicability of laser metal deposition (LMD) for the 
regeneration of these high value components, while maintaining primary crystalline orientation of single-crystal high pressure turbine blades. 
However, the processing of these materials by LMD poses several challenges, such as susceptibility to cracking, the formation of misoriented 
grains and low weldability. This paper examines deposition strategies to extend single-crystal height. While a continuous, meandering strategy 
shows the most promising percentage single-crystallinity results, an additional remelting step increases epitaxial deposition height. Apart from 
percentage single-crystallinity and deposition height, this study quantifies the effect of these strategies on cracking and the formation of 
misorientations. 
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1. Introduction 

The optimization of the thermal and propulsive efficiencies 
of modern turbine engines gained importance due to the need 
for a reduction of fuel costs and compliance with environmental 
regulations. A significant amount of fuel and maintenance costs 
can be saved by increasing the efficiency and service interval 
of these engines [1]. Advancements in gas turbine technology 
have enabled higher compression ratios, turbine inlet 
temperatures and combustion that is more efficient. For 
example, a 50 K increase in turbine inlet temperature leads to a 
50 MW increase in power output in a 60 MW engine [2], which 
in turn reduces the amount of CO2 and NOx emitted [3].  

1.1. Nickel-based Superalloys  

The development of directionally solidified (DS) castings 
allowed for the elimination of grain boundaries transverse to 

the loading axis, while single-crystal (SX) investment castings 
eliminated grain boundaries almost completely [4]. This 
allowed for a huge improvement in creep resistance, since grain 
boundaries are sites of damage accumulation and crack 
initiation at high temperatures. In the case of high pressure 
turbine blades, the presence of internal cooling channels and 
additional thermal barrier coatings has further allowed 
components made from Nickel-based superalloys to be used at 
temperatures exceeding their own melting point [5]. While the 
high performance capabilities of such components result in 
longer life spans, the repair of these parts still poses a 
challenge. 

1.2. Laser metal deposition 

Laser metal deposition (LMD), also known as directed 
energy deposition (DED), direct metal deposition (DMD), 
laser-engineered net shape (LENS) or laser metal forming 
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The development of directionally solidified (DS) castings 
allowed for the elimination of grain boundaries transverse to 

the loading axis, while single-crystal (SX) investment castings 
eliminated grain boundaries almost completely [4]. This 
allowed for a huge improvement in creep resistance, since grain 
boundaries are sites of damage accumulation and crack 
initiation at high temperatures. In the case of high pressure 
turbine blades, the presence of internal cooling channels and 
additional thermal barrier coatings has further allowed 
components made from Nickel-based superalloys to be used at 
temperatures exceeding their own melting point [5]. While the 
high performance capabilities of such components result in 
longer life spans, the repair of these parts still poses a 
challenge. 

1.2. Laser metal deposition 

Laser metal deposition (LMD), also known as directed 
energy deposition (DED), direct metal deposition (DMD), 
laser-engineered net shape (LENS) or laser metal forming 
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(LMF) involves the simultaneous deposition of powder 
material and the melting of said powder material by a heat 
source, in this case, a laser. The deposition can occur coaxially 
or laterally in relation to laser beam position. LMD with 3-axis 
or 5-axis manipulation can be used to build 3D structures by 
ensuring deposition occurs parallel to the direction of gravity. 
This enables the deposition of near-net-shape structures onto 
existing parts, the coating of surfaces and even the manufacture 
of functionally graded parts. It has established itself as a robust 
process for the repair of components [6, 7, 8]. In the case of 
turbine blades, when compared to replacing damaged parts 
with new ones, additive repair by laser metal deposition results 
in reduced material costs, reduced energy costs and reduced 
time to manufacture [1]. Microstructurally, the rapid 
solidification rates in the melt pool during the LMD process 
result in small grains [6] with less segregation of alloying 
elements when compared to casting and conventional arc 
welding processes. The process also allows for a high degree 
of control of the heat flow, thereby allowing control over the 
microstructure [1].  

1.3. Challenges in LMD of SX structures 

The use of additive-based process to achieve single-crystal 
microstructure is challenging [8]. The complex chemical 
composition of these alloys cause several secondary phases to 
form in the austenitic ү matrix, which has been proven to 
increase the susceptibility of the material to hot-cracking [4]. 
Many Ni-based superalloys are considered to have low 
weldability due to the rapid precipitation of the strengthening 
phase ү’ [9]. An alloy is considered non-weldable if the total 
Al+Ti content exceeds 4 wt% [10]. In the case of the CMSX-4 
powder material used in this study, the Al+Ti content is 
6.6 wt% (table 1). The high aluminium and titanium content, 
while resulting in high ү’ volume fractions that improve high 
temperature performance, makes repair by conventional fusion 
methods such as welding increasingly difficult [1]. In addition 
to the Ti+Al content, the Cr+Co content offers yet another 
approach to the characterization of weldability of superalloys 
[11]. Both approaches characterize CMSX-4 as non-weldable 
or difficult to weld. Additionally, the columnar dendritic 
microstructure of DS and SX material poses a challenge during 
additive repair. Namely, that this microstructure must be 
reproduced in the material added during repair. Due to these 
challenges, these high-value components have high buy-to-fly 
ratios, high costs and there arises a need for a cost-effective 
repair process. 

 
Gäumann et al. [6] describe one of the first attempts to 

deposit multiple layers of epitaxially oriented CMSX-4. René 
N4 [12] and René N5 [8] have been deposited by DMD, René 
142 by electron beam melting [13] and CMSX-4 by selective 
electron beam melting [14]. Previous work of the authors [15, 
16] has shown the applicability of LMD for the deposition of 
crack-free SX structures with a height of about 1300 µm on 
CMSX-4 and 775 µm on PWA 1426. Rottwinkel et al. [15] also 
presented the use of a remelting step to increase epitaxial 
height. However, the deposition of larger structures of crack-

free, stray-grain-free, epitaxially oriented material remains a 
challenge. 

 
In summary, CMSX-4 is characterized as difficult to weld, 

resulting in material that is highly susceptible to cracking 
during processing. In addition, the columnar dendritic structure 
of these parts poses a challenge with respect to reproducing the 
orientation during additive repair. Balancing these 
requirements with contour fidelity is difficult, as the parameters 
that result in high single-crystallinity and low cracks, do not 
necessarily guarantee an optimal shape. Hence, building parts 
that have the desired geometry (contour fidelity) with the LMD 
process, while considering single-crystallinity, poses a 
challenge.  

 
In order to develop a process to build CMSX-4 deposits that 

are crack-free and have epitaxial orientation, this study 
evaluates the effect of process parameters and strategies on the 
deposition of SX structures. Since, with respect to laser speed 
(mm·min-1), literature varies as to whether a higher [8] or lower 
speed [1, 17] delivers better results, first, the optimal laser 
speed was determined. Subsequently, remelting speed and 
remelting power were determined, as this has been shown to 
increase possible single-crystal height [15]. Based on these 
results, four deposition strategies and two strategies for height 
extension were evaluated in terms of their ability to deposit 
multi-layered, crack-free, single-crystal structures, based on 
their effect on percentage single-crystallinity, the number of 
cracks, microcracks and misorientations in the deposit. 

2. Materials and Methods  

2.1. Process technology and materials 

The laser metal deposition process was carried out using a 
diode laser (LDF 400-650, Laserline GmbH) with a beam 
wavelength of 980 nm and a focus diameter of 800 µm. A 
maximum power of 340 W was available while using two of 
the four available stacks. Powder material was deposited 
coaxially with a powder focus diameter of 2 mm. The Nickel-
based superalloy used in this study was CMSX-4 with a powder 
particle diameter between 25 µm and 45 µm. The substrate 
material had a similar composition to the powder material, as 
is shown in table 1. The angle of primary dendrite orientation 
was between 0° and 5° for the substrate plates and material was 
always deposited on the (001) plane to maintain primary crystal 
orientation. In order to carry out the analysis, the builds were 
cut to visualize the cross-section, embedded, polished, etched 
and micrographs were obtained.   

 
Table 1. Chemical composition of CMSX-4 powder and substrate material (b. 
indicates balance wt%) 

  Ni Cr Co Mo W Ta Re Al Ti Hf 

Powder b.  6.5 9 0.6 6 6.5 3 5.6 1.0 0.1 

Substrate b. 6.6  9.7 0.6 6.4 6.5 2.9  5.6 1.0 0.1  
The process development was carried out as shown in table 2. 

Deposition parameter laser speed was tested first, followed by 
the effect of remelting. Subsequently, deposition strategies and 
remelting parameters were varied.  
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Table 2. Parameters tested during the process development 

Section 2.2 2.3  2.4  
Laser power (W) 190 190 190 

Laser speed (mm·min-1) 90, 150, 200 150 150 
Strategy meander meander 1 to 4 

Remelting power (W) 0 0, 90 100, 140, 180 
Remelting speed (mm·min-1) 0 0, 90 50, 100 

2.2. Deposition parameter: laser speed 

In order to determine the effect of speed on percentage 
single-crystallinity, the formation of cracks and 
misorientations, three speeds were tested: 90 mm·min-1, 
150 mm·min-1 and 200 mm·min-1. The laser speed, in this 
study, refers to the speed at which the process head moves 
across the surface of the work piece. Preliminary work showed 
that a power of 190 W at a feed rate of 1 g·min-1 delivered 
optimal results with this particular setup. Hence, a laser power 
of 190 W with a meander strategy was used, as stated in table 
2. Other parameters such as layer thickness (0.25 mm) and 
deposition width (0.6 mm) were kept constant unless otherwise 
stated.  

2.3. Deposition parameter: remelting 

Rottwinkel et al. [15] showed that an additional remelting 
step involving a single pass of the laser beam allowed for the 
recrystallization of previously misoriented material within a 
track. In order to further quantify this and determine its use for 
the extension of single-crystal height, builds with and without 
remelting were compared, with the remelting power (PR) at 90 
W and the remelting speed (VR) at 90 mm·min-1. Laser power, 
laser speed and strategy were kept constant, as shown in table 
2.  

2.4. Strategies for deposition  

In order to extend single-crystal height, four strategies were 
chosen, as described in table 3. Thin lines indicate a single-pass 
of the laser beam, while thick lines indicate a double-pass. Grey 
lines indicate the ideal geometry of the build. The remelting 
speed (50 mm·min-1, 100 mm·min-1) and remelting power (100 
W, 140 W, 180 W) were varied in order to quantify the effect 
and optimize the remelting process for further experiments, 
resulting in 24 builds with 10 layers each and a dimension of 
approximately 10 mm by 5 mm.  

 
From previous work [15] it is known that the meander 

strategy or single tracks with a shift, perpendicular to the 
direction of beam travel every alternating layer, by half the 
track width allows for material with epitaxial orientation to be 
deposited. 
• Strategy 1: This meander strategy was modified to include 

a double pass on the first and last tracks during deposition 
of every alternating layer beginning with the first. This was 
to aid the horizontal build-up of the walls of the part and 
maintain contour fidelity of the parts in order to avoid a 
contour shown in figure 1. The perpendicular shift was also 
implemented in strategies 1 and 2.  

• Strategy 2: This included an additional double-pass 
remelting step in order to remelt any additional particles or 
agglomerations adhering to the surface of the part. 

• Strategy 3: This involved the meander strategy without a 
shift every alternating layer. This was tested to evaluate 
contour fidelity.  

• Strategy 4: This entailed a 90° rotation in deposition 
direction every alternating layer beginning with the second 
layer, as shown in table 3.  
 

Table 3. Deposition and remelting strategies (- : single pass, - : double pass) 
Strategy Layer Deposition Remelting 

1 

1 

  

2 

  

2 

1 

  

2 

  

3 

1 

  

2 

  

4 

1 

  

2 

  

2.5. Strategies for height extension  

Following the determination of the optimal deposition 
strategy, strategies to double the possible epitaxial height, 
while reducing crack and misorientation formation were tested. 
Gäumann et al. [6] drew important conclusions regarding the 
deposition of SX structures in their work on CMSX-4. These 
were that the laser power should be reduced as this increases 
the temperature gradient and that the temperature of the 
substrate should be as low as possible. Based on this, the 
following strategies for height extension were tested: 
• Waiting time between layers (tw: 0 seconds – 10 seconds) 
• Power reduction every 5 layers (Pred: 0 W – 90 W) 

 
In order to evaluate the effect of parameters and deposition 

strategies, the following factors were quantified (figure 1): 
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• Percentage single-crystallinity (%-SX):  
(single-crystal area) / (total surface area) · 100 

• Height of deposit (HD): measured at three points across the 
cross-section 

• Height difference (Hdiff): Actual height – desired height  
• Number of cracks 
• Number of microcracks 
• Number of misorientations 

 

 

Fig. 1. Cross-sectional micrograph of deposit 
 
Microcracks were defined as those that occurred at 

misorientation boundaries, as depicted in figure 1. Large cracks 
(henceforth referred to as just cracks) were identified as those 
occurring across several deposited layers. Only cracks and 
misorientations occurring in the SX-area were taken into 
consideration for the analysis. 

3. Results  

3.1. Deposition parameter: laser speed 

In order to be able to determine a laser speed for further 
process development, the results of the factors stated above 
were plotted against the laser speed. 90 mm·min-1 showed the 
lowest mean %-SX, 200 mm·min-1 the widest range of %-SX, 
while 150 mm·min-1 showed the highest %-SX as shown in 
figure 2. Further conclusive evidence for the choice of laser 
speed was seen in the correlation with the number of cracks. A 
high and low laser speed resulted in more cracks. Other factors, 
such as misorientations and deposit height, did not show 
significant differences in mean values. Based on the results 
shown in figure 2, a speed of 150 mm·min-1 was chosen for 
further experiments.  

 

 

Fig. 2. Effect of laser speed on %-SX and number of cracks 

3.2. Deposition parameter: remelting 

The results of the remelting analysis is depicted in figure 3. 
The largest differences between the strategies of remelting (R) 
and without remelting (X) were seen in the incidence of 
microcracks and percentage single crystallinity. Deposits built 
with the remelting strategy showed fewer microcracks and 
higher percentage single-crystallinity, which are amongst the 
most influential factors for epitaxial height extension. Hence, 
the remelting strategy was chosen for further experiments.  
 

 

Fig. 3. Effect of remelting strategy (R) and no remelting strategy (X) on 
microcrack formation and %-SX 

3.3. Strategies for deposition  

Analysis of the cross-sections of the builds was carried out 
as stated in section 2.5. An overall improvement across all six 
criteria was observed. Chosen micrographs of the cross-section 
of strategies 1 and 2 are shown in figure 4.  

 

 

Fig. 4. Selected cross-sectional micrographs of builds from  
strategies 1 and 2 

 
The results for %-SX, number of cracks, microcracks and 

misorientations are shown in figure 5. Percentage single-
crystallinity was above 80% for all parts, with the highest being 
97.9% with strategy 2 at 100 W and 50 mm·min-1 (remelting 
parameters). Several builds showed zero microcracks, cracks 
and misorientations. The mean number of misorientations and 
microcracks was between one and two and cracks between one 
and three for all four strategies.  

 
Since the remelting power and speed were also varied, the 

effects of these changes were also quantified, as shown in 
figure 6, for all four strategies. In order to extract useful 
information for further experiments from the analysis, the four 
strategies were evaluated with respect to the criteria stated in 
section 2.5 and shown in figure 5. To obtain an overall score 
for each strategy, a score from 1 (best) – 4 (worst) was given 
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for each criteria based on the mean value. The results are 
depicted in table 4. For example, referring to table 4, in the case 
of percentage single-crystallinity, strategy 2 is scored with the 
best score (1) due to the best %-SX value. This is followed by 
strategy 3 with a score of 2, strategy 4 with a score of 3 and 
strategy 1 with the worst score (4) due to the lowest mean %-
SX value. This was carried out for the remaining criteria, 
resulting in an overall score where the lowest number 
represents an overall desirable outcome. A similar analysis was 
carried out to determine the remelting speed and power to be 
used for further experiments. The overall scores are depicted in 
table 4.  

 
 
The overall scores indicate that strategy 2 (double remelting 

pass) and strategy 3 (meander without shift) result in overall 
high single-crystallinity and a low number of cracks and 
misorientations. However, it is evident from figure 5 that 
strategy 2 results in a higher percentage single-crystallinity 
than strategy 3 (mean value of 94.2% vs. 87.8%), despite 
having the same overall score. Hence, strategy 2 was chosen 
for further experiments. The overall scores for VR and PR 
indicate 100 mm·min-1 and 100 W are the optimal remelting 
parameters. 
 

Table 4. Overall score for strategies, remelting speed and remelting power  
  Vr       

(mm·min-1) Pr Strategy 
  
  50 100 100 140 180 1 2 3 4 

%-SX 2 1 1 2 3 4 1 2 3 
Cracks 1 2 1 3 2 3 4 2 1 

Microcracks 2 1 1 3 2 4 1 3 2 
Misorienatations 2 1 3 1 2 3 2 1 4 

Total 7 5 6 9 9 14 8 8 10 

3.4. Strategies for height extension 

Figure 6 shows the results of the strategies for height 
extension. The introduction of a waiting time (tw) between 
layers to reduce the temperature of the substrate resulted in the 
lowest percentage single-crystallinity (69.7%), the highest 
number of microcracks and a wide range of height difference. 
The gradual reduction of power (strategy Pred) showed overall 
better results. Further analysis of the power reduction strategy 
showed that a gradual reduction of power to 100 W in layer 15 
showed the largest height difference (2.3 mm), indicating that 
the lowered power was not sufficient to melt powder material, 
leading to smaller deposits and loss of focus in the higher 
layers.  

In order to compensate for the loss of height and use the 
power reduction, a third strategy was implemented. From the 
measurement of Hdiff (actual height – desired height) of the 
parts in section 3.3 (strategy 2, VR: 100 mm·min-1, PR: 100 W) 
an average deposit height difference of -0.5 mm was identified 
i.e. the builds were 0.5 mm shorter than the desired height. This 
was taken into consideration to refocus the process head after 
10 layers in order to maintain a constant working distance of 9 
mm. In addition to this, Pred of 0 W – 20 W after layer 10 was 
also implemented. The results are shown in figure 6 (strategy 
F).  

These show a percentage single-crystallinity of 80.72% 
(mean value). Deposition with 190 W (Pred = 0) show the lowest 
%-SX (80%) and a large number of cracks (11), microcracks 
(5) and misorientations (4). Deposition with 170 W from layer 
10 (Pred = 20 W) showed promising results with a %-SX of 
86.3%, one microcrack, one misorienation and two cracks with 
a height difference (Hdiff) of -0.02 mm.  

 

 
Fig. 6. Strategies for height extension, values for Pred=20 W are shown for 

strategy F 

 

Fig. 5. Effect of remelting speed (VR), remelting power (PR) and strategy on 
%-SX, microcracks, cracks and misorientations as summarized in table 4 
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4. Conclusion 

In this study, parameters and strategies for the deposition of 
single-crystal structures from CMSX-4 were analyzed. It was 
determined that for a high percentage single-crystallinity and a 
low number of cracks, a moderate speed of 150 mm·min-1 was 
optimal. Low laser speeds showed a high incidence of cracks 
and low %-SX, indicating the build-up of excessive heat during 
the process. High laser speeds showed a low number of cracks, 
but also a wide range of %-SX, indicating that the reduced 
laser-material-interaction time was not always sufficient to 
remelt and recrystallize the material for optimal microstructural 
orientation. A study of builds with and without an additional 
remelting pass between layers showed that the former resulted 
in higher %-SX, fewer microcracks and higher deposition 
height. A study of deposition strategy was carried out with the 
chosen parameters. For the four strategies, strategy 2 resulted 
in the highest %-SX (94.2%), the lowest number of 
microcracks (0.5) and the best overall score. Strategy 3 also 
showed promising results, such as low number of 
misorientations and cracks, but a lower %-SX (87.7%) than 
strategy 2. Two strategies were tested to extend possible single-
crystal height by reducing the laser power and including a 
waiting time in order to increase the temperature gradient and 
keep the temperature of the substrate as low as possible. The 
results showed that the waiting time between layers resulted in 
a large number of cracks and microcracks with the lowest %-
SX. The most promising results were seen with a combination 
of power reduction (Pred = 20 W) and resetting of the working 
distance after 10 layers, which showed high contour fidelity, 
very few cracks and a deposit height of 4480 µm. Loss of SX 
was observed only in the topmost layer of the deposit, 
indicating that this could be due to colder powder particles 
adhering to the surface, leading to increased heterogenous 
nucleation [18]. 

 
This combination should be further investigated for a higher 

number of layers, including a reduction of power every 5 
layers. Further work could involve the use of a cooling concept 
to bring down the temperature of the substrate during the 
process, reducing the thermal stresses caused by a waiting time. 
These could speed up overall processing time by increasing the 
deposit height.  
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

The laser metal deposition process is characterized by multiple reheating with high heating and cooling rates, which vary during the deposition 
process and depend on the size and shape of the part. The development of the process parameters is an essential step in preparing for 
manufacturing of the real part. As a rule, small trial samples are used for this purpose. Difference in the temperature field during deposition of 
samples and real part leads to the different microstructure, properties and macrodefects. The aim of this work is to approximate the thermal 
histories of trial samples and real parts by varying process parameters. It was shown that by varying dwell time and interpass temperature it is 
possible to obtain similar thermal histories. Metallographic studies showed the absence of defects, the same microstructure and mechanical 
properties (microhardness) of the samples and real part. 
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1. Introduction 

With the implementation of the direct metal deposition 
technology in various industries, the requirements for deposited 
parts are being increased [1,2,3,4]. Additive manufacturing 
technologies are widely developing now in all industrialized 
countries [5]. In some cases, this approach can significantly 
reduce energy and material production costs comparing to 
traditional casting, heat treatment and machining technological 
process. The most promising technology for manufacturing of 
large-sized parts from metal is laser metal deposition (LMD). 
The method is based on geometry forming by 3D cladding of 
metal powder with laser beam [2,6,7]. The heat-resistant nickel-
based alloy Inconel 625 is used in the aviation energy industry. 
Various experiments show a wide range of mechanical 
properties of samples deposited by this method [8,9,10,11,12].  

 
 

The process has to be stable, and the result must meet all the 
operational characteristics. In a number of papers the effect of 
the laser power, the speed, the powder flow rate on the structure 
and the operational properties were defined for trial samples 
produced from heat resistant nickel alloys was shown. The 
authors G.P. Dindaa et al. [15] noted that the quality of the 
deposited samples is highly influenced by the laser scanning 
direction that should be identical for the deposition of all the 
layers. In the paper [16], the relationship of thermal cycles with 
the structure for Inconel 625 and Ti-6Al-4V was evaluated. 
According to the results, it was found that the morphology of 
the structure mainly depended on the cooling rate and energy 
density. As a rule, the mode is worked out on the trial samples, 
which have smaller dimensions and a different thermal history 
as well as mechanical tests and structural studies are carried out 
on samples with dimensions significantly different from the 
final parts. Therefore, the structure and the mechanical 
characteristics of the trial samples will differ from the structure 

 

Available online at www.sciencedirect.com 

ScienceDirect 
Procedia CIRP 00 (2020) 000–000 

  
     www.elsevier.com/locate/procedia 
   

 

 

 

2212-8271 © 2020 The Authors. Published by Elsevier B.V. 
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/) 
Peer review statement: Peer-review under responsibility of the Bayerisches Laserzentrum GmbH 

11th CIRP Conference on Photonic Technologies [LANE 2020] on September 7-10, 2020 

Development of laser metal deposition process for a large IN625 part using 
small trial samples 

 Vildanov Artura,*, Babkin Konstantinb, Kovchik Antonb, Arkhipov Andreyb, Gushchina Marinab

  
aPeter the Great St. Petersburg Polytechnic University (SPbPU), Polytechnicheskaya, 29, 195251, Russia 

bSt. Petersburg State Marine Technical University (SMTU), Lotsmanskaya, 10, 190121, Russia  

* Corresponding author. Tel.: +7-812-552-9843; fax: +7-812-552-9843. E-mail address: wildam92@mail.ru 

Abstract 

The laser metal deposition process is characterized by multiple reheating with high heating and cooling rates, which vary during the deposition 
process and depend on the size and shape of the part. The development of the process parameters is an essential step in preparing for 
manufacturing of the real part. As a rule, small trial samples are used for this purpose. Difference in the temperature field during deposition of 
samples and real part leads to the different microstructure, properties and macrodefects. The aim of this work is to approximate the thermal 
histories of trial samples and real parts by varying process parameters. It was shown that by varying dwell time and interpass temperature it is 
possible to obtain similar thermal histories. Metallographic studies showed the absence of defects, the same microstructure and mechanical 
properties (microhardness) of the samples and real part. 
 
© 2020 The Authors. Published by Elsevier B.V. 
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/) 
Peer review statement: Peer-review under responsibility of the Bayerisches Laserzentrum GmbH 

 Keywords: laser metal deposition 

 
1. Introduction 

With the implementation of the direct metal deposition 
technology in various industries, the requirements for deposited 
parts are being increased [1,2,3,4]. Additive manufacturing 
technologies are widely developing now in all industrialized 
countries [5]. In some cases, this approach can significantly 
reduce energy and material production costs comparing to 
traditional casting, heat treatment and machining technological 
process. The most promising technology for manufacturing of 
large-sized parts from metal is laser metal deposition (LMD). 
The method is based on geometry forming by 3D cladding of 
metal powder with laser beam [2,6,7]. The heat-resistant nickel-
based alloy Inconel 625 is used in the aviation energy industry. 
Various experiments show a wide range of mechanical 
properties of samples deposited by this method [8,9,10,11,12].  

 
 

The process has to be stable, and the result must meet all the 
operational characteristics. In a number of papers the effect of 
the laser power, the speed, the powder flow rate on the structure 
and the operational properties were defined for trial samples 
produced from heat resistant nickel alloys was shown. The 
authors G.P. Dindaa et al. [15] noted that the quality of the 
deposited samples is highly influenced by the laser scanning 
direction that should be identical for the deposition of all the 
layers. In the paper [16], the relationship of thermal cycles with 
the structure for Inconel 625 and Ti-6Al-4V was evaluated. 
According to the results, it was found that the morphology of 
the structure mainly depended on the cooling rate and energy 
density. As a rule, the mode is worked out on the trial samples, 
which have smaller dimensions and a different thermal history 
as well as mechanical tests and structural studies are carried out 
on samples with dimensions significantly different from the 
final parts. Therefore, the structure and the mechanical 
characteristics of the trial samples will differ from the structure 
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and the mechanical characteristics of the final large size 
product. 

Some large-sized parts have a continuous deposition time 
(over 100 hours), therefore preparation is a very important step 
of the LMD process, that also includes the selection of the 
process parameters. The modes selection for small trial samples 
does not guarantee the high-quality formation of the large-sized 
parts, and the process determination of LMD modes using 
large-sized products is a labor-intensive process that takes a lot 
of time and resources. Thus, it is very important to take into 
account the thermal cycles corresponding to large-sized part 
when selection LMD modes parameters on small trial samples. 
The thermal cycle on trial samples can be adjusted by varying 
the waiting time between the layers. Another main parameter of 
the laser metal deposition process is the width of the deposited 
track. It determines how much powder must be fed into the melt 
pool for a stable deposition process. 

This paper describes the research on comparing the LMD 
thermal cycles of the real large-size part with the trial samples. 
As a build material there will be used the heat-resistant nickel-
based alloy Inconel 625. The research significantly simplifies 
the selection of the process parameters for LMD of the large-
sized products with complex geometry. 
 

2. Experimental procedure 

2.1. Equipment and materials 

The experiments were carried out on a robotic complex for 
direct metal deposition. The installation includes: a fiber laser 
with a 3 kW maximum power, a six-axis robot and two axial 
positioners [17]. As a working tool, a laser-weld head and a 
four-jet nozzle for feeding powder is used. Fig. 1 shows the 
robotic complex: 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Robotic complex for direct laser metal deposition (a) 
Scanning electron microscopy (SEM) images for the Inconel 625 powder 

used during the experiment (b) 

A K-type Cr/Al thermocouple with a wire diameter of 1.2 
mm was used for measuring temperatures. The temperature 
range of the thermocouple is from -200 to 1400℃.  

Commercially available, gas atomized Inconel 625 powder 
(Hoganas) was used for this study. The powder had a 
composition of 64.61 Ni, 21.25 Cr, 8.45 Mo, 4.65 Nb and 1.06 
Fe (in wt.%) with a powder size distribution of 45–135μm 
diameter (fig. 1b). 

2.2. Laser metal deposition process 

In this research, a rectangular part with dimensions of 
500x200x200 mm and a wall thickness of 2 mm was deposited. 
The sample was prepared in a spiral trajectory, the transit time 
of one layer was 56 seconds. A thermocouple was installed 
during the process at a height of 50 mm from the substrate to 
reduce its effect on the thermal cycle. During the process, wall 
thickness was periodically monitored. Fig. 2 shows a 
photograph of the part deposition: 

The part and the samples are deposited with the following 
technological parameters: 

- laser power, 1300 W; 
- velocity process 25 mms / s; 
- step Δ z- 0.6 mm; 
- beam diameter - 2 mm. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 2. The temperature measurement during deposition 

After the large-sized part deposition the trial samples with 
dimensions of 50x40x2 mm were made. In order to simulate the 
technological mode of a large part, a wait was established 
between small passages on small samples. As a result, 4 trial 
samples were made with different waits between passes. Fig. 3 
shows the trial samples: 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. The trial samples 
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2.3. The results 

Table 1 presents the parameters of the wall thickness and the 
wait between the layers in the deposited samples: 

Table 1. Dependence of the samples thickness on the wait between the layers 

Sample wall thickness, mm wait between the 
layers, sec 

Part 2 56 

Trial sample № 1 1.81 56 

Trial sample № 2 1.93 46 

Trial sample № 3 2 36 

Trial sample № 4 2.08 26 

 

As it can be seen in table 1, the wall thickness of trial 
samples increases with the decreasing of the wait between the 
layers. Fig. 4 shows the cooling curves recorded by means of 
the thermocouple (the second layer after installing the 
thermocouple): 

 
 
 

 

 

 

 

 

 

 

      Fig.4. The cooling curves 

Fig. 5 shows a graph of the average temperature to which the 
part (or samples) cools: 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 5. The average cooling temperature after passing through the layer 

According to the data obtained by a thermocouple usage, we 
can conclude that sample No. 1, which has the same wait 
between the layers as the part, cools more intensively due to the 
small dimensions of the sample and has a wall thickness of 0.2 
mm less than it is necessary. Trial sample No. 4, with a wait 
between the layers of 26 seconds, had a larger wall thickness 
and an average temperature. 

As a result, only the trial sample No. 3 has the wall thickness 
and the thermal cycle as close as it is possible to the part. The 
wall thickness is determined by the width of the melt pool, 
which is the one of the main process parameters. In addition to 
obtaining the necessary geometry, the stability of the process 
depends on the wall thickness. With an excessive increase of 
the melt pool, the set value of the powder flow rate may not be 
enough, as a result, the distance between the working nozzle 
and the deposited part may increase and the process will 
become unstable. The width of the meltpool, in its turn, is 
determined by the temperature of the previous layer, the 
average temperature of the part and the thermal history. 

3. Conclusion 

While selecting the process parameters, it is necessary to 
understand that the correct choice of the technological 
parameters and the possibility of transferring them to a real part 
depend on the thermal history. This article shows that the 
thermal histories of the trial sample №1 and the real part differ 
from each other, despite the fact that the pause between the 
layers is the same. This happens because of the different time 
of exposure of the radiation on the material, different 
dimensions and different substrates of the part and the trial 
samples. 

The fundamental parameter is the width of the melt pool, as 
not only the wall thickness depends on it, but the stability of the 
whole process as well. The next step of the research will be the 
metallographic studies, mechanical tests and the identification 
of the correlation of the results and the thermal cycles taken 
during the process. It is assumed that the changes in thermal 
cycles will lead to the change of the grain size and phase 
composition, which in its turn will cause the change in the 
mechanical characteristics of the deposited parts compared to 
the deposited trial samples. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

ZhS32 is Ni-based single crystal superalloy has been successfully used in aero and industrial gas turbine applications. Vibrations, shocks, abrasive 
wear, high temperatures applied to gas turbine blades lead to its damage. Taking into account the complexity of production and the high cost of 
new blades, after the exploitation of their resource, the blades must be restored. Laser cladding, as one type of DED process, is applicable to 
repairing operation for machines and mechanisms are subjected to the impact of aggressive environment and surface wear. superalloys with a 
high γ’-volume fraction are strongly susceptible to crack formation, e.g., strain age or liquidation cracking. The influence of main cladding 
parameters on the potential defects of deposited metal is considered. Based on the obtained dependencies, the criteria allow obtaining a defect-
free clad with controlled structure are determined. As result of investigation, a technological recommendations for restoration laser powder 
cladding of turbine blades from heat-resistant nickel alloys is developed. 
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1. Introduction 

ZhS32 is a Russian second generation single crystalline 
superalloy (CMSX-4 analogue) containing 3.5-4 wt %t Re with 
a γ’ volume content of about 55-65 %. ZhS32 - Ni-based single 
crystal superalloy has been successfully used in aero and 
industrial gas turbine applications. The reliability of gas turbine 
engines is most dependent on the reliability of the compressor 
and turbine blades, since they are the most loaded parts. 
Vibrations, shocks, abrasive wear, high temperatures applied to 
gas turbine blades lead to its damage. Taking into account the 
complexity of production and the high cost of new blades, after 
the exploitation of their resource, the blades must be restored 
[1].  

Direct energy deposition (DED) technology is in potential 
demand by the companies, which are involved in 
manufacturing of critical products. The field of these industries 

is gas turbine engines, shipbuilding, nuclear power 
engineering, petrochemical production, mineral resource, 
metal-working etc. [2; 3]. Laser cladding, as one type of DED 
process, is applicable to repairing operation for machines and 
mechanisms are subjected to the impact of aggressive 
environment and surface wear [4]. 

Despite all benefits of laser processing compared to an arc 
welding, it is well known that superalloys with a high γ’-
volume fraction such as ZhS32, CMSX-4, IN738LC are 
strongly susceptible to crack formation, e.g., strain age or 
liquidation cracking. Therefore, these alloys are considered to 
be hardly weldable or even non-weldable. This alloy has been 
developed for very slow cooling technology and subsequent 
long-term heat treatment. This makes it possible to obtain 
defect-free products. Thus, processing of these alloys is rather 
challenging [5]. 

The use of DED technology for the ZhS32 alloy requires an 
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1. Introduction 

ZhS32 is a Russian second generation single crystalline 
superalloy (CMSX-4 analogue) containing 3.5-4 wt %t Re with 
a γ’ volume content of about 55-65 %. ZhS32 - Ni-based single 
crystal superalloy has been successfully used in aero and 
industrial gas turbine applications. The reliability of gas turbine 
engines is most dependent on the reliability of the compressor 
and turbine blades, since they are the most loaded parts. 
Vibrations, shocks, abrasive wear, high temperatures applied to 
gas turbine blades lead to its damage. Taking into account the 
complexity of production and the high cost of new blades, after 
the exploitation of their resource, the blades must be restored 
[1].  

Direct energy deposition (DED) technology is in potential 
demand by the companies, which are involved in 
manufacturing of critical products. The field of these industries 

is gas turbine engines, shipbuilding, nuclear power 
engineering, petrochemical production, mineral resource, 
metal-working etc. [2; 3]. Laser cladding, as one type of DED 
process, is applicable to repairing operation for machines and 
mechanisms are subjected to the impact of aggressive 
environment and surface wear [4]. 

Despite all benefits of laser processing compared to an arc 
welding, it is well known that superalloys with a high γ’-
volume fraction such as ZhS32, CMSX-4, IN738LC are 
strongly susceptible to crack formation, e.g., strain age or 
liquidation cracking. Therefore, these alloys are considered to 
be hardly weldable or even non-weldable. This alloy has been 
developed for very slow cooling technology and subsequent 
long-term heat treatment. This makes it possible to obtain 
defect-free products. Thus, processing of these alloys is rather 
challenging [5]. 

The use of DED technology for the ZhS32 alloy requires an 
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understanding of the behavior of the metal during the 
solidification and subsequent structure formation process. 
Nonhomogeneous temperature cyclic action 
"heating↔cooling" leads to thermal stresses in the weld. The 
presence of this state, along with possible structural changes in 
the material, local deformation processes, residual stresses, 
initiates a significant decline of the material properties, i.e. its 
degradation. Obviously, the achievement degradation level by 
the material above to the valid value leads to irreversible 
changes in the material properties. The result is the appearance 
of cracks and subsequent breakage [6]. 

The solidification cracking susceptibility of engineering 
alloys is controlled, in large part, by the solidification 
temperature range and amount of solute-rich liquid that exists 
at the end of solidification. The distribution of solute-rich 
liquid within the low temperature region of the solid + liquid 
mushy zone is particularly important for controlling cracking 
susceptibility. These features are, in turn, controlled by the 
solidification conditions and alloy composition [7]. 

2. Methodic, materials and equipment 

2.1. Identification of mode variables on cladding process 

In fact, there are many mode variables that, in one way or 
another, affect the cladding quality to some extent. Therefore, 
in the present research, those variables and their interactions 
that had significant influence on the cladded bead geometry 
were taken into consideration. It was decided to consider as 
main variables: 

• Laser power. 
• Traverse speed. 
• Powder feeding rate. 

2.2. Experimental planning 

Choosing an appropriate design in relation to the experiment 
being undertaken is fundamental for the adequate analysis of 
data collected at points of the design. In the present work a 
central composite design (CCD) [8] is used for help to define 
the minimum number of experiments to achieving this task. 
The CCD design generates a reasonable distribution of points 
throughout the whole area of interest using the smallest 
possible number of experimental points.  

Fig. 1 presents a representation of the experimental 
planning based on CCD for three entrance variables. The CCD 
counts with a factorial design 23 increased with six axial points 
and a central point; the number of runs to the center and the 
distance of the axial points (α) were chosen for a rotatable 
design, where α=(F)1/4, being F the number of points of the 
factorial part, that is, 8. Then α=(8)1/4=1.682 [9]. 

 The units presented in Fig. 1 are given in terms of the 
codified normalized levels (−1, 0, 1) of the entrance variables. 
The codified levels and the entrance variables with their work 
ranges are shown in Table 1. 

 
Fig. 1. Central composite design for three input variables 

Table 1. The levels and ranges of cladding parameters. 
 Factors 

X1 X2 X3 

Power, 
[P], W 

Traverse 
speed, [V], 

mm/s 

Feeding rate 
of powder, 
[F], g/min 

R
an

ge
s a

nd
 

le
ve

ls
 

-1.68 166 3.32 1.77 
-1 200 4 2.12 
0 250 5 2.65 

+1 300 6 3.20 
+1.68 334 6.68 3.53 

2.3. Development of experiments 

The materials used in the experimental procedure are:  
• Metal powder of a heat-resistant nickel alloy ZhS32 

with a fraction of 40-100 μm, obtained by the method of plasma 
rotating electrode process (PREP), was used as feeding 
material. 

• Sliced turbine blade similar type was used as substrate 
material. 

• High purity argon (99.998%) was used as shielding 
gas to protect a molten pool. 

• Shielding gas flow rate: 15 liters/min.  
• Spot diameter of laser beam was chosen according to 

width of repairing element of blade tip and amounted of 0.9 
mm. 

The cladding of the samples was carried out on a laser 
cladding technological machine, which includes the industrial 
robot LRM-200iD_7L, Fanuc; laser radiation source LK-700, 
IRE-Polus; laser focusing head FLW D30, IPG Photonics with 
coaxial nozzle COAX-40-S, Fraunhofer ILT; powder feeder 
Oerlikon Metco Powder Feeder Twin 150 with a groove of the 
metering disk 5×0.6 mm2. 

To analyze the samples microstructure, the longitudinal and 
cross sections were produced. To identify the structure, the 
surface of polishes was etched with nitromuriatic acid. 
Metallographic studies were performed using optical 
microscope Leica DMI 500 and scanning electron microscope 
Mira3 Tescan. 
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2.4. Model description 

For understanding how temperature and stress distribution 
during multilayer laser cladding of ZhS-32 affect on cracking 
the process was simulated by ANSYS multi-physics finite 
element package. A 2D finite element (FE) model was 
developed for the numerical simulation. A total number of 
4128 elements and 12681 nodes with various cell size were 
employed in the simulation. The model includes substrate with 
dimensions 5mm×6mm and cladding part with various 
dimensions. In the model, the element birth and death method 
was applied to simulate the multilayers.  

The first step involves numerical analysis of thermal 
phenomena, where temperature distribution is obtained in 
cladded and substrate part. Results of thermal analysis are then 
implemented into mechanical analysis where stress and strain 
is generated by temperature distribution in every simulation 
time period. 

The spatial and temporal distribution of the temperature 
field analysis is a typical nonlinear transient heat conduction 
problem, which satisfies the following heat condition equation: 

Q
y
Tk

yx
Tk

xt
TC p +








∂
∂

∂
∂

+







∂
∂

∂
∂

=
∂
∂ρ   ,     (1) 

where ρ is the material density, Cp is the specific heat capacity, 
T is the temperature of the model, t is the interaction time 
between the laser beam and the substrate, k is the thermal 
conductivity, and Q is the heat generation. The initial condition 
is t=0; T=T0 and boundary conditions of Neumann type with 
the heat loss due to convection are used to complete equation 
(1). 

In order to increase the efficiency of the simulation 
results, temperature depending of thermal conductivity and 
specific heat capacity was used.  

The heat flux put on the substrate is high intensity 
laser energy nearly distributed as Gaussian relationship. 

3. Results and discussions 

3.1. The influence of laser cladding technological parameters 
on the cracking formation 

During the metallographic studies of manufactured 
transverse and longitudinal sections, there are cracks, which 
were found in a number of samples, located mainly along the 
grain boundaries in the cladded metal (figure 2b, 2c). The 
typical length of cracks is from first to forth layer.  

Comparing the structure and cladding regimes, it is 
established that the appearance of cracks is affected by all three 
parameters expressed by energy amount absorbed by deposited 
metal volume. Firstly, the parameters corresponding to axial 
points and center of the plan were analyzed. It was found that 
defects occur with increasing of irradiation power (positive X1) 
and traverse speed (positive X2), and with decreasing of powder 
feeding rate (negative X3). There were not found cracks at the 
plan’ center and in the opposite meaning of axial point. Similar 
conclusions were also reached by the research of [1]. 
Secondarily, samples corresponding to factorial points were 

examined. As expected, a sample, which was cladded using the 
regime with worst combination of factors (high laser power, 
high traverse speed, low feeding rate), had the cracks. Also, 
cracks were found in the samples which were cladded with two 
of three factors leading to cracks. There were no cracks in 
samples produced with combination of low irradiation power, 
low traverse speed, as well as combination of two of three these 
factors. There are experimental points (figure 3) showing the 
parameters leading to presence (red dots) and absence (green 
dots) of cracks. 

 

a  b  

c d 

e f 
Fig. 2. Photos of cladded layers: a-b) qualitative regime, there are no 

macrodefects, c-d) regime leading to the cracks formation, e) a crack, and 
f) fracture of crack 

Fig. 3. The experimental regularity of the absence/presence of 
cracks in the cladded metal depending on the process parameters. 
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3.2. Cracking phenomena explanation 

According to the results of fractographic analysis, these are 
crystallization cracks, which occur in the semisolid region. Hot 
cracking during solidification is caused by obstructed 
shrinkage. In welding and similar processes tensile stresses 
occurs when shrinkage is obstructed by the rigid or clamped 
down workpiece. Figure 4 shows stresses caused by thermal 
cycle during the multilayer cladding. 

In view of the fact that cracks have crystallization character, 
let us consider behavior of the material in the temperature range 
of crystallization. The semisolid metal has little strength 
because the grains are not yet bonded together firmly but still 
separated by the grain boundary liquid. The problem is that the 
semisolid also has little ductility during the terminal stage of 
solidification when the fraction of liquid is no longer high 
enough for the grains to move around and rearrange themselves 
to accommodate the tensile strain. This phenomenon acts when 
secondary arms of one dendrites meets secondary arms of 
another one and closes stream of liquid to compensate 
shrinkage hollows. Thus, cracking can occur along grain 
boundaries during the last solidification stage [10; 11]. 

 

a 

b 

c 
Fig. 4. Temperatures (a) and longitudinal stresses (b, c) occurring in the 

sample during laser cladding; 1 – 6 are layers. Cladding mode corresponds 
to center plan. Positive meaning is tensile stresses; negative meaning is 

compressive stresses 

To estimate the probability of cracks, the criterion proposed 
by Kou [10] (equation 2): 
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where εlocal – local deformation, % , t – time, sec, β – cast 
shrinkage (2.5% [12]), fs – fraction solid, T – temperature, z – 
length of solidified region, vz – solidification speed. This 
inequality means that as bigger right side, which consist of two 
terms – grain growth and liquid feeding, respectively, as bigger 
strain rate is needed to crack initiation. 
dT⁄dt and vz depend of regime mode and computed based on 

thermal cycle. For calculate d(fs1/2)⁄dT, it is necessary to 
consider the crystallization interval. According to [13] 
temperature crystallization range of pseudobinary diagram Ni 
– Σ Al, Ta, Re, Hf is 1412 – 1345 °C. Dependence of amount 
of fraction solid of temperature is evaluated by the sectional 
rule (figure 5). According to [14], temperature interval must be 
taken for Δfs=0.9÷1.  

When dT⁄dt→∞ or vz→0, then right side consists only grain 
growth part. And when dT⁄dt→0 or vz→∞, then both terms act 
in the inequality. In the first approximation, lets mean vz=const 
and cooling rate=const for considered range. Then vz could be 
proportional to the cladding speed vz=k×vcladding and only 
cooling rate could mostly help us to calculate the meaning of 
minimal strain rate. Figure 6 shows the typical cooling rate 
distribution during the multilayer cladding. 

 Fig. 5. Quantity of solid phase in the temperature crystallization range of 
ZhS32 alloy 

Fig. 6. Cooling rates on the bead surface after each pass  
 

As we can see, the highest cooling rates occur by the first 
pass of cladding. It means that first pass is the most critical case 
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for cracking initiation. This sentence correlates with 
metallographic results, where crack begins from the first layer. 
In addition, as softer cladding mode (low laser power, low 
traverse speed, low powder feeding rate – curve “-1; -1; -1” in 
the figure 6), as lower cooling rates. Figure 7 shows the 
calculated strain rate distribution for cooling rates of each set 
of experimental parameters. 

 Fig. 7. Strain rate needed to initiate cracking for the different cooling 
rates. Violet dots – factorial points without cracks; orange dots – axial 

points without cracks; blue dot – center plan (without cracks); red dots – 
factorial points with cracks; green dots – axial points with cracks. 

 
The calculated criterion (2) has good correlation with 

influence of laser power and traverse speed, but does not take 
into account the effect of powder feeding rate. This explains 
the experimental point’s location mismatch on the curve in the 
middle part of dependency.  

If the traverse speed v=const, then variation of powder 
feeding rate leads to the changes of layer’s height. To 
investigate the powder feeding influence on the strain rate, let’s 
divide cooling rate by the cladded layer height (figure 8). 
Figure 8 illustrates that as thicker cladded layer (moving from 
the right side to the left side), as lower cracking initiation 
possibility. 

Fig. 8. Dependency of cooling rate divided by layer thickness on the 
cracking initiation possibility. 

 
The final empiric dependency of regime mode on the 

cracking formation could looks like it’s presented in the figure 
9.  

 

Fig. 9. The experimental regularity of the absence/presence of cracks in 
the cladded metal depending on the process parameters.  

Conclusiones 

The laser cladding of ZhS32 nickel-based superalloy was 
carried out using the central composite design. During the 
metallografic analisys, the areas of experimental planning in 
which solidification crack formation is observed have been 
identified. It was found that defects occur with increasing of 
irradiation power and traverse speed, and with decreasing of 
powder feeding rate. A sample, which was cladded using the 
regime with worst combination of factors (high laser power, 
high traverse speed, low feeding rate), had the cracks. Also, 
cracks were found in the samples which were cladded with two 
of three factors leading to cracks. 

The criterion which were used to cracking initiation has 
good correlation with two of three investigated parameters – 
laser power and traverse speed. Нowever, the dependence for 
powder feeding rate is not clear enough. This can be explained 
by the fact that the criterion was created for the welding 
process, but not for cladding. The study of this parameter 
influence determined, that increasing of powder feeding rate 
leads to crack initiation declining. That can be explained by 
bigger amount of liquid metal, that fills shrinkage hollows 
during the crystallization process. 

Based on the study results, laser cladding with soft regime 
modes can be recommended. Combination of low laser power, 
low traverse speed and high feeding rate ensure low cooling 
rates, low crystallization speed and liquid feeding during the 
solidification. As results higher strain rate is needed to initiate 
the crack. The developed criterion will be used to build a 
phenomenological model of hot crack formation in ZhS32 
alloy in DED processes. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 

Keywords: Assembly; Design method; Family identification

1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

The mechanical properties of Ni-based superalloys are based on the hardening gamma-prime phase with an ordered structure. A solution for 
new phase precipitate growth is suggested for the case of the Ni-based alloys. In accordance with solution a mathematical model of gamma-
prime phase precipitates growth during direct laser deposition, which is a type of DED-method, was developed in order to be able to predict the 
size of the hardening gamma-prime phase grains and thus the mechanical properties of the alloy. A series of experiments on depositing samples 
using Ni-based superalloys powder was carried out to verify this model. 
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1. Introduction 

Ni-based superalloys are mostly used in the manufacture of 
aviation gas turbine engines. Details made of Ni-based 
superalloys are nozzle and working blades that work at high 
temperatures, as well as turbine rotor disks and other parts of 
the combustion chamber [1,2]. These alloys occupy a leading 
position in terms of use and volume among high temperature 
alloys for constructional purposes. 

Ni-based superalloys consist of a heterogeneous disordered 
γ-solid solution doped with various elements and having a 
face-centered cubic (FCC) lattice, as well as a strengthening 
γ'-phase, which is mainly Ni3Al intermetallides with an 
ordered FCC lattice of the Ll2 type [3,4,5,6]. 

It is known that the size of the precipitates of the γ' - phase 
affects the mechanical properties of the resulting alloys. The 
phase size depends on the chemical composition of the alloy 
and its cooling rate [7,8,9,10]. Precipitates of this phase 

prevent the movement of dislocations in the process of plastic 
deformation and thereby strengthening the alloy [11]. 

Due to the fact that the use of these alloys has found wide 
application in additive technologies [12,13], the 
implementation of laser based technology makes possible to 
control the processing modes with high accuracy and thus the 
cooling rate, and hence the size of the resulting precipitates of 
the γ' - phase. 

Modeling the processes of heat transfer and growth of 
precipitates of a new phase allows reducing the labor cost of 
determining the necessary treatment mode for Ni-based 
superalloys using laser as the main source of input energy. 

In previous articles [14,15], a model for the growth of 
precipitates of the strengthening gamma-prime phase (in 
particular, Ni3Al intermetallides) in the process of direct laser 
deposition from the powder of the Ni-based superalloys EP741 
was described. 
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1. Introduction 

Ni-based superalloys are mostly used in the manufacture of 
aviation gas turbine engines. Details made of Ni-based 
superalloys are nozzle and working blades that work at high 
temperatures, as well as turbine rotor disks and other parts of 
the combustion chamber [1,2]. These alloys occupy a leading 
position in terms of use and volume among high temperature 
alloys for constructional purposes. 

Ni-based superalloys consist of a heterogeneous disordered 
γ-solid solution doped with various elements and having a 
face-centered cubic (FCC) lattice, as well as a strengthening 
γ'-phase, which is mainly Ni3Al intermetallides with an 
ordered FCC lattice of the Ll2 type [3,4,5,6]. 

It is known that the size of the precipitates of the γ' - phase 
affects the mechanical properties of the resulting alloys. The 
phase size depends on the chemical composition of the alloy 
and its cooling rate [7,8,9,10]. Precipitates of this phase 

prevent the movement of dislocations in the process of plastic 
deformation and thereby strengthening the alloy [11]. 

Due to the fact that the use of these alloys has found wide 
application in additive technologies [12,13], the 
implementation of laser based technology makes possible to 
control the processing modes with high accuracy and thus the 
cooling rate, and hence the size of the resulting precipitates of 
the γ' - phase. 

Modeling the processes of heat transfer and growth of 
precipitates of a new phase allows reducing the labor cost of 
determining the necessary treatment mode for Ni-based 
superalloys using laser as the main source of input energy. 

In previous articles [14,15], a model for the growth of 
precipitates of the strengthening gamma-prime phase (in 
particular, Ni3Al intermetallides) in the process of direct laser 
deposition from the powder of the Ni-based superalloys EP741 
was described. 
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In the article [15] was used a method for calculating the pre-
exponential factor of the reaction rate constant for the 
formation of Ni3Al intermetallide. One of the considered modes 
was taken as a reference mode. The values of the 
preexponential factor of the reaction rate constant and the 
limiting value of the size of the precipitate of the new phase are 
selected so that the size of the precipitates of the new phase is 
equal to the average value found by metallographic analysis 
and the concentration of the admixture on the surface of the 
precipitate is equal to the solubility of the admixture in the 
solvent at room temperature. 

The value of the preexponential factor found by this way 
was used for calculation in other modes. The obtained 
satisfactory results showed the possibility of using this method 
for calculating the preexponential factor in this model, but it 
works only in a limited range of cooling speed. 

This article tests the possibility of using the previously 
developed model on another heat resistant Nickel alloy using 
the previously selected value of the reaction rate constant. 

2. Experiment 

2.1. An experiment for obtaining a thin-walled sample by 
direct laser deposition using Ni-based superalloy 

An experiment for depositing samples of Ni-based 
superalloy was carried out using the following equipment: 5 
kW IPG YLS-5000 fiber laser, HighYAG BIMO processing 
head, Sultzer Metco Twin 10-C powder feeder. VV751P 
powder used as filler material. The VV751P alloy as well as 
EP741 alloy is used in the manufacture of turbine engine 
disks. These two alloys are functional analogs. The chemical 
composition of the VV751P alloy is presented in table 1. 

Table 1. Chemical composition of the nickel-base superalloy VV751P. 

Element Ni Co Cr W Mo Al Ti Nb C 

Average 
wt., % 56 15 11 3 4.5 4 2.8 3.3 0.06 

Three experiments on depositing thin walls were carried 
out. The power of the laser source was changed (600, 900 and 
1200 W) at constant values of the processing speed (45 mm/s), 
powder feed rate (20 g/min) and the beam diameter in the 
processing region (1.2 mm) in these experiments. 

Hollow cylindrical samples were deposited in the 
experiment. Thick of the cylinder wall was equal to the single 
bead width. This experiment was also aimed to test the 
technology process. Modes were changed in the cylinder 
height sequentially from bottom to top: 600, 900, 1200 W. On 
every stage the sample was cooled to the room temperature 
before changing the power. Ten layers were deposited on each 
mode. 

2.2. Metallographic examination of the deposited samples 

The prepared cylinders were cut into specimens in 
accordance with the set modes. Metallographic analysis was 
fulfilled on a transmission electron microscopy. We assume 
that if a previous layer wasn’t melted during reheating 

process, size of the precipitates didn’t change because of the 
reaction was finished. So, reheating didn’t influence on the 
final structure significantly and lower layer could give the true 
information. 

Microstructure images of the deposited sample are 
presented in Fig. 1. 

The image clearly shows the crystals of the γ'-phase. Based 
on the obtained images, the average sizes of the γ'-phase 
precipitates of samples obtained by direct laser deposition at 
power of 600, 900 and 1200 W were determined. The average 
radius of the grains amounted to 18.20, 22.31 and 15.58 nm, 
respectively. 

 

Fig. 1. Microstructure of the sample obtained at 600 W. 

3. Simulation results 

A model developed earlier [14,15] was used to calculate 
temperature field created by the laser source during direct 
laser deposition and growth of precipitates of the new phase. 

The examined model is based on self-consistent solution of 
diffusion problem and kinetic equation of a chemical reaction. 

This article will test the possibility of using the reaction 
rate constant value selected in article [15] for another heat-
resistant Nickel alloy. 

3.1. Results of the heat transfer solution 

The calculations used the part of the thermal cycle 
responsible for cooling the alloy below the crystallization 
temperature of Ni3Al intermetallide (1395 °C). Calculations 
were made for the layer whose alloy temperature last reached 
the melting point of the gamma-prime phase. This allows us 
to take into account the thermocyclicity of the direct laser 
deposition process, which involves multiple melting and 
crystallization of the alloy. Preheating from previous layers 
represents as an additional temperature in the thermal cycle of 
the examined layer. Initial temperature is 25 °C. 

The resulting thermal cycles in examined areas are 
represented in Fig. 2. 

Data processing of the graph in Fig. 2 shows that the higher 
the power of the laser source, the lower the cooling rate of the 
solid solution in the case when all other parameters are equal. 
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The cooling speed for modes at 600, 900, and 1200 W was 
4176, 2743, and 2054 °C/s, respectively. 

 

Fig. 2. Thermal cycles in the examined area. 

3.2. Results of the new phase precipitate’s growth solution 

Having solved the heat transfer equation, a thermal cycle 
was found in the examined area. The resulting temperature-
time dependence was used as an input parameter in the 
equation of the growth of a new phase. The solution of the last 
equation allows you to determine the size of the growing 
precipitates. The growth curves of gamma prime phase Ni3Al 
precipitates is presented in Fig. 3. 

 

Fig. 3. Growth of new phase precipitates over time. 

The graph of changes in the concentration of admixture 
(Al) on the surface of the growing precipitate is shown in Fig. 
4. 

The calculated and measured sizes of Ni3Al intermetallic 
precipitates, cooling rates for each mode, as well as a 
comparison of the obtained data are presented in table 2. 

 

 

Fig. 4. Concentration of Al on the surface of the growing precipitate. 

Table 2. Comparative table. 

Power, W 600 900 1200 

Cooling rate, °C/s 4176 2743 2054 

Measurement size, nm 18.2±0.74 22.31±0.94 15.58±0.66 

Calculated size, nm 17.17 22.41 24.59 

Difference, % 5.65 0.45 58 

4. Discussion 

It is obvious from the table 2 that the experimentally 
measured average value of the precipitate size for the case 
with 1200 W mode is less than ones for other two cases. 

This deviation may be due to the fact that the alloy is 
subjected to greater heating in modes with higher capacities. 
At higher temperatures, conditions are created for active 
growth of carbides, in particular TIC titanium carbides. 
Carbides formed in the γ-solid solution prevent the growth of 
intermetallides of the γ ' – phase by influence on Ti 
concentration. A similar pattern was noted in the article [15], 
where an increase in the power of the laser source over 900 W 
led to a suspension of the growth of precipitates. 

Microstructure images of the deposited specimens at 450 
and 1200 W are shown in Fig. 5 and Fig. 6 respectively. These 
pictures were made using scanning electron microscope. The 
formed carbides circled in the pictures. 

In the pictures we can see that the quantity and the size of 
carbides at 450 W much less that at 1200 W. This can 
indirectly confirm the theory that higher temperatures create 
more favorable conditions for the growth of carbides, which 
affects the growth of inclusions of gamma prime phase. 

Thus, a significant deviation of the calculated and 
experimentally obtained sizes of precipitates at power 1200 
can be explained by the difficult formation of precipitates of 
the γ '-phase due to the presence of natural obstacles in the γ-
solid solution, represented as various carbides. This feature is 
not taken into account in the developed model, which take into 
account formation only one new phase, that imposes 
restrictions on the scope of its application. 

The deviation of the calculated size from the average value 
of the experimentally measured size in the mode with a laser 
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source power of 600 W is insignificant and amounted to 5.65 
%. 

 

Fig. 5. Microstructure of the sample obtained at 450 W. 

 

Fig. 6. Microstructure of the sample obtained at 1200 W. 

The difference in size in the mode with the power of the 
900 W laser source was 0.45 %, which is within the 
measurement error. 

Thus, it was shown that this model can be used to calculate 
the size of the γ'-phase precipitates that occur in heat- resistant 
Nickel alloys during direct laser deposition. But for increases 
of modelling precision it is necessary to include into the model 
description of formation of several different phases with 
mutual influence through concentration of impurities in solid 
solution. 

5. Conclusion 

Size of the γ'-phase precipitates was calculated using the 
developed model. The model combines the solution of the heat 
transfer problem of the direct laser deposition process and the 
analytical solution of the growth problem of the precipitate of 
a new phase thermodynamically different from the original 
one. 

Comparison of the results of metallographic research and 
calculated data showed that the calculated value of the size of 
the precipitates of the γ'-phase and the experimentally found 
value agree with each other with a fairly high accuracy. 

The limits of applicability of the currently developed 
model related to the formation of carbide phases at high 

temperatures due to the features of the selected mode were 
revealed. 

Thus, it is necessary to refine the existing model and apply 
a more comprehensive approach to solving the problem, 
which would take into account the mutual influence of the 
elements included in the alloy. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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When manufacturing components from forged blanks of nickel-based super alloys, companies have to cope with rising prices, long delivery time 
as well as cost intense machining. In this case Additive Manufacturing (AM) can provide an alternative solution. To prove the feasibility of AM, 
an aircraft engine mounting component was successfully built up by Laser Material Deposition (LMD) from Inconel 718 powder. Due to the 
length of 500 mm and its complex structure, the pylon bracket component is demanding to build up by LMD. Investigations on process and build-
up strategy development as well as analysis of deformation behaviour have been performed. 
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1. Introduction 

Laser material deposition (LMD) is a free form additive 
manufacturing (AM) technology that can be used to produce 
functional, three-dimensional components. LMD provides 
significant benefits over conventional manufacturing due to a 
low heat input, near net-shape manufacturing and a high 
material efficiency [1]. 

Investigations have been carried out on an Inconel 718 
engine mount component of a civil passenger jet by applying 
the LMD technology. To prove the concept, a demonstrator of 
an aircraft pylon bracket (Fig. 1) supplied by Airbus Group was 
built up and machined. The investigation is focused on build-
up strategies, deposition rate and deformation. One of the 
technological challenges is to limit the distortion of the part and 
substrate material during the build process in order to 
successfully perform final machining and thereby achieve a 
valid component. This aspect at the same time has a strong 
economic impact as this allows near-net-shape manufacturing 
and a high resource efficiency resulting in a low buy-to-fly ratio 
which represents the relation of the raw material weight to the 
weight of the final part. One target within the investigation is to 

obtain a buy-to-fly ratio improvement of 100%. Compared to a 
ratio of 4 for milling from a forged blank, the goal is to achieve 
a buy-to-fly ratio of 2 or less. 

 

Fig. 1. Pylon bracket demonstrator component APOD11 

Due to its size of 500 mm the investigated component 
exceeds the limits of standard powder bed machines and 
therefore is better suited for direct laser deposition (DED) 
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processes [2]. Larger AM DED components have been 
manufactured using wire or powder as additive material for 
example on rocket engine components and aircraft frames 
mainly applying laser radiation or electric arc as energy source 
[3,4,5]. Compared to a full part build, a hybrid approach can be 
advantageous, as demonstrated in an application of building up 
turbine blades on a disk [5]. 

2. Experimental Investigation 

Within the experimental investigation, aspects related to 
equipment, materials, process parameter development and 
deformation issues are addressed in respect to the planned 
demonstrator. 

To reach the objective of an economic and efficient 
production, one of the key factors of the LMD process is the 
deposition rate which is the mass deposited per time. As the 
dimensions of the individual tracks influences the build-up rate 
and the dimensional accuracy, this is explicitly examined in 
chapter 2.3. As the final geometry of the demonstrator is 
achieved by milling, the LMD built up volume has to be larger 
to supply sufficient additional material for machining. The 
needed amount of additional material is strongly dependent on 
the distortion developed during the LMD. The lower the 
deformation, the less additional or excess material is necessary. 
Due to the importance of distortion, this topic is investigated in 
chapter 2.4. 

2.1. IN718 Additive Material 

The applied additive material for the LMD process is metal 
powder from the alloy IN718 with a nominal powder particle 
size from 45 – 75 µm. IN718 is a niobium-modified nickel-
based super alloy, which is widely used in the aero and space 
industry for critical rotating parts, airfoils and pressure vessels. 
It provides high tensile strength, creep-rupture strength, fatigue 
life and resistance to oxidation at temperatures up to 700°C. 
[6,7] 

2.2. Experimental Setup 

During LMD, a melt pool is generated on the surface of the 
substrate material or a previous layer by laser radiation. 
Simultaneously, the IN718 powder is injected into the melt pool 
by a powder nozzle attached to the laser processing head. By 
moving the laser processing head relative to the substrate 
material, the material solidifies and generates a cladded track 
forming a metallurgical fused bond. By stacking tracks next to 
each other, deposition layers can be created and by stacking 
layers on top of each other, 3 dimensional structures can be 
produced. 

The LMD setup for processing is displayed in Fig. 12. The 
laser radiation is emitted by a 3 kW Nd:YAG laser via a 
600 µm fiber linked to a 200 mm collimation and a 200 mm 
focusing optic. The IN718 powder is transported to an ILT-
Coax-40 powder nozzle from the powder feeder by Argon 
feeding gas via connected tubes and a powder splitter. The 

Laser optics and the powder nozzle are adjusted to each other 
and mounted to a NC-controlled 5-axis handling system. 
During LMD processing, local shielding is applied by an argon 
gas flow fed through the exit of the powder nozzle to prevent 
oxidation. 

2.3. Deposition Rate Investigation 

As the LMD track dimension has a high dependency on the 
deposition rate, a variation of the track width has been analysed 
to determine the appropriate settings for the build-up of the 
demonstrator part. The processing velocity is a further factor 
with a strong influence on the deposition rate. Due to the limited 
LMD machine acceleration (inertia) and the demonstrator 
structure size, the processing velocity was fixed to 
1500 mm/min to avoid inaccuracy and speed fluctuation. For 
deposition rate analysis, representative sections were extracted 
from the pylon bracket geometry as feature samples (Fig. 2). As 
marked in Fig. 2, a wall (1), a T-section (2) and a triangle (3) 
feature were designed for this purpose.  

 

Fig. 2. Feature samples extracted from the pylon bracket geometry 

Within the track size investigation, the track width was 
varied from 1 to 4 mm in 1 mm steps on all selected features. 
Exemplary the obtained samples of the triangle feature sample 
T1 to T4 (side length approx. 45 mm) are displayed in Fig. 3.  

 

Fig. 3. Triangle feature samples T1 to T4 with track width variation (1-4 mm) 

1 mm 2 mm

3 mm 4 mm

25 mm 25 mm

25 mm25 mm

track width:

Sample  T1

Sample  T4

Sample  T2

Sample  T3



326 J. Kittel  et al. / Procedia CIRP 94 (2020) 324–329
 J. Kittel / Procedia CIRP 00 (2020) 000–000  3 

The achieved grade of resolution and accuracy distinguishes 
all feature samples and decreases with increasing track width. 
Regarding the detail resolution, the samples with 1 mm track 
width shows the best result. 

The surface of the layers are filled up by a meander shaped 
pattern. The laser spot diameter has been set to the same value 
as the track width. The main applied process parameters used 
for all features are listed in table 1.  

The LMD deposition rate relates to the build-up rate when 
processing (laser on time). As visible in table 1 the deposition 
rate is significantly dependent on the track size rising from 
125 g/h to approx. 2 kg/h which relates to an increase by a 
factor of 15. 

Table 1. Process parameter settings of track width variation 

Track width [mm] 1 2 3 4 

processing velocity [m/min] 1.5 1.5 1.5 1.5 

laser power [kW] 0.5 1.2 2.6 3.3 

powder feed rate [g/h] 180 600 1380 2040 

track offset [mm] 0.5 1.0 1.5 2.0 

layer offset [mm] 0.34 0.75 1.15 1.3 

LMD deposition rate [g/h] 125 550 1270 1915 

The pylon bracket as well as the features contain wall 
structures which heat up the part significantly during the build 
process. With wider tracks higher laser power settings are 
needed (table 1), increasing the heat input and part temperature 
even further. To avoid overheating and oxidation a temperature 
limit of 70°C before starting the next layer has been 
determined. The temperature on the surface of the top layer was 
measured by a thermocouple after each layer and if the 
temperature was above 70°C, a cooling break was inserted 
before continuing with the next layer. The duration of the build 
process for the feature samples was recorded and evaluated as 
displayed in Fig. 4 for the T-section. As the target volume is 
constant, the duration directly indicates the deposition rate. 

 

Fig. 4. Build duration of LMD feature T-section T1 – T4 with 70°C limit 

The correlation of the three time curves of the T-section 
feature for track widths of 1 to 4 mm are presented in Fig. 4: 

• Material depositing time only (laser on time) 
• Time to cool down to 70°C 
• Accumulated total build time 

As expected, the process laser-on time decreases rapidly 
with larger track widths from 48 min for 1 mm to 5 min for 

4 mm track width. With wider tracks, the total LMD track 
length is shorter, hence the laser-on time drops. Additionally 
the layer offset is larger too for wider tracks reducing the 
number of layers needed to build up the targeted height of 
15 mm. Concluding the laser-on time, the deposition rate of the 
4 mm tracks is 9 times higher than that of the 1mm tracks. If no 
cooling is considered, this would also be the total build time for 
the samples and an essential benefit. The situation changes 
dramatically if cooling of the top surface to 70°C is requested. 
The increased laser power (table 1) for wider tracks boosts the 
energy transferred to the sample, heating it up strongly and thus 
requiring a significant cooling time to reduce the temperature 
again. Due to this effect, the 3 and 4 mm wide tracks lose their 
advantage compared to the 2 mm tracks. The 1 mm setting 
offers the highest geometric resolution, but by far has the 
longest total build time and by this the lowest overall deposition 
rate and therefore is not considered for further trials. 

Concluding the 2 mm track width parameter set obtains the 
second best deposition rate with cooling time of which is only 
9% less than that of 4 mm track width. Further considering the 
achieved detail resolution and the wall structure of the pylon 
bracket the 2 mm track width is best suited compared to the 3 
and 4 mm tracks. Therefore the 2 mm track width parameter set 
is selected for manufacturing the final demonstrator. The 
achieved metallographic result is documented by the displayed 
cross section in Fig. 5 revealing a porosity level below 100µm 
and no visible cracks or bonding defects. 

 

Fig. 5. Cross section analysis of the 2 mm track width parameter set 

2.4. Deformation Analysis 

Regarding the sleek and 500 mm long shape of the pylon 
bracket, deformation is a critical issue and it is a challenge to 
obtain a buy-to-fly ratio rbtf of 2 or less which can be calculated 
by: 

𝑟𝑟𝑟𝑟𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 =
�𝑉𝑉𝑉𝑉𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑏𝑏𝑏𝑏 + 𝑉𝑉𝑉𝑉𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒�

𝑉𝑉𝑉𝑉𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑏𝑏𝑏𝑏 ∗ η
      𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤ℎ  𝑉𝑉𝑉𝑉𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿  =  𝑉𝑉𝑉𝑉𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑏𝑏𝑏𝑏 + 𝑉𝑉𝑉𝑉𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒         (1) 

By applying equation 1 the deformation limit for a given 
buy-to-fly ratio can be determined. With a ratio rbtf of 2, the 
pylon bracket volume Vpart of 536 cm3 and a powder efficiency 
η of 90% the excess volume is calculated to Vexcess = 429 cm3 
by equation 1. As the calculated excess volume is needed for 
machining and compensating deformations it is represented by 
an equidistant offset surface to the CAD geometry (Fig. 2). At 
a surface offset of 2.5 mm the offset volume matches the 
calculated excess volume Vexcess = 429 cm3. As a consequence 
the offset surface also limits the distortion of the LMD part: If 
the distortion is larger than 2.5 mm then the CAD geometry 
does not fit inside the LMD part. The total LMD volume is 
determined to VLMD = 965 cm3 (equation 1). The powder 
efficiency of 90% is calculated from table 1 for a track width 
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of 2 mm considering a 2% loss for process start and stop. 
Regarding deformation two strategies were investigated: 

• Preheating to reduce the stresses induced by the 
LMD process and by this lower the deformation 

• Increased substrate stiffness to withstand the 
deformation caused by the induced stresses 

In an experimental study, preheating of the substrate by laser 
radiation was tested to reduce the induced deformation. Two 
identical test geometries of 150 mm x 80 mm were generated 
on a 15 mm thick 1.4301 substrate material (Fig. 6): Sample 
LH_RT starting at room temperature (25°C) and sample 
LH_325 with preheating to 325°C. On sample LH_325 
preheating was obtained by scanning the sample surface with a 
defocused laser beam prior each layer.  

 

Fig. 6. Deformation analysis samples (a) LH_RT without preheating  
and (b) LH_325 with preheated substrate to 325°C 

Due to preheating the laser power was reduced by 16%. The 
LMD processing of the test geometries was performed with the 
2 mm track width parameter set from table 1.  

A geometric analysis of the completed samples was 
performed with a GOM Atos Compact Scan inspection system. 
The deformation on the substrate surface without preheating 
summed up to be 4.5 mm (Fig. 6a) compared to a value of 
3.4 mm (Fig. 6b) when preheated to 325°C. The deformation 
could be reduced by approx. 25%. Although preheating leads to 
a deformation reduction, this approach is not applicable for the 
demonstrator part due to the remaining deformation of 3.4 mm 
which exceeds the limit of 2.5 mm. A further disadvantage is 
the time consuming preheating.  

Therefore an alternative strategy was studied on the 
APOD11-50-1 sample which is a half part of the final 
demonstrator. In order to reduce the deformation, a stiffener 
structure was added to the rear side of the 20 mm thick 1.4301 
substrate by LMD (Fig. 7). 

  

Fig. 7. Half part APOD11-50-1 with rear stiffener structure 

As with the previous samples, the APOD11-50-1 sample 
was inspected with the GOM system, detecting a distortion of 
2.75 mm along the substrate of the sample (Fig. 8). 

 

Fig. 8. Deformation analysis on the half part APOD11-50-1 

In order to further improve the stiffness of the substrate and 
by this reduce deformation, a rigid platform was designed (Fig. 
9). It is assembled as a welded construction from 20 mm thick 
1.4301 sheet material (Fig. 9b) to support the demonstrator 
manufacturing by LMD. 

 

Fig. 9. LMD build platform for demonstrator 

3. Manufacturing of the Demonstrator 

The achieved results are taken into account when building 
the pylon bracket demonstrator including a geometry adaption 
step and a heat treatment and final machining. Due to the rigid 
platform a further deformation reduction is expected. To take 
advantage of the reduction the surface offset was lowered to 
further improve the buy-to-fly ratio. The planned surface offset 
consists of a 1 mm offset from the CAD geometry and 1 mm 
resulting from half of the 2 mm LMD track width. The total 
surface offset of 2 mm leads to a calculated LMD volume of 
852 cm3 and results in a fly-to-buy ratio of 1.77 (equation 1). 

3.1. LMD Related Geometry Adaption 

In order to build up the demonstrator, LMD process related 
modifications have to be applied to the original part geometry 
(Fig. 10). 

 

Fig. 10. Geometry adaption to achieve feasibility for LMD processing 
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Considering the selected main layer build-up direction, this 
applies to 2 types of features: 

• The horizontal bore holes (marked in red in Fig. 10)  
• The fillet sections on the left and right upper side of 

the demonstrator (marked in blue in Fig. 10)  
As the horizontal bore holes cannot be generated by LMD, 

they are removed from the geometry and filled up. Instead, they 
will be manufactured in the final machining step. Due to 
missing support the fillet features are removed from the 
geometry and have to be added in a following step with a 
different part orientation. 

3.2. LMD Build-up of Demonstrator 

The demonstrator was manufactured in 2 sections consisting 
of the body with the build-up in direction D1 and the fillets 
added on the outer sides in the modified direction D2 and D3 
(Fig. 10). For the demonstrator build-up, the 2 mm wide LMD 
tracks were applied using the settings in table 1.  

The body was built on the designed platform which was 
clamped onto the machine table to add further stiffness to the 
setup (Fig. 11). The build direction is perpendicular to the 
platform top surface which is indicated by the white arrow. 

 

Fig. 11. LMD build-up of demonstrator body on platform 

Based on the CAD-Dataset, the slicing of the LMD-layers 
and generating of the LMD tracks was performed with help of 
the ILT CAM planning tool LMDCAM. The body section was 
built up in 75 layers. To improve the cooling effect, water 
cooled copper pipes were fitted to the platform.  

In the next build step, the fillets were added to the sides in 
the adapted build direction D2 (Fig. 10) and D3 (Fig. 12). 

 

Fig. 12. LMD build-up of demonstrator of fillet 2 in direction D3 

The body with the platform was aligned and clamped to a 
fixture to obtain the desired orientation with the Z-axis of the 
handling system perpendicular to the front edge of the fillet. 

Fig. 13 displays the successfully completed pylon bracket on 
the platform after cleaning by sandblasting. 

 

Fig. 13. LMD built pylon bracket demonstrator on the platform 

The total LMD processing time for the demonstrator 
summed up to approx. 16.5 h. With the afforded cooling time 
of approx. 7.5 h, the total build time accumulated to 24 h. 
Before removal of the completed demonstrator from the 
platform a deflection of 1.25 mm was detected in the platform 
centre position CP (Fig. 11) in respect to the outer positions P0 
which indicates a significant deformation reduction. 

3.3. Post Processing and Analysis of Demonstrator 

The final steps are to remove the demonstrator from the plat-
form, to validate the build results and machine sections of the 
demonstrator to achieve the final part geometry. 

As the LMD process induces stress in the deposited material 
a significant internal stress level accumulates during 
processing. When cutting off the LMD part from the platform, 
the “holding forces” of the platform are no longer present. The 
residual stresses present in the part can lead to a deformation. 
In order to eliminate or at least reduce the internal stress level, 
a heat treatment for stress relief has been included. The 
performed solution heat treatment of the LMD part and 
platform consisted of heating up to 980 °C at a rate of 5 K/min, 
holding this temperature for 1 h and cooling down to 200 °C at 
a rate of <2.5 K/min. Compared to an usual solution heat 
treatment with a harsh cooling phase, a low cooling rate was 
selected to avoid a new stress development. After heat 
treatment, the LMD demonstrator was trimmed off the platform 
by wire-cut electric discharge machining (EDM). 

To analyse the LMD geometry, the demonstrator was 
scanned with the GOM Atos measurement system. The 
analysis of the measurement is displayed in Fig. 14. According 
to the colour grading, the offset from the CAD geometry ranges 
from 0.4 to 1.9 mm and this indicates the amount of excess 
material available for machining. The deformation of the LMD 
part causes the excess material thickness to vary. 

Considering a calculated volume of 831.4 cm3 from the scan 
data a buy-to-fly ratio of 1.72 is obtained (equation 1). 
Calculating the buy-to-fly value from the parts weight of 6.9 kg 
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results in a ratio of 1.75 considering a density of 8.19 g/ cm3.for 
IN718 confirming the planned value of 1.77 (chapter 3.3). 

 

Fig. 14. Surface offset of the LMD demonstrator related to CAD-model 

In order to determine the base deviation and the yield of the 
heat treatment the base surface was analysed. The examination 
reveals a low deviation of 0.4 mm as presented in Fig. 15. 

 

Fig. 15. Deviation of the demonstrator base surface 

These results prove that the rigid platform design combined 
with the solution heat treatment could effectively reduce the 
distortion of the part to below 2 mm. 

Based on the measurement data the last step of machining 
the pylon bracket demonstrator was planned with the CAM 
software Mastercam. Half of the demonstrator was milled 
according to the CAD-data. The remaining surface is left in the 
LMD processed state to allow a comparison of the processes 
involved. The final state of the pylon bracket demonstrator after 
successful machining is presented in Fig. 16. 

 

Fig. 16. Final pylon bracket demonstrator after machining 

4. Conclusion 

The manufacturing of a IN718 pylon bracket demonstrator 
by LMD served as a case study to analyse production and 
resource efficiency of the LMD process (chapter 2.3,2.4). 

Investigations on LMD track width were performed in respect 
to the deposition rate and build resolution. A Temperature limit 
was defined to avoid overheating which afforded cooling 
breaks and reduced the overall deposition rate. From the track 
size analysis, the 2 mm wide LMD tracks were selected for all 
the following samples as they showed the best overall 
performance. The 2 mm tracks offer high detail resolution with 
a deposition rate only 9% below the highest score of the 4 mm 
tracks when considering the temperate limit. 

The trials on resource efficiency focused on minimizing 
deformation as it has a contradictory influence and increases 
the buy-to-fly ratio. Two approaches, preheating and increasing 
stiffness of the substrate, were investigated resulting in 
designing a rigid platform. 

The final pylon bracket demonstrator was successfully built 
up on the platform with a distortion below 2 mm (chapter 3.2). 
To avoid internal stresses deflecting, the part when cut off from 
the platform, a heat treatment was applied before removal. The 
trimmed off pylon bracket was geometrically analysed by a 
GOM laser scanning system. The analysis results confirm the 
concept and all scheduled targets are reached (chapter 3.3): 

• The CAD-geometry exhibits sufficient access 
material (offset thickness 0.4 to 1.9 mm). 

• The deflection of the base is 0.4 mm and < 2 mm. 
As the final step half of the pylon bracket was machined by 

milling to prove that the final geometry can be obtained from 
the LMD raw part which successfully could be demonstrated. 

Considering the goal of improving the buy-to-fly ratio, a 
final result of 1.75 has been achieved which is 12.5% better than 
the targeted ratio of 2. 

5. Acknowledgements 

This work has been funded through the European 
Commission in the AMAZE (Additive Manufacturing Aiming 
towards Zero Waste and Efficient Production of High-Tech 
Metal Products) project [Grant number 313781]. The Airbus 
Group contributed by providing the demonstrator geometry. 

6. References 

[1] Ahn DG, Direct metal additive manufacturing processes and their 
sustainable applications for green technology: A review, Int. J. of Precis. 
Eng. and Manuf.-Green Tech. 3 (4), 381–395. 

[2] Bremen S, Correlation of high power SLM process with productivity 
efficiency and material properties for Inconel 718, Faculty of Mechanical 
Engineering, RWTH, Aachen, 2017. 

[3] Gradl PR, Preparation of Papers for AIAA Technical Conferences, 55th 
AIAA/SAE/ASEE Joint Propulsion Conference, 2019. 

[4] Gisario A, Kazarian M, Martina F, Mehrpouya M, Metal additive 
manufacturing in the commercial aviation industry, A review, Journal of 
Manufacturing Systems, 2019, 124-149. 

[5] Witzel J, Schrage J, Gasser A, Kelbassa I, Additive manufacturing of a 
blade-integrated disk by laser metal deposition, ICALEO. 30. Int. Congr. 
on Applications of Lasers and Electro-Optics, Paper 502, 2011. 

[6] Schirra JJ, Borg CA, Hatala RW, Mechanical property and microstructural 
characterization of vacuum die cast superalloy materials,in 
SUPERALLOYS 2004, Champion, Pennsylvania, 2004, 553–561. 

[7] Zhong C, Gasser A, Kittel J, Schopphoven T, Pirch N, Fu J, Poprawe R, 
Study of process window development for high deposition-rate laser 
material deposition by using mixed processing parameters, Journal of Laser 
Applications, Vol. 27, No. 3, 2015, 032008. 

 
 

0.4

1.9

0.1

0.5

100 mm



ScienceDirect

Available online at www.sciencedirect.comAvailable online at www.sciencedirect.com

ScienceDirect
Procedia CIRP 00 (2017) 000–000

  www.elsevier.com/locate/procedia 

2212-8271 © 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 

28th CIRP Design Conference, May 2018, Nantes, France

A new methodology to analyze the functional and physical architecture of 
existing products for an assembly oriented product family identification 

Paul Stief *, Jean-Yves Dantan, Alain Etienne, Ali Siadat 
École Nationale Supérieure d’Arts et Métiers, Arts et Métiers ParisTech, LCFC EA 4495, 4 Rue Augustin Fresnel, Metz 57078, France 

* Corresponding author. Tel.: +33 3 87 37 54 30; E-mail address: paul.stief@ensam.eu

Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

Metal Matrix Composite (MMC) coatings have become increasingly important in recent years because of their high wear resistance in aggressive 
environments. These coatings can be efficiently manufactured by Laser Metal Deposition, as it is known to perform well in repair and coating 
applications due to its low substrate affection. However, there are many challenges to be faced when metallic and ceramic materials are combined. 
In fact, inhomogeneous material distribution and lack of metallurgical integrity are issues to be addressed. For this purpose, the use of Functionally 
Graded Materials is proposed. Nevertheless, there is a lack of knowledge regarding the procedure and deposition strategies to follow in order to 
obtain crack-free coatings.  
In the present work, the main challenges for the deposition of such coatings have been experimentally identified, particularly for Stellite 6 
reinforced with tungsten carbide. To that end, the quality of the deposited coatings and their composition has been assessed. Furthermore, as the 
dilution of the reinforcement phase has not been studied in depth in the literature when ceramic particles are used, in the present study, an analysis 
of the dilution of the ceramic phase in the metal matrix is performed when different WC concentrations are fed. 
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1. Introduction 

High specific surface requirements of the industry have led 
to the development of modern and efficient techniques for 
coating deposition. Thermal spraying techniques are nowadays 
widely used for the deposition of coatings; however, the bond 
achieved between the substrate and the coating is purely 
mechanical [1, 2]. In addition, it has been reported that coatings 
deposited by means of thermal spray, tend to contain cracks and 
pores not only at the interface between the deposited material 
and the substrate, but also at the coated layer itself [3]. This is 
one of the main limitations of such coatings, as not having a 
metallurgical bond increases the risk of delamination [4]. As 
opposed to these processes, Laser Metal Deposition (LMD) has 

emerged as a reliable technology for the repair of worn or 
damaged components, and it has proven to be an effective 
process for the deposition of high-wear-resistant coatings [5]. 
LMD manufactured coatings have a good metallurgical bond 
with the substrate with a minimal heat-affected zone, which 
reduces the damage incurred in the coated part [6]. 
Furthermore, this process is unconstrained as far as geometry is 
concerned and it offers great control of the chemical 
composition of the built parts [7]. Therefore, it is suitable for 
multi-material processing, which has led to LMD becoming one 
of the main processes employed when fabricating Metal Matrix 
Composite (MMC) coatings (Figure 1). 
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1. Introduction 

High specific surface requirements of the industry have led 
to the development of modern and efficient techniques for 
coating deposition. Thermal spraying techniques are nowadays 
widely used for the deposition of coatings; however, the bond 
achieved between the substrate and the coating is purely 
mechanical [1, 2]. In addition, it has been reported that coatings 
deposited by means of thermal spray, tend to contain cracks and 
pores not only at the interface between the deposited material 
and the substrate, but also at the coated layer itself [3]. This is 
one of the main limitations of such coatings, as not having a 
metallurgical bond increases the risk of delamination [4]. As 
opposed to these processes, Laser Metal Deposition (LMD) has 

emerged as a reliable technology for the repair of worn or 
damaged components, and it has proven to be an effective 
process for the deposition of high-wear-resistant coatings [5]. 
LMD manufactured coatings have a good metallurgical bond 
with the substrate with a minimal heat-affected zone, which 
reduces the damage incurred in the coated part [6]. 
Furthermore, this process is unconstrained as far as geometry is 
concerned and it offers great control of the chemical 
composition of the built parts [7]. Therefore, it is suitable for 
multi-material processing, which has led to LMD becoming one 
of the main processes employed when fabricating Metal Matrix 
Composite (MMC) coatings (Figure 1). 
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A composite material is constituted by two or more integral 
materials, which can be macroscopically distinguished within 
the completed structure. The properties of composite materials 
are given by the characteristics of its individual constituents [8]. 
MMC is referred to as those that have a metallic matrix in which 
reinforcement phases are introduced. Hence, the metallic phase 
serves as a binder to the composite [9]. The development of 
MMCs has been driven by the need for complex materials that 
respond to the industry requirements in terms of, mainly, higher 
hardness and wear-resistant coatings manufacturing [10, 11]. 

 

 

Fig. 1. MMC coating manufacturing by means of LMD. 

Ceramic reinforced MMCs have been proven to offer 
superior properties in terms of strength, hardness, wear, and 
corrosion resistance, and good behavior even when exposed to 
high-temperature conditions [12]. Nonetheless, several issues 
have been also reported when manufacturing such materials by 
means of Additive Manufacturing. Mainly, poor bonding, 
severe cracking, and embrittlement of the matrix have been 
documented [12]. A potential solution for this lack of 
metallurgical integrity and delamination is the deposition of 
Functionally Graded Materials (FGM), in this case, 
Functionally Graded MMCs (FGMMC). In this manner, the 
sharp interface between the substrate and the coating is 
substituted by a gradient interface [7]. In fact, it has already 
been reported in the literature that such a solution can reduce 
cracking due to residual stress significantly, which is the main 
cause of failure in the manufacturing of MMCs [13, 14]. 

 
Much research has been published regarding the LMD of 

MMCs, with different metal matrixes and reinforcement phases 
[15, 16, 17, 18]. However, there is still a lack of knowledge on 
how to obtain good-quality MMC coatings manufactured by 
LMD, particularly, when multi-layer and multi-track coatings 
are to be deposited. This deficiency in the literature has driven 
the present work, in which an attempt to manufacture multi-
layer MMC coatings with a compositional gradient has been 
performed. To that end, the main defects and difficulties when 
depositing such coatings have been experimentally identified. 
In addition, the dilution of the reinforcement phase in the 
resulting MMC has been experimentally measured and a 
relation between the fed MMC composition and the resulting 
reinforcement concentration has been obtained. 

2. Methods 

The experimental work was carried out in a 5-axis laser-
processing machine, which was coupled to a Yb:YAG laser 
Rofin-Sinar FL010 with 1 kW maximum power and 1070 nm 

wavelength. The laser beam spot had a 1.8 mm diameter at the 
working surface. Additionally, a Sulzer Metco Twin 10-C 
powder feeder was used, which allows supplying multiple 
materials, as two independent hoppers are available. Lastly, 
Argon was used as both carrier and shielding gas. 

 
In the experimental tests, cobalt-based alloy Stellite 6 (S6) 

powder (45-106 µm) was used as the matrix for the MMC 
coating, and tungsten carbide (WC) powder (45-106 µm) was 
introduced as the reinforcement phase. These multi-material 
coatings were deposited onto a DIN C45 steel substrate. The 
coupons were 70 x 70 x 15 mm3 and were finished by grinding 
to ensure a flat and even surface, and properly cleaned with 
acetone to eliminate possible impurities and guarantee a proper 
bonding between the substrate and the deposited layers. The 
composition of the materials employed is detailed in Table 1. 

Table 1. Material composition in wt. %. 

 Co Cr W Si Fe C 

WC 0.0 0.0 Bal. 0.0 0.19 4.03 

S6 Bal. 28.0 4.0 1.5 3.0 1.0 

DIN C45 0.0 ≤ 0.04 0.0 ≤ 0.4 Bal 0.42～0.5 

 Mo Mn P S Cu Ni 

WC 0.0 0.0 0.0 0.0 0.0 0.0 

S6 1.0 0.0 0.0 0.0 0.0 3.0 

DIN C45 0 0.5～0.80 ≤ 0.045 ≤ 0.045 ≤ 0.4 ≤ 0.1 

2.1. LMD process 

The study of the FGMMC was approached in a three-step 
process. 

 
1. Firstly, with the aim of characterizing the material, 

several initial tests were carried out, in which up to 20% 
wt. WC was introduced in the Co-based alloy coating. 
Therefore, single-track and multi-track tests were 
performed. Higher WC contents were not tested so as 
not to exponentially increase the number of initial tests.  

2. Secondly, a coating constituted by 10 layers was 
deposited, which ranged from 0% to 40% wt. WC 
content, as shown in Figure 2. The process parameters 
employed are detailed in Table 2.  

3. Thirdly, the quality of the deposited material, as well as 
the dilution of the reinforcement phase inside the 
FGMMC, was studied. 

 

Fig. 2. FGMMC test piece. 
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The path strategy followed in all tests for the manufacturing 
of the test piece consisted in a zigzag trajectory scheme, in both 
X and Y directions, which were successively alternated (Figure 
2). 

Table 2. Process parameters for FGMMC. 

Process parameter Range 

Power 800 – 980 W 

Feed rate 500 mm/min 

S6 powder rate 4.0 – 5.5 g/min 

WC powder rate 0.0 – 2.7 g/min 

Overlap 26%-50% 

 
The powder feed rate in each layer was adjusted to keep a 

constant-volume clad, which ensures the stability of the process 
when overlapping subsequent layers. Therefore, due to the 
higher density of the WC (15.63 against 8.44 g/cm3) the laser 
power was proportionally increased with the deposited mass per 
unit length. 

2.2. Metallographic preparation and analysis 

Due to the high hardness and the need for high-precision 
cuts, the test pieces were cut by wire electro-discharge 
machining. From each test, three sections were prepared for 
metallographic analysis, and another three for compositional 
analysis in a scanning electron microscope (SEM). All samples 
were ground and polished following an appropriate 
metallographic procedure, to avoid pulling out the 
reinforcement particles, which may damage the sample. In 
addition, those prepared for metallographic analysis were 
etched by electrolytic etching with 10% oxalic acid solution at 
20 V. 

 
Regarding the microhardness analysis, indentations were 

produced every 0.2 mm along two vertical lines with the Future 
Tech Corp FM-800 microhardness tester. The parameters 
employed were 2.9 N applied load and 12 s dwell time. 

 
Finally, a compositional analysis of the deposited layers was 

performed by means of scanning electron technology (Carl 
Zeiss EVO-40) and energy-dispersive X-ray spectroscopy 
(EDS) microanalysis equipment (Oxford instruments). Discrete 
measurements were performed at different depths of the 
deposited material and the chemical composition of the material 
was obtained. Besides, the average composition of the FGMMC 
was obtained at different layers. 

2.3. Composition analysis 

On the one hand, in order to calculate the amount of WC 
captured by the melt pool during the deposition of the FGMMC 
sample, the data from the average composition at each layer 
provided by the EDS analysis was employed. As this data is 
expressed in terms of elemental content, the WC actually 
absorbed by the melt pool was calculated by correlating the 
weight content of both chromium and tungsten measured by the 
EDS probe. 

On the other hand, the content of unmelted WC remaining in 
the matrix was measured by the Image Processing Toolbox of 
Matlab software. In this manner, as the unmelted particles can 
be clearly differentiated from the matrix, the volumetric 
composition was calculated, and then transformed into weight 
composition, according to the density of each material. 

3. Results 

3.1. Initial tests: 0 to 10% and 0 to 20% wt. WC 

In Figure 3, the mono and multi-track clads deposited for the 
initial tests are shown. The first tests (1.1 and 1.2) correspond 
to 10% wt. WC / 90% wt. S6 clads over two S6 layers. The 
second tests (1.3 and 1.4) correspond to 20% wt. WC / 80% wt. 
S6 clads over two layers of 10% wt. WC / 90% wt. WC, at the 
same time, deposited over two layers of S6. 

 

Fig. 3. Initial tests: (1.1 and 1.2) 0 to 10% wt. WC and (1.3 and 1.4) 0 to 20% 
wt. WC. 

These samples presented good integrity based on visual 
observation, which was further confirmed in the metallographic 
analysis (Figure 4). The matrix of each layer was affected 
differently by the etching process, which was attributed to the 
enrichment of the matrix as a consequence of the dilution of the 
reinforcement phase. Nevertheless, no cracking nor pores were 
detected in the deposited material.  

  

Fig. 4. Etched cross-section of the initial tests. 

Based on the good results obtained in the initial tests 
regarding metallurgical integrity, the second set of 
experimental testing was carried out. 

3.2. Multi-track and multilayer FGMMC: 0 to 40% wt. WC 

In Figure 5, the overall aspect of the sample after the 
deposition process is shown. Oxidation was effectively 
avoided, which confirms the proper behavior of the shielding 
gas. 

 
In the deposited multi-track and multilayer FGMMC, severe 

cracking was identified after visual inspection. This lack of 
metallurgical integrity was further confirmed when the cross-
sections were analysed (Figure 6). The cracking was initiated in 
the discrete WC particles and propagated through the matrix 
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when high WC concentration was introduced in the multi-track 
and multilayer FGMMC. It was detected that concentrations 
higher than 30% wt. were critical in this case. As reported in 
the literature, the unmelted reinforcement particles are regions 
where stress concentration can achieve critical values. 
Moreover, the enrichment of the matrix by dilution of the 
reinforcement particles resulted in increased hardness at the 
expense of reduced ductility, which leads to a higher crack 
sensitivity. 

 

Fig. 5. 10-layer FGM coating. 

In the same manner, as displayed in Figure 4 for initial tests, 
the dilution of the reinforcement particles resulted in a higher 
tungsten and carbon content as the amount of tungsten carbide 
fed was increased. In the cross-section shown in Figure 6, the 
first layers (corresponding to 0% wt. WC) were slightly etched, 
while the top layers (corresponding to 40% wt. WC) were 
strongly etched. Therefore, it can be concluded that the 
composition of the matrix was not constant along the coating, 
meaning that the upper layers have a higher concentration in 
both tungsten and carbon, that are either partially melted or 
diffused into the matrix. 

 

Fig. 6. Cross-section of the 10-layer FGMMC and details of the 
microstructure evolution of the matrix (A) 0% wt. WC, (B) 10% wt. WC,  

(C) 20% wt. WC, (D) 30% wt. WC and (E) 40% wt. WC. 

In addition, an evolution of the microstructure of the matrix 
was observed along the deposited coating (Figure 6). As the 
concentration of WC deposited increased, the microstructure 
showed enrichment in intermetallic phases. In fact, the 
formation of carbides was clearly revealed in the obtained SEM 
images with backscattering diffraction (BSD) (Figure 7). This 
image was taken at higher WC concentration layers, i.e. upper 

layers, specifically in the area adjacent to the region E shown 
in Figure 6. 

 

Fig. 7. SEM image of carbide formation around WC reinforcement particles. 

The partial melting or dilution of WC in the Stellite 6 matrix 
was confirmed by both the evolution of the microstructure and 
the microhardness analysis performed (Figure 8). A gradual 
increase in the hardness of the matrix was observed. 
Furthermore, hardness values as high as 700 HV were 
measured, which are far above the values reached by Stellite 6 
(390-475 HV [19]). Therefore, the presence of extra tungsten 
and carbon as the height of the coating was increased was 
confirmed. As aforementioned, this hardness rise in the matrix 
is the main cause of its embrittlement, which resulted in a 
higher crack sensibility. 

 

Fig. 8. Microhardness analysis of FGM sample. 

In order to analyse the composition of the deposited 
FGMMC, the unmelted WC content was determined by image 
analysis at different points. Also, the actual W content of each 
layer of the deposited FGMMC (both at the reinforcement 
phase and the matrix) was measured (Figure 9B). These 
measurements were compared to the theoretically fed powder 
composition in terms of WC rather than W content, so that they 
were comparable (Figure 10). 

 
As shown in Figure 10, there is a mismatch between the 

theoretical WC fed, the WC captured in the melt pool according 
to the EDS analysis, and the unmelted WC content based on 
Matlab image analysis. The observed differences are due to the 
following phenomena: 
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(1) Fed WC vs. Actual WC (EDS): The mismatch between 
the powder composition fed and the composition of the 
powder captured in the melt pool. 

(2) Unmelted WC vs. Actual WC (EDS): Partial melting or 
dilution of the reinforcement particles in the matrix. 

 

Fig. 9. (A) W content (wt. %) mapping based on EDS analysis of the 
FGMMC sample and (B) EDS analysis, highlighting the different regions. 

The first one is caused by the higher density of the WC 
particles as compared to the S6. Due to differences in the 
particle density and inertia of the employed powders, they are 
not necessarily equally concentrated by the nozzle. Therefore, 
the composition of the powder introduced in the melt pool is 
not that programmed in the feeder [14]. However, the effect of 
this phenomenon was not as high as the dilution effect 
observed. 

 

Fig. 10. Comparison of WC content of the fed powder, actual content 
provided by EDS analysis, and unmelted WC content 

Considering the importance of the dilution phenomenon in 
the deposition of FGMMC, and as it directly affects the 
integrity of the coating, this enrichment of the matrix was 
further researched. In Figure 9(A), a colour map of the 
tungsten content of a specific region of the cross-section of the 

deposited FGMMC is shown. Thus, regions with higher W 
concentration can be visually distinguished. In the colour map 
shown, the deposited layers are clearly differentiated. The 
lower region, coloured in black, corresponds to a small part of 
the substrate and the first two layers, in which the tungsten 
content is that of the deposited S6. In the same manner, the 
higher colour band (turquoise), corresponding to the last 
deposited layers, 9th and 10th, depicts a higher W content in the 
matrix, therefore showing a higher enrichment. 

 
Moreover, to analyse the enrichment of the matrix, discrete 

composition measurements were performed by means of EDS 
at different points of the deposited FGMMC (Figure 11). In 
particular, the tungsten content of the matrix at different 
heights of the deposited coating was quantified and a clear 
tendency was observed. As shown in Figure 11, the W content 
increased as the amount of WC fed was augmented, due to the 
dilution of the reinforcement phase in the matrix. Note that two 
points of the compositional analysis were discarded: the first 
one, marked as (1), was not a reliable measure because it was 
carried out in a point in which a lack of fusion was found. The 
second one, marked as (2), could not be considered as a 
reliable measure either, because it was performed in an 
unmelted reinforcement particle; therefore, it was not a 
representative measure of the composition of the matrix. 

 

Fig. 11. Results of SEM analysis. 

4. Conclusions 

In this work, the capability of LMD for manufacturing 
FGMMC coatings with gradient hardness was demonstrated. 
However, some complications and challenges were identified. 

 
Firstly, the requirement of a high number of preliminary tests 

for a complete characterization of every layer of the FGM was 
identified. Hence, an alternative based on reduced preliminary 
testing was proposed. 

 
Secondly, the W content of the matrix was found to increase 

as the amount of WC fed increased due to the dilution of the 
reinforcement phase in the matrix. This enrichment of the 
matrix increased its hardness, which might be beneficial for 
industrial applications. However, this dilution led to the 
fragilization of the matrix, which developed a higher cracking 
sensitivity. This fact, together with the high-stress 
concentrations originated around the unmelted reinforcement 
particles, due to different thermal properties, led to cracking 
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phenomenon. Therefore, the integrity of the deposited clads 
was severely conditioned.  

 
In order to face those critical issues in the LMD of FGMMC, 

on the one hand, parameter optimisation is required. For 
instance, by adjusting the laser power, the dilution of the 
reinforcement particles in the matrix can be reduced, therefore 
minimizing its fragilization and crack sensitivity. In fact, a 
matrix with higher ductility can effectively absorb the higher 
stress generated around the WC particles. On the other hand, 
considering that the cracks were initiated in the reinforcement 
particles, if all the reinforcement phase is diluted, i.e. no 
unmelted WC particles remain after the coating deposition, 
crack initiation might be mitigated. However, in this case, a 
coating with gradient alloying would be obtained and, 
therefore, the resulting mechanical and wear resistance 
properties should be studied. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 

Keywords: Assembly; Design method; Family identification

1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

Additive manufacturing of metals has become a leading technology for function-integrated and individualized components. Ongoing research 
leverages this technology from single-material parts to gradient compositions and multi-material combinations. Powder-based laser metal 
deposition is the preferred process for these novel applications because of the ability to add onto freeform surfaces and flexible material use. A 
crucial aspect of this powder-based process is material loss due to overspray. Furthermore, the shape and size of the powder stream must be 
altered depending on the intended use. For example, thin walls and fine details require a narrow powder focus whereas a larger focus can accelerate 
the manufacturing of volumes substantially. To address this challenge, novel 3D printable and replaceable nozzles are developed. Compared to 
common nozzle designs, this new approach enables quick changing of different sized nozzles and incorporates additively manufactured flow 
paths. Finally, the stream quality is visualized by Schlieren photography. 
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1. Introduction 

Laser metal deposition (LMD) is one of the most important 
technologies for additive manufacturing of metals. With LMD, 
complex function-integrated and individualized components 
can be created onto free form surfaces. High deposition rates of 
wire-based and the high deposition quality of powder-based 
LMD qualify this technology for many applications in the metal 
industry. Repair of worn drawing dies for metal stamping [1] 
and reinforcement of lightweight structures are just some of the 
typical applications. Especially the simple setup, flexibility and 
wide material selection are key advantages compared to other 
additive manufacturing processes. A crucial aspect of powder-
based LMD is powder utilization. Unlike in powder bed fusion 
powders are not easily recycled. The LMD powder nozzles are 
high-precision parts and consumables at the same time. They 
are exposed to heat, weld splatters and powder abrasion.  

State-of-the-art are coaxial powder nozzles that feature 
multiple openings or annular flow gaps [2]. Commonly, they 
consist of two matched cones that form an annular powder 
outlet. With conventional machining processes, these parts are 
manufactured in a differential manner. That leads to higher 
manufacturing expenses and costly maintenance. A new 
approach is an integrated powder nozzle design that 
incorporates additive manufacturing (AM). AM opens up new 
opportunities and design freedom for these nozzles. In addition, 
by carefully deciding on the system limits, assembly and 
maintenance can be improved. In this paper, proofs of concept 
for toolless changeable nozzle designs are presented. 
Furthermore, possible benefits in powder gas flow and powder 
efficiency are highlighted. 
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1. Introduction 

Laser metal deposition (LMD) is one of the most important 
technologies for additive manufacturing of metals. With LMD, 
complex function-integrated and individualized components 
can be created onto free form surfaces. High deposition rates of 
wire-based and the high deposition quality of powder-based 
LMD qualify this technology for many applications in the metal 
industry. Repair of worn drawing dies for metal stamping [1] 
and reinforcement of lightweight structures are just some of the 
typical applications. Especially the simple setup, flexibility and 
wide material selection are key advantages compared to other 
additive manufacturing processes. A crucial aspect of powder-
based LMD is powder utilization. Unlike in powder bed fusion 
powders are not easily recycled. The LMD powder nozzles are 
high-precision parts and consumables at the same time. They 
are exposed to heat, weld splatters and powder abrasion.  

State-of-the-art are coaxial powder nozzles that feature 
multiple openings or annular flow gaps [2]. Commonly, they 
consist of two matched cones that form an annular powder 
outlet. With conventional machining processes, these parts are 
manufactured in a differential manner. That leads to higher 
manufacturing expenses and costly maintenance. A new 
approach is an integrated powder nozzle design that 
incorporates additive manufacturing (AM). AM opens up new 
opportunities and design freedom for these nozzles. In addition, 
by carefully deciding on the system limits, assembly and 
maintenance can be improved. In this paper, proofs of concept 
for toolless changeable nozzle designs are presented. 
Furthermore, possible benefits in powder gas flow and powder 
efficiency are highlighted. 
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2. Experimental setup 

The used six-axis LMD machine consists of two main 
systems that are integrated into a process head. Starting with the 
optical setup, after exiting the optical fiber of the solid-state 
laser the beam is collimated and focused onto the substrate by 
a pair of lenses. The second system supplies the powder filler 
material alongside shielding gas through an outlet to the process 
zone. In combination, it results in direct metal deposition onto 
a substrate (see figure 1). With the help of a dichroitic mirror, a 
camera can observe the melt pool and the deposition during the 
process.  

 
Fig. 1. Schematic drawing of the process head 

In this paper, different concepts of the powder supply system 
are evaluated and compared to the conventional lathe-
manufactured approach fitted to the machine. In order to 
maintain cross compatibility with the processing head and 
ensure comparability of the new designs, the nozzles are 
adapted to an existing process head (see figure 2). In 
consequence, the maximum radial size of the nozzle is 
restricted to 24 mm.  

Within these constraints, the inner-structure of the nozzle 
can be modified freely by using the advantages of laser powder 
bed fusion additive manufacturing and the resulting design 
freedom. 

The AM nozzles themselves are attached with a built-in 
thread to the mount on the process head. To ensure exact 
positioning and overcome thread tolerances, both parts are 
centered by two conical mating surfaces that are integrated into 
the assembly.  

The AM nozzles are created with computer-aided design. 
Moreover, additive manufacturing is used to create the resulting 
monolithic designs. They are an evolution of conventional 
nozzles with annular openings. The outlet gap sizes are varied 
from 0.2 mm to 1.0 mm (see table 1). 

Furthermore, the use of powder bed additive manufacturing 
allows for asymmetric designs with undercuts. Therefore, a 
honeycomb design with a complex inner structure and 0.4 mm 
wide channels is created and evaluated. The process head has 

integrated cooling and powder supply connections. With help 
of the conical mating surfaces, the AM nozzles are centered in 
the thread coaxially to the laser beam. In figure 2, schematic 
cross sections of two additive designs are shown. A nozzle 
using an annular outlet is visible on the bottom left. On the 
bottom right, individual channels of the honeycomb design can 
be seen.  

 
Fig. 2. Two additive nozzle designs integrated into the processing head 

According to table 1, one conventional and five additively 
manufactured nozzles are evaluated. The AM nozzles are 
created by laser powder bed fusion (LPBF) using CuSn10 
material. This tin bronze is used for better heat conduction 
compared to commonly used 316L stainless steel. The 
manufacturing was carried out on an Orlas Creator LPBF 
machine. It offers a cylindrical build volume of Ø 100 mm x 
100 mm and a minimum beam diameter of 40 μm. The 
following optimal LPBF-process parameters for this material 
were determined in previous work [3]: 
• Laser power: 210 W 
• Scanning speed: 1000 mm/s 
• Hatch distance: 70 μm 

Table 1. Evaluated nozzle designs 
Nozzle type Abbreviation Outlet Size [mm] 

Conventionally 
manufactured 

Con-0.35 Annular 0.35 

Annular LPBF AM-xxx Annular 0.2, 0.35, 
0.55, 1.0 

Honeycomb LPBF AM-Honey Honeycomb 0.4 

After printing, the nozzle needs to go through mechanical 
post-processing. First, they are removed from the build plate. 
Secondly, the top and the bottom of the nozzle are polished to 
remove any excess support structures. In addition, the thread is 
reworked with a die. The dimensional accuracy of the inner-
structures is checked by comparing the design files with x-ray 
tomographies. 

The powder-gas streams of the printed nozzles are evaluated 
using a portable Schlieren-imaging setup that can be positioned 
in the LMD machine. This ensures a realistic process 
environment for the measurements. A high power LED emits 
light through an adjustable aperture. Two identical concave 
mirrors with a focal length of 500 mm project an image of the 
target onto a digital camera. A razor blade is placed in the focus 
of the beam. The sharp edge cuts all the light except the light 
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diffracted by density changes. It passes over the knife-edge and 
is picked up and visualized by the camera (see figure 3).  

  
Fig. 3. Schematic Schlieren setup 

The occurring density differences between the inert 
atmosphere and the powder gas flow are minimal. Visualizing 
this would require focal lengths of multiple meters to reach a 
higher sensitivity of the Schlieren setup [4]. Therefore, traces 
of tetrafluoroethane are added to the argon conveying gas. This 
marking agent has a density of 4.25 kg/m3, which is 
significantly higher compared to the density of argon with only 
1.78 kg/m3. This results in clearly visible Schlieren images. The 
process parameters used are fixed throughout all experiments. 
To analyze the powder overspray, a thin wall structure and a 
helix were printed with each nozzle. The specimen and the 
oversprayed material were weighed. In consequence, the nozzle 
designs can be compared by calculating the powder efficiency. 
Additionally, the substrate was weighed before and after the 
LMD process. A steel container catches any excess powder for 
measuring.  

Parameters for the Schlieren images and the laser metal 
deposition are shown in table 2. Stainless steel powder (1.4404) 
with a mean grains size of 45 µm was used for testing. 

Table 2. Fixed Process Parameters 
Parameter Value Unit 

Powder gas flow 2 L/min 

Shape gas flow 10 L/min 

Laser Power 172 W 

Powder (1.4404) grain Size 45 µm 

Substrate (1.4301) thickness 6 mm 

3. Results 

After minor touchups, all nozzle 
build jobs turned out to be successful 
on the LPBF machine. Additional 
reworking of the thread allows the 
nozzles to be screwed into the 
process head smoothly. X-ray 
tomographies of the AM nozzles 
manifested a dimensional accuracy 
of 100 µm (see figure 4 and figure 5) 

 
Fig. 5. AM nozzle fitted to the process head 

After capturing the Schlieren images of each individual 
nozzle, they are scaled to size. A coordinate system with 1 mm 
per division is added at the focal plane of the laser at 9 mm 
standoff distance. The captured and edited Schlieren images are 
shown in figure 6. They are named according to their design 
concept. The conventional manufacturing nozzle design a) with 
an annular opening acts as a reference that the other designs b) 
to f) are compared with (see figure 6). 

a) Conventional 0.35 mm nozzle: 
The argon gas stream exiting the reference nozzle is 
divergent and therefore the diameter of the jet increases 
shortly after the outlet to 5.9 mm at the focal plane. The 
gas flow separates into two visible layers, which consist 
of small turbulences on the outside and laminar flow on 
the inside. Larger turbulences are only visible beyond the 
focal plane. The minimal diameter of the gas flow 
measures 4.4 mm at only 1.3 mm standoff distance. 

b) AM 0.20 mm nozzle:  
The first additively manufactured nozzle with a 0.20 mm 
annular outlet shows a convergent shape of the gas 
stream. The waist of the gas stream is 4.7 mm below the 
nozzle outlet. The diameter of the stream at this location 
is 3.6 mm. After this position, the stream expands to 
4.3 mm at the focal plane of the laser. 

c) AM 0.35 mm nozzle: 
The nozzle with a 0.35 mm annular opening is 
comparable to its conventionally manufactured 
counterpart, because they share the same outlet 
dimensions. In comparison, the AM nozzle shows a 
convergent gas stream with a diameter of 4.8 mm at the 
focal plane. The minimal diameter of the gas flow 
measures 4.4 mm at 4.5 mm standoff distance. The stream 
on the right side seems to be deflected by environmental 
conditions. 

d) AM 0.55 mm nozzle: 
An overall increase of the outlet size to a 0.55 mm annular 
opening results in a wide stream diameter of 4.7 mm at 
the focal plane. First, the contours of the gas stream have 
a high contrast but after the focal plane turbulences start 
to occur. The minimal diameter of the stream is 4.3 mm 
located at 5.1 mm downstream of the nozzle. 

e) AM 1.0 mm nozzle: 
The AM nozzle with a 1.0 mm outlet has the largest 
annular gap. The gas stream breaks down into turbulences 
after only 3 mm. The diameter at the focal plane measures 
7.1 mm. At 4.0 mm standoff distance, the minimum flow 
diameter is 6.2 mm. 

LED 
Lens Adjustable aperture 

Camera 

1st concave 
mirror 

f=500mm 

Target 

Razor blade 

2nd concave 
mirror 

f=500mm 
Annular 
opening/outlet 

AM nozzle 

Process head 

Fig. 4. X-ray tomography of 
the AM-Honeycomb nozzle 

 



 R. Bernhard  et al. / Procedia CIRP 94 (2020) 336–340 3394 R. Bernhard / Procedia CIRP 00 (2020) 000–000 

f) AM Honeycomb: 
The honeycomb design shows a convergent flow after the 
outlet. A strong contrast to the ambient inert atmosphere 
is visible. The flow starts to get turbulent before it reaches 
the focal plane. The minimal diameter of the stream 
amounts to 4.2 mm at 2.2 mm standoff distance. 

Overall, the nozzles made by additive manufacturing show 
a characteristic tapered flow after exiting the outlet. The gas 
streams start to expand before reaching the focal plane of the 
process laser. This is contrary to the conventional 
manufactured nozzle, which has a divergent gas flow almost 
directly after the outlet. The diameter of the gas flow, the 
location of minimal gas flow diameter and the standoff distance 
measured from the nozzle are shown in table 3. 

Table 3. Diameter of the gas flow at the focal plane 
Nozzle design 
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Gas flow diameter at 
focal plane [mm] 

5.9 4.3 4.8 4.7 7.1 4.8 

Minimal gas flow 
diameter [mm] 

4.4 3.6 4.5 4.3 6.1 4.2 

Gas flow waist standoff 
distance [mm] 

1.3 4.7 4.4 5.1 4.0 2.7 

 
The results show a reduction of the gas flow diameter of up 

to 1.6 mm or 27% compared to the conventional nozzle. 

Despite the rough surface finish of the AM nozzle due to the 
LPBF process, all gas streams of the additively manufactured 
nozzles show strong convergence behaviors. Additionally, the 
size of the gap influences the flow diameter significantly. The 
smaller the annular opening, the smaller is the gas stream 
diameter with an exception of the AM-0.35 nozzle. In this case, 
the Schlieren images only allow for qualitative assessments. 

Therefore, the results of the Schlieren images were 
quantified by powder efficiency measurements during actual 
laser metal deposition. The efficiency of the deposited powder 
in comparison with the overspray is determined for the 
following three best performing AM nozzles: The powder 
efficiency of the AM-Honeycomb, AM-0.20 and AM-0.35 
designs are compared to the conventional design. With each 
nozzle setup a 30 mm helical and 50 mm long straight thin wall 
were manufactured (see figure 7).  

 
Fig. 7. AM-0.2 printed helix and thin wall specimens  

The results show differences in the efficiency between the 
helix and the straight wall. Overall, the straight thin walls yield 
up to 6% higher efficiency compared to the helixes. Due to the 
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oscillating deposition strategy of the wall, the cool down time 
was shorter than the helix buildup. This results in a larger melt 
pool and therefore more deposited powder. Despite the superior 
gas flow, the worst performing nozzle was the honeycomb 
nozzle. It only yields an efficiency of 3.3%. Disassembly of the 
nozzle shows agglomeration of powder inside the honeycomb 
channels. In consequence, the majority of the channels were 
congested. Therefore, the powder exited through the remaining 
channels with an uneven distribution. This resulted in a poor 
metal deposition. 

The other tested AM nozzles with annular openings yield 
higher efficiencies compared to the conventional nozzle 
design. In terms of the AM-0.20 nozzle, the deposition 
efficiency is 20% higher. Regarding the AM-0.35 nozzle, up to 
130% more deposition is reached compared to the conventional 
nozzle (see figure 8). 

 
Fig. 8. Powder efficiency  

Overall, the additive manufactured nozzles with annular 
openings show improved results compared to the conventional 
one. This is not only visible by the powder efficiency; it is also 
visible by comparing the minimal and the maximum height of 
the specimens. The difference in height between them is an 
indicator for homogeneous and direction independent buildup. 
Even though the conventional nozzle was able to deposit the 
highest thin wall, the difference between the minimal and 
maximum height is comparably large. Especially the helix 
reveals problems with the conventional and the AM-0.35 
nozzles. The result show, that the best nozzle for helical 
buildup is the AM-0.2 nozzle. The best result for a thin wall 
was achieved by the AM-0.35 nozzle, almost matched by the 
AM-0.2 nozzle (see figure 9). 

 
Fig. 9. AM helix and thin wall height measurements 

4. Conclusion 

The results conclude a great potential for the application of 
additively manufactured nozzles. The successful additive 
approach allows for innovative, complex and integrated 
designs while surpassing a conventional design in powder 
efficiency without directional dependencies. Due to the 
integration of mating surfaces and preformed threads, quick 
nozzle swaps are possible in order to react to changing 
conditions. This is very important for the soon intended multi-
material applications that require specific free form nozzle 
shapes.  

Eventually, by manufacturing the nozzles with the push of a 
button on LPBF printers, replacement parts do not need to be 
stocked anymore and the process can be automated. The 
process chain is shorter and more accessible than the 
conventional manufacturing route using a lathe or a milling 
machine.  

Despite the underperforming honeycomb nozzle, integrated 
structures will be pursued extensively. Further improvements 
of the surface quality by abrasive flow machining inside the 
powder channels can prevent the agglomeration of powder 
inside the nozzle. Additionally, the focal plane of the laser will 
be moved closer to the nozzle. 

The findings in this paper proved that additively 
manufactured nozzles are possible. Subsequently, the next 
generation of sophisticated AM nozzles will include an 
additional annular opening for shape gas. In consequence, the 
powder stream size can be adjusted by the variation of the 
shape gas flow.  
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 

Keywords: Assembly; Design method; Family identification

1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

Additive Manufacturing of aluminium alloys has become crucial for lightweight applications. However, new materials and techniques need to 
be developed in order to achieve more advanced properties and higher efficiency. Therefore, a new energy-efficient wire deposition strategy 
was developed for processing aluminium-silicon alloys with Laser Metal Wire Deposition. Three alloys with different Si-contents were studied: 
AlSi5, AlSi10Mg and AlSi12. Different thicknesses of partially melted zones were observed and explained. The previous layer was partly 
remelted only by the heat conduction in the melt pool. It was found that the thickness of the partially melted zone depends on the difference of 
temperature between the liquidus and solidus. 
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1. Introduction 

Aluminium alloys are commonly used in Additive 
Manufacturing (AM) due to their advantageous mechanical 
properties in relation to their low density, especially the Al-Si 
alloys that constitute the 4000 series. Silicon improves the 
flowabilty of the alloy once molten, which makes it easier to 
process. The main AM techniques involving aluminium today 
are Laser Powder Bed Fusion (LPBF), Directed Energy 
Deposition (DED) with powder, and Wire-Arc Additive 
Manufacturing (WAAM). LPBF allows high geometrical 
precision for small components, the other two strategies allow 
high deposition rates for larger components. WAAM is known 
as a lower cost alternative, which also present simplicity and 
safety advantages due to the usage of wire instead of powder. 
However, the arc delivers more heat input into the materials 
than a laser beam, which leads to a larger heat affected zone 

and more distortion that requires more process monitoring 
[1,2,3].  

Another alternative is to use a laser beam as a heat source 
with a wire as a feeding material. This process is commonly 
called Laser Metal Wire Deposition (LMWD). A wire is 
usually fed from the front side and a laser beam placed almost 
vertically melts both the wire and the substrate. The feasibility 
of this technique was proven with aluminium alloys such as 
AA5087 alloy [4,5] and AlSi5 [6]. One disadvantage is that 
the high reflectivity and heat conductivity of aluminium 
require more laser power to process these alloys. For 
processing AlSi5 with LMWD, the specific energy required 
was 102.8 kJ/g [6], whereas with WAAM the specific energy 
was found to be 4.0 kJ/g [3]. This is why a potentially more 
energy efficient alternative for LWMD was investigated in 
this study. 
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Aluminium alloys are commonly used in Additive 
Manufacturing (AM) due to their advantageous mechanical 
properties in relation to their low density, especially the Al-Si 
alloys that constitute the 4000 series. Silicon improves the 
flowabilty of the alloy once molten, which makes it easier to 
process. The main AM techniques involving aluminium today 
are Laser Powder Bed Fusion (LPBF), Directed Energy 
Deposition (DED) with powder, and Wire-Arc Additive 
Manufacturing (WAAM). LPBF allows high geometrical 
precision for small components, the other two strategies allow 
high deposition rates for larger components. WAAM is known 
as a lower cost alternative, which also present simplicity and 
safety advantages due to the usage of wire instead of powder. 
However, the arc delivers more heat input into the materials 
than a laser beam, which leads to a larger heat affected zone 

and more distortion that requires more process monitoring 
[1,2,3].  

Another alternative is to use a laser beam as a heat source 
with a wire as a feeding material. This process is commonly 
called Laser Metal Wire Deposition (LMWD). A wire is 
usually fed from the front side and a laser beam placed almost 
vertically melts both the wire and the substrate. The feasibility 
of this technique was proven with aluminium alloys such as 
AA5087 alloy [4,5] and AlSi5 [6]. One disadvantage is that 
the high reflectivity and heat conductivity of aluminium 
require more laser power to process these alloys. For 
processing AlSi5 with LMWD, the specific energy required 
was 102.8 kJ/g [6], whereas with WAAM the specific energy 
was found to be 4.0 kJ/g [3]. This is why a potentially more 
energy efficient alternative for LWMD was investigated in 
this study. 
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For hypoeutectic Al-Si alloys such as AlSi5, AlSi10Mg and 
AlSi12, the microstructure consist of two phases: the primary 
α-aluminium and the eutectic phase. When melting these 
alloys, a partially melted zone (PMZ) is created around the 
melt pool, where grains of solid α phases are surrounded by 
liquid. On the backside of the melt pool, the α phases grow 
from the solid α grains in the liquid, forming dendrites. This 
area is called the mushy zone [7]. Since there is no clear 
boundary between the liquid and the solid phases, aluminium 
alloys processing presents complex effects that are not 
explained yet. Therefore, in this work, the impact of the 
mushy zone and the PMZ on the transition between different 
layers was investigated. 

2. Methods 

The chosen setup for LMWD enables energy input only 
into the wire and not on the base material for potential 
reduction of energy need compared to conventional processes. 
Thus, the wire was fed vertically and the laser beam was 
inclined 50º from the vertical axis in front of the wire. The 
laser beam was focused on the wire, at a distance h above the 
substrate (Figure 1). 

The laser was a 15 kW CW fiber laser with a beam 
parameter product of 10.5 mm∙mrad. The optic fiber’s 
diameter was 0.4 mm and the collimator and focus lenses had 
a focal length of respectively 150 mm and 250 mm resulting 
in a 0.67 mm laser spot size. Three different wires were 
investigated: AlSi5, AlSi10Mg and AlSi12, all with a 
diameter of 1.6 mm. The substrate was aluminium alloy 6061. 
The shielding gas nozzle was placed 10 mm above the 
substrate and the argon gas flow was 18 L/min. 

High-Speed Imaging (HSI) was used to observe the 
process. The camera was recording from the side at 2000 fps. 
Two CW illumination lasers (50 W each, 810 nm wavelength) 
were illuminating the process. The camera was equipped with 
a band-pass filter of 810nm to block the process light.  

HSI was used to tailor the process parameters on 
10cm-long tracks, until converging to the optimized 
parameters for each chemical composition. The wire feeding 
speed was set to 4 m/min (66.7 mm/s), the scanning speed to 
10 mm/s and the laser’s power varied between 3500W and 
7000W. With these parameters, a homogeneous track could 
be achieved when the height h was 4 mm, since the height of 
the tracks was about 3.5 mm and the wire has to melt slightly 
above the solidifying track (Figure 2). Walls were then built 

with the optimized parameters, and the power was reduced 
starting from the second layer in order to avoid process 
failure. The process failure was an interruption in the material 
deposition, resulting in a cut in the track. These interruptions 
were due to a high difference of height on the wall, thus the 
distance h deviated a lot from the optimal 4 mm.  

One track was produced with the optimized parameters for 
each alloy composition. In addition, three walls were built 
with the same parameters and a power reduction for the upper 
layers until the process fails. Cross-sections of the three walls 
were produced, the samples were cold mounted in epoxy, 
grinded, polished and observed in an optical microscope.  

3. Results and discussion 

3.1. Process behavior 

Depending on the chemical composition, different laser 
powers had to be chosen. Table 1 shows the optimized laser 
powers used for the first layer and the upper layers for each 
composition. It is noticeable that there is no direct relation 
between the silicon content in the alloy and the power needed. 
Especially, the alloy AlSi10Mg required considerably less 
power than the alloys AlSi5 and AlSi12, most probably 
because of the presence of magnesium. Indeed, it is 
well-known that magnesium increases the weldability of 
aluminium alloys [8]. 

Table 1. Optimized laser power used for building tracks and walls 

 AlSi5 AlSi10Mg AlSi12 
Laser power on first layer (W) 6000 4000 7000 
Laser power on upper layers (W) 5000 3500 5000 
Number of layers built 4 8 5 
 

When building walls, the first process failure happened 
respectively on layer 4 for AlSi5 and on layer 5 for AlSi12. 
With the AlSi10Mg composition, the failure came only on 
layer 8, which confirms the easier processability of this alloy. 
Figure 3 shows the resulting walls with their middle 
cross-section.  

The specific energy Em needed for processing the three 
different alloys with this present technique was calculated 
based on the following equation: 

2m
PE

r vπ ρ
=

Fig. 2. High-Speed Imaging frame of the vertical LWMD process with 
optimised parameters 

Fig. 1. Setup for vertical LMWD 
                     ,                                                                  (1) 
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where P is the laser’s power, r is the wire’s radius, v is the 
feeding speed, and ρ is the density of the material. Thereby, 
even though other studies used different parameters, it is 
possible to compare the specific energies required to process 
aluminium. Manufacturing AlSi5 in the present study required 
only 13.4 % of the energy needed for manufacturing AlSi12 
with a regular LMWD setup, and required 3.45 times more 
energy than manufacturing AlSi5 with WAAM (Table 2). 

Table 2. Comparison of specific energies needed for different processes and 
materials  

 
One reason for the need of lower energy compared to regular 
LMWD is that in [6] a smaller wire was used (0.4mm) with a 
laser spot that was larger than the wire (0.6mm). Another part 
of this difference of specific energy can be explained by the 
thermodynamics of the process. With regular LMWD, the 
laser has to melt the substrate and heat conduction occurs in 
three dimensions. Whereas with this setup, only the wire is 
melted by the laser beam and the heat conduction occurs only 
in one dimension, along the wire. Therefore, less energy has 
to be provided to counterbalance the losses in heat 
conduction. The higher energy required compared to WAAM 
is likely due to the low laser absorption in aluminium, that is 

about 5 %. Indeed, when 13.8 kJ of laser energy are required 
to process one gram of wire, only 0.69 kJ are absorbed by the 
material, that is only 17.3 % of the energy input with WAAM. 
 

Material Process Specific energy 
(kJ/g) 

Reference 

AA5087 LMWD 13.2 [4, 5] 
AlSi12 LMWD 102.8 [6] 
AlSi5 WAAM 4.0 [3] 
AlSi5 Vertical LMWD 13.8 Present study 
AlSi10Mg Vertical LMWD 9.7 Present study 
AlSi12 Vertical LMWD 13.8 Present study 

Fig. 4. Optical micrographs of the interfaces between layers 1 and 2 for each 
alloy investigated (magnification x10) 

Fig. 3. Photographs of the walls with micrographs of their cross-sections 
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AlSi12, the microstructure consist of two phases: the primary 
α-aluminium and the eutectic phase. When melting these 
alloys, a partially melted zone (PMZ) is created around the 
melt pool, where grains of solid α phases are surrounded by 
liquid. On the backside of the melt pool, the α phases grow 
from the solid α grains in the liquid, forming dendrites. This 
area is called the mushy zone [7]. Since there is no clear 
boundary between the liquid and the solid phases, aluminium 
alloys processing presents complex effects that are not 
explained yet. Therefore, in this work, the impact of the 
mushy zone and the PMZ on the transition between different 
layers was investigated. 

2. Methods 

The chosen setup for LMWD enables energy input only 
into the wire and not on the base material for potential 
reduction of energy need compared to conventional processes. 
Thus, the wire was fed vertically and the laser beam was 
inclined 50º from the vertical axis in front of the wire. The 
laser beam was focused on the wire, at a distance h above the 
substrate (Figure 1). 

The laser was a 15 kW CW fiber laser with a beam 
parameter product of 10.5 mm∙mrad. The optic fiber’s 
diameter was 0.4 mm and the collimator and focus lenses had 
a focal length of respectively 150 mm and 250 mm resulting 
in a 0.67 mm laser spot size. Three different wires were 
investigated: AlSi5, AlSi10Mg and AlSi12, all with a 
diameter of 1.6 mm. The substrate was aluminium alloy 6061. 
The shielding gas nozzle was placed 10 mm above the 
substrate and the argon gas flow was 18 L/min. 

High-Speed Imaging (HSI) was used to observe the 
process. The camera was recording from the side at 2000 fps. 
Two CW illumination lasers (50 W each, 810 nm wavelength) 
were illuminating the process. The camera was equipped with 
a band-pass filter of 810nm to block the process light.  

HSI was used to tailor the process parameters on 
10cm-long tracks, until converging to the optimized 
parameters for each chemical composition. The wire feeding 
speed was set to 4 m/min (66.7 mm/s), the scanning speed to 
10 mm/s and the laser’s power varied between 3500W and 
7000W. With these parameters, a homogeneous track could 
be achieved when the height h was 4 mm, since the height of 
the tracks was about 3.5 mm and the wire has to melt slightly 
above the solidifying track (Figure 2). Walls were then built 

with the optimized parameters, and the power was reduced 
starting from the second layer in order to avoid process 
failure. The process failure was an interruption in the material 
deposition, resulting in a cut in the track. These interruptions 
were due to a high difference of height on the wall, thus the 
distance h deviated a lot from the optimal 4 mm.  

One track was produced with the optimized parameters for 
each alloy composition. In addition, three walls were built 
with the same parameters and a power reduction for the upper 
layers until the process fails. Cross-sections of the three walls 
were produced, the samples were cold mounted in epoxy, 
grinded, polished and observed in an optical microscope.  

3. Results and discussion 

3.1. Process behavior 

Depending on the chemical composition, different laser 
powers had to be chosen. Table 1 shows the optimized laser 
powers used for the first layer and the upper layers for each 
composition. It is noticeable that there is no direct relation 
between the silicon content in the alloy and the power needed. 
Especially, the alloy AlSi10Mg required considerably less 
power than the alloys AlSi5 and AlSi12, most probably 
because of the presence of magnesium. Indeed, it is 
well-known that magnesium increases the weldability of 
aluminium alloys [8]. 

Table 1. Optimized laser power used for building tracks and walls 

 AlSi5 AlSi10Mg AlSi12 
Laser power on first layer (W) 6000 4000 7000 
Laser power on upper layers (W) 5000 3500 5000 
Number of layers built 4 8 5 
 

When building walls, the first process failure happened 
respectively on layer 4 for AlSi5 and on layer 5 for AlSi12. 
With the AlSi10Mg composition, the failure came only on 
layer 8, which confirms the easier processability of this alloy. 
Figure 3 shows the resulting walls with their middle 
cross-section.  

The specific energy Em needed for processing the three 
different alloys with this present technique was calculated 
based on the following equation: 
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Fig. 2. High-Speed Imaging frame of the vertical LWMD process with 
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Fig. 1. Setup for vertical LMWD 
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where P is the laser’s power, r is the wire’s radius, v is the 
feeding speed, and ρ is the density of the material. Thereby, 
even though other studies used different parameters, it is 
possible to compare the specific energies required to process 
aluminium. Manufacturing AlSi5 in the present study required 
only 13.4 % of the energy needed for manufacturing AlSi12 
with a regular LMWD setup, and required 3.45 times more 
energy than manufacturing AlSi5 with WAAM (Table 2). 

Table 2. Comparison of specific energies needed for different processes and 
materials  

 
One reason for the need of lower energy compared to regular 
LMWD is that in [6] a smaller wire was used (0.4mm) with a 
laser spot that was larger than the wire (0.6mm). Another part 
of this difference of specific energy can be explained by the 
thermodynamics of the process. With regular LMWD, the 
laser has to melt the substrate and heat conduction occurs in 
three dimensions. Whereas with this setup, only the wire is 
melted by the laser beam and the heat conduction occurs only 
in one dimension, along the wire. Therefore, less energy has 
to be provided to counterbalance the losses in heat 
conduction. The higher energy required compared to WAAM 
is likely due to the low laser absorption in aluminium, that is 

about 5 %. Indeed, when 13.8 kJ of laser energy are required 
to process one gram of wire, only 0.69 kJ are absorbed by the 
material, that is only 17.3 % of the energy input with WAAM. 
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AlSi5 WAAM 4.0 [3] 
AlSi5 Vertical LMWD 13.8 Present study 
AlSi10Mg Vertical LMWD 9.7 Present study 
AlSi12 Vertical LMWD 13.8 Present study 

Fig. 4. Optical micrographs of the interfaces between layers 1 and 2 for each 
alloy investigated (magnification x10) 

Fig. 3. Photographs of the walls with micrographs of their cross-sections 
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3.2. Microstructure analysis 

The microstructural study showed a difference of phases 
structure depending on the height in a same layer. In Figure 4, 
the light phase is the primary α-aluminium and the dark phase 
the eutectic. For each of the three alloys studied, a 
considerably finer microstructure was found in the upper part 
of a layer than in its lower part. It means that the lower part of 
the track should have a lower cooling rate than its upper part, 
which is probably due to the geometry of the track. The upper 
part of the track is thinner than the lower part and might cool 
down faster. At the interface between two layers, there is a 
transition between the fine microstructure in the upper part of 
layer 1 and the coarse microstructure in the lower part of 
layer 2. The PMZ forms an intermediate region between the 
two layers. The PMZ does not follow the convex shape of the 
previous track, but is more straight, or even concave. It means 
that the part of the previous track present above this region 
was remelted. 

In the case of AlSi5, the upper non-melted part of layer 1 is 
made of a fine cellular region and the lower part of layer 2 of 
a coarser columnar region with few initiations of dendrites. 
For this alloy with low silicon content, it is likely that the 
primary α-aluminium phase is predominant and that the grains 
do not have enough space to fully extend into dendrites. At 
the interface between two layers, the fine cellular 
microstructure of the lower track became coarser. This is the 
mark of the PMZ when depositing layer 2, where the 
maximum temperature of the thermal cycle was between the 
eutectic temperature and the fusion temperature of the alloy, 
so that only the eutectic phase melted, and not the primary α-
aluminium phase. In this region, due to mixing between the 
liquid eutectic and the liquid alloy from the second layer, the 
aluminium content in the liquid is increased and the solid 
primary α-aluminium phases grow again when the liquid 
solidifies.  

When comparing AlSi10Mg and AlSi12, the 
microstructures are very similar. The upper part of the tracks 
are made of fine tightly packed dendrites, and the lower part 
is made of elongated and developed dendrites typically 
representative of the mushy zone occurring behind the melt 
pool. The main difference of microstructure between these 
two alloys is the thickness of their PMZ. Indeed, for AlSi12 
the PMZ is approximately 40 ±7 µm thick, for AlSi10Mg it is 
about 100 ±10 µm thick, and for AlSi5 about 260 ±21 µm 
thick (Figure 5). This difference of thickness is most likely 
due to variations of liquidus and solidus temperatures for the 
three different alloys. In the micrographs, the boundary 
between the PMZ and the upper layer was at liquidus 
temperature during the process, and the boundary between the 
PMZ and the lower layer was at solidus temperature. Thus, 
the difference of temperature between the liquidus and solidus 
of the alloy [9] must be proportional to the thickness of the 
PMZ (dashed line in Figure 5). However, even if this 
proportionality is true for AlSi5 and AlSi12, it is not for 
AlSi10Mg that has a smaller PMZ. This difference is most 
probably due to the addition of magnesium in this alloy that 
creates other phases like Mg2Si and make the fusion and 

solidification patterns more complex than for AlSi5 and 
AlSi12 where only two main phases are present.   

4. Conclusion 

Base on the results obtained in this study, the following 
conclusions can be drawn: 

• It is possible to build aluminium structures with 
LMWD by laser beam melting only the wire and 
have sufficient dilution of the previous layer. 

• Using the laser beam to melt only the wire was 
shown to save 86.6 % of the energy compared to a 
regular LMWD process. 

• The thickness of the PMZ increases with the 
increased temperature difference between the 
liquidus and solidus of the alloy. 

• The presence of magnesium in AlSi10Mg probably 
reduces the thickness of the PMZ. 
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3.2. Microstructure analysis 

The microstructural study showed a difference of phases 
structure depending on the height in a same layer. In Figure 4, 
the light phase is the primary α-aluminium and the dark phase 
the eutectic. For each of the three alloys studied, a 
considerably finer microstructure was found in the upper part 
of a layer than in its lower part. It means that the lower part of 
the track should have a lower cooling rate than its upper part, 
which is probably due to the geometry of the track. The upper 
part of the track is thinner than the lower part and might cool 
down faster. At the interface between two layers, there is a 
transition between the fine microstructure in the upper part of 
layer 1 and the coarse microstructure in the lower part of 
layer 2. The PMZ forms an intermediate region between the 
two layers. The PMZ does not follow the convex shape of the 
previous track, but is more straight, or even concave. It means 
that the part of the previous track present above this region 
was remelted. 

In the case of AlSi5, the upper non-melted part of layer 1 is 
made of a fine cellular region and the lower part of layer 2 of 
a coarser columnar region with few initiations of dendrites. 
For this alloy with low silicon content, it is likely that the 
primary α-aluminium phase is predominant and that the grains 
do not have enough space to fully extend into dendrites. At 
the interface between two layers, the fine cellular 
microstructure of the lower track became coarser. This is the 
mark of the PMZ when depositing layer 2, where the 
maximum temperature of the thermal cycle was between the 
eutectic temperature and the fusion temperature of the alloy, 
so that only the eutectic phase melted, and not the primary α-
aluminium phase. In this region, due to mixing between the 
liquid eutectic and the liquid alloy from the second layer, the 
aluminium content in the liquid is increased and the solid 
primary α-aluminium phases grow again when the liquid 
solidifies.  
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microstructures are very similar. The upper part of the tracks 
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is made of elongated and developed dendrites typically 
representative of the mushy zone occurring behind the melt 
pool. The main difference of microstructure between these 
two alloys is the thickness of their PMZ. Indeed, for AlSi12 
the PMZ is approximately 40 ±7 µm thick, for AlSi10Mg it is 
about 100 ±10 µm thick, and for AlSi5 about 260 ±21 µm 
thick (Figure 5). This difference of thickness is most likely 
due to variations of liquidus and solidus temperatures for the 
three different alloys. In the micrographs, the boundary 
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temperature during the process, and the boundary between the 
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the difference of temperature between the liquidus and solidus 
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creates other phases like Mg2Si and make the fusion and 
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shown to save 86.6 % of the energy compared to a 
regular LMWD process. 

• The thickness of the PMZ increases with the 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 

Keywords: Assembly; Design method; Family identification

1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

The article describes phenomena which occur in the transitional area between stainless steel and aluminium bronze in laser deposited functionally 
graded structures created via direct joining method with the InssTek MX-1000 machine. The results of the research demonstrated absence of 
cracking achieved after changing of the synthesis scheme with the same materials and the same treatment regimes. The sources of cracking on a 
border between stainless steel and aluminium bronze layers were defined during the research. The results of microhardness measurement of the 
deposited multilayer structures demonstrated 266 HV maximum value with 43 GPa Young's modulus of elasticity in the same point of a 
transitional area. Intermetallics forming, dendritic growth, phase composition and microstructure specific properties of laser deposited stainless 
steel - aluminium bronze functionally graded materials are also observed and described in the article. 
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1. Introduction, problem statement, practical applications 

Research of functionally graded materials synthesis via laser 
cladding [1] and rapid prototyping technologies [2] such as 
laser direct energy deposition (laser DED) has a high number 
of significant practical applications, one of which is space 
industry parts production (such as combustion chambers and 
rocket engines nozzles) created from two different kinds of 
material: a material with high heat conductivity and minor 
mechanical strength (aluminium bronze, tin bronze, chromium 
bronze, latten) and a material with less heat conductivity and 
major strength (steel, nickel superalloys). Traditional methods 
of manufacturing of such parts have definite disadvantages 
beside the methods of additive manufacturing (AM). They are: 

 
• Minor productivity; 
• Minor processibility; 
• Issues with the sophisticated geometry manufacturing; 

• Higher weight and non-optimized mass distribution of the 
manufactured object. 
 
Development of AM leads to modernization in space 

industry parts producing and one of the key tasks in this field 
is to create 3D-printed parts with properties of same ones made 
via traditional methods. AM-produced parts should have the 
same or higher values of mechanical strength, Young’s 
modulus, mechanical durability, high-temperature stability, 
heat resistance, impact toughness and microhardness. It is also 
necessary to mention that conversion from traditional 
technologies to AM methods in the field of a space industry 
could provide increase of a rocket engine specific impulse 
value. This parameter is the most important in all space engines 
manufacturing because it defines the highest possible payload 
mass of the carrier rocket. As a mathematical example (only for 
the visualization of the values): 8.1% increase of the specific 
impulse in case of the one-stage liquid engine rocket provides 
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1. Introduction, problem statement, practical applications 

Research of functionally graded materials synthesis via laser 
cladding [1] and rapid prototyping technologies [2] such as 
laser direct energy deposition (laser DED) has a high number 
of significant practical applications, one of which is space 
industry parts production (such as combustion chambers and 
rocket engines nozzles) created from two different kinds of 
material: a material with high heat conductivity and minor 
mechanical strength (aluminium bronze, tin bronze, chromium 
bronze, latten) and a material with less heat conductivity and 
major strength (steel, nickel superalloys). Traditional methods 
of manufacturing of such parts have definite disadvantages 
beside the methods of additive manufacturing (AM). They are: 

 
• Minor productivity; 
• Minor processibility; 
• Issues with the sophisticated geometry manufacturing; 

• Higher weight and non-optimized mass distribution of the 
manufactured object. 
 
Development of AM leads to modernization in space 

industry parts producing and one of the key tasks in this field 
is to create 3D-printed parts with properties of same ones made 
via traditional methods. AM-produced parts should have the 
same or higher values of mechanical strength, Young’s 
modulus, mechanical durability, high-temperature stability, 
heat resistance, impact toughness and microhardness. It is also 
necessary to mention that conversion from traditional 
technologies to AM methods in the field of a space industry 
could provide increase of a rocket engine specific impulse 
value. This parameter is the most important in all space engines 
manufacturing because it defines the highest possible payload 
mass of the carrier rocket. As a mathematical example (only for 
the visualization of the values): 8.1% increase of the specific 
impulse in case of the one-stage liquid engine rocket provides 
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4.2-fold increase of the payload mass. The main purpose of all 
rocket engines development is devoted, first of all, to possible 
growth of this extremely important parameter. 

 
The topic of our work was research of the phenomena which 

appear when parts from functionally graded aluminium bronze 
- stainless steel materials are manufactured via laser DED 
technology. The main problem in this field that should be 
discussed and the main technical task that should be solved is 
clear understanding and skill of operating processes which 
occur in transitional areas between layers of different materials 
like stainless steel and aluminium bronze which have different 
values of physical characteristics: density, heat conductivity, 
temperature conductivity, melting temperature, coefficient of a 
temperature expansion and so on. Cracking elimination in such 
areas of laser deposited functionally graded samples was the 
most important task in our research. 

 
There are at least three different engineering methods of 

functionally graded materials synthesis via direct energy 
deposition [3]. They are direct joining, gradient path method 
and intermediate section method (figure 1). Our research was 
devoted to the direct joining method performing in two 
configurations: experimental samples with two sharp 
transitions (a lot of layers of stainless steel, one layer of 
aluminium bronze, a lot of layers of stainless steel again) and 
multilayer samples with changing single layers of aluminium 
bronze and stainless steel. 

 

 

Fig. 1. Build strategies of joining a metal A and a metal B [3]. 

2. Materials and equipment 

The materials used in experiments were stainless steel AISI 
316L and aluminium bronze with 10% Al (table 1).  

Table 1. Chemical elements percentage in materials under discussion. 

Chemical element AISI 316L, % Aluminium bronze, % 

C < 0.03 - 

Mn < 2.0 - 

P < 0.045 - 

S < 0.03 - 

Si < 1.0 - 

Cr 16.0…18.0 - 

Ni 10.0…14.0 - 

Mo 2.0…3.0 - 

Ti < 0.5 - 

Fe The rest 0.8…1 

Cu - 89.0…89.5 

Al - 9.8 …10.2 

 
All experiments were performed with the InssTek MX-1000 

machine (figure 2) [4] in DMT (direct metal tooling) mode with 
the 308 W average output laser radiation power in case of 
stainless steel (450 W maximal power) and 500 W average 
power in case of aluminium bronze (750 W maximal). Power 
of laser radiation was chosen in accordance with the bronze 
infrared radiation absorption coefficient which is lower than 
the same coefficient of stainless steel. Other treatment regimes 
were: 0.85 m/min scanning speed, 3.5 g/min powder rate, 5 s 
cooling time between layers, no preliminary base surface 
heatup and argon usage as a feeding and shielding gas.  

 

 

Fig. 2. The InssTek MX-1000 machine [4]. 

Configuration of single layer tracks formation is shown in 
the figure 3. Width of a single track was equal to 800 𝜇𝜇𝜇𝜇𝜇𝜇𝜇𝜇. 
Covering of the tracks was equal to 300 𝜇𝜇𝜇𝜇𝜇𝜇𝜇𝜇.  

 

 

Fig. 3. Configuration of the tracks formation in a single layer of all 
experimental samples (left picture - layers with an odd numerical order, right 

picture - with an even order). 

An IPG Photonics produced 1 kW ytterbium doped fiber 
laser was used in the experiments. Output laser wavelength was 
equal to a 1064 nm. Focus of a laser beam was on a 1 mm level 
under the surface of the piece.  
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Microstructure research was performed via an optical 
microscope Carl Zeiss and a scanning electronic microscope 
Quattro SEM. All samples were previously treated with the 
etch (the etchant - H2SO4 with etanol and CuCl2, the etch time 
- 5…7 s). 

Microhardness tests and stiffness measurements were 
performed in automatic mode via Oerlikon microhardness 
measuring machine with a triangular Bercovich diamond 
pyramid as an indentor. An indention force was equal to 3 N, 
the resulting value of microhardness was recalculated in a 
Vickers’s scale automatically by means of Oerlikon equipment 
and software. 

XRD (X-ray diffraction) data analysis was performed via 
MAUD software with usage of Crystallography Open 
Database. 

3. Results and discussion 

3.1. Microstructure analysis 
 

As it was mentioned in the part 1 of the paper, the two series 
of the experimental samples were manufactured for the 
purposes of the research. The first one (figure 4) - the samples 
with one layer of aluminium bronze between two huge zones 
(20 layers each) of stainless steel. Thickness of each single 
layer was equal to 250 𝜇𝜇𝜇𝜇m. The second series of the samples 
(figure 5) was created with alternation of the layers of steel and 
bronze (20 layers of each material) with the same as in a 
previous case thickness of a single layer (250 𝜇𝜇𝜇𝜇m).  

 

 

Fig. 4. Crack formation on a border of stainless steel and aluminium bronze. 
The dark structure - aluminium bronze, the light structure - stainless steel. 

The bottom part of the sample is leftward. 

 

Fig. 5. A functionally graded aluminium bronze - stainless steel multilayer 
structure. The bottom part of the sample is leftward. The dark layers - 

aluminium bronze, the light layers - stainless steel. 

The experimental samples series №1 (figure 4) 
demonstrated cracking on a border between stainless steel and 
aluminium bronze. We can see that the nucleus of each crack 
lies in the bronze part of the sample. The main task in this case 
is to understand what exactly was an occasion of the cracking: 
the powder defects (foreign deposits, defects of the shape and 
size), a local porosity of the part and other defects caused by 
issues with the treatment regimes, or the specific aspects of a 
structure and a chemical composition of the deposited part, 
local embrittlement caused by forming of brittle and hard 
structures like intermetallics. The experimental samples series 
№2 (figure 5) grown with the same materials on the same 
regimes had no cracks at all. One of the reasons which caused 
this phenomenon presumably was different thermal history in 
previous layers of samples series №1 and series №2, associated 
with differences between thermophysical characteristics of 
stainless steel and aluminium bronze. The huge number of 
layers of steel under the single layer of bronze (samples series 
№1) caused another sort of heat affection on the following 
layers comparing with structure with «sandwiched layers» 
(samples series №2). 

3.2. Microhardness and Young's modulus of elasticity 
research. 

The microhardness and Young's modulus of elasticity 
measurements were performed with a purpose to understand 
how does the energy deposition process exactly influence over 
microhardness of the part and, as it was said in a part 3.1, to 
identify if there was local microhardness and brittleness 
increase in the transitional areas of the samples caused by 
intermetallics growth. The first microhardness and Young’s 
modulus of elasticity research was performed with the samples 
series №1 (figure 6). The measurements 1 - 3 and 10 - 21 were 
performed on the steel areas of the samples transitional zones, 
the measurements 4 - 6 - on the bronze areas and the 
measurements 7 - 9 and 22 - 24 - directly on a stainless steel - 
aluminium bronze border. The undersides of the samples under 
discussion are beneath in all three photos demonstrated in the 
figure 6. 
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Fig. 6. A microhardness and Young's modulus of elasticity research №1 
performed with the different experimental samples series №1. 

The second microhardness and Young’s modulus of 
elasticity research was performed with the samples series №2 
with a multilayer structure (figure 7). The underside of the 
sample demonstrated in the photo is beneath. 

 

 

Fig. 7. A microhardness and Young's modulus of elasticity research №2 
performed with the experimental samples series №2. 

The results of all measurements performed with the samples 
series №1 and №2 are demonstrated in the table 2 and in the 
graphs (figure 8). 

Table 2. The results of the microhardness and Young's modulus of elasticity 
tests performed with the experimental samples series №1 and №2. 

Point 
№ 

Microhardness, 
[HV] (samples 
series №1) 

Microhardness, 
[HV] (samples 
series №2) 

Young’s 
modulus of 
elasticity, 
[GPa] 
(samples 
series №1) 

Young’s 
modulus of 
elasticity, 
[GPa] 
(samples 
series №2) 

1 133.1 170.1 32.6 37.8 

2 171.1 266.0 34.9 43.2 

3 142.5 257.3 29.8 42.1 

4 178.8 241.9 34.2 40.3 

5 196.1 190.7 33.8 35.6 

6 194.7 198.2 33.7 36.2 

7 223.0 203.0 36.7 37.1 

8 177.0 188.0 33.5 36.6 

9 185.8 237.9 34.4 40.6 

10 135.4  19.7  

11 126.3  19.2  

12 142.7  20.2  

13 118.0  20.1  

14 140.7  21.4  

15 175.3  23.0  

16 145.2  20.1  

17 127.4  18.7  

18 145.2  19.6  

19 134.0  19.5  

20 149.9  20.6  

21 152.6  20.1  

22 217.5  24.1  

23 214.0  23.6  

24 194.4  21.7  

 

 

Fig. 8. The microhardness research results (comment: as it is seen, the total 
number of test points for the samples series №2 was less than the total 

number of test points for the samples series №1). 

We can observe from the first research (the samples series 
№1) that the measurements 1 - 3 and 10 - 21 performed on the 
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steel zones showed the lower values of microhardness than the 
measurements of the bronze zone (4 - 6). The results of the 
border measurements (7 - 9 and 22 - 24) demonstrated the 
highest average value of microhardness and Young’s modulus 
of elasticity simultaneously. The reason of microhardness 
increase and decrease of plasticity was growth of the brittle 
intermetallic structures such as Fe - Al. Internal stresses and 
deformations in the transitional zones of the samples caused by 
difference between the temperature expansion coefficients of 
materials (up to 19.6 · 10-6 °С-1 for AISI 316L and at the most 
17.5 °С-1 for aluminium bronze) were the reason of crack 
nucleus occurring on the grains of intermetallics. 

 
The results of the second research demonstrated that the 

average value of microhardness of the samples series №2 is 
higher than microhardness of the samples series №1 and 
microhardness distribution within the volume of the samples is 
more regular for the samples series №2 than for the series №1. 

 
3.3. Microstructure research via scanning electronic 
microscope 
 

Alternation of the layers of aluminium bronze and stainless 
steel and higher mixing of these materials in the samples series 
№2 caused decrease of internal stresses and deformations in 
volume of the deposited parts and provided absence of cracks 
without changing any materials and treatment regimes. We 
repeatedly proved absence of cracks in the experimental 
samples series №2 after the detailed microstructure analysis via 
a scanning electronic microscope (figure 9), observed a 
dendritic structure (figure 10) of the material formed in 
nonequilibrium conditions and oversaw nanometer level 
porosity (figure 11) which didn’t influence on the mechanical 
strength properties of the samples series №2. 

 

 

Fig. 9. Samples series №2 overall microstructure. Dark areas – stainless steel, 
light areas – aluminium bronze. No cracks are observed on the samples series 

№2 surfaces. 

 

Fig. 10. Dendritic crystals observed on the samples series №2 surfaces. 

 

Fig. 11. Nanometer level porosity of the samples series №2. 

3.4. XRD analysis 

The results of XRD analysis (several of them are shown in 
the figure 12), performed with the experimental samples series 
№2, demonstrated the composition of phases, among which 
were: 

• Cubic symmetry AlNi phase (Pm-3m space group, 2.881 Å 
cell parameter); 

• Cubic symmetry Cu phase (Fm-3m space group, 3.658 Å 
cell parameter); 

• Cubic symmetry Cr phase (Im-3m space group, 2.884 Å 
cell parameter); 

• Cubic symmetry α-Fe phase (Im-3m space group, 2.868 Å 
cell parameter); 

• Cubic symmetry Cr0.7Fe0.3 phase (Im-3m space group, 
2.872 Å cell parameter); 

• Cubic symmetry Fe0.95W0.05 phase (Im-3m space group, 
2.884 Å cell parameter). 

Presence of W in the chemical composition of the last phase 
points at impurities in original powder materials or issues of 
diffractometry technique. 
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Fig. 12. XRD analysis of the experimental samples series №2 results. Black 
curves - XRD data distribution, red curves - crystallographic spectra. 

There was no energy dispersive X-ray (EDX) research in 
this work, but the authors are going to perform it in future to 
make a microstructural analysis of the specimens. A Cu-Fe 
phase diagram (figure 13) can be used for theoretical estimation 
of the Cu and Fe mixture behavior in different temperature 
conditions. 

 

Fig. 13. A Cu-Fe phase diagram. 

4. Conclusion 

Difference between thermal expansion coefficients of 
materials along with rapid intermetallic growth, increase of 
microhardness (up to 223 HV), increase of Young’s modulus 
of elasticity (up to 36.7 GPa) and local embrittlement of the 
functionally graded laser deposited parts with two sharp 
transitions created from stainless steel AISI 316L and 
aluminium bronze in a DMT mode [4] via the direct joining 
scheme [3] lead to cracking on a border between stainless steel 
and aluminium bronze. These effects can be suppressed by 
producing (on the same regimes) a multilayer structure with 
alternating of stainless steel and aluminium bronze layers, 
which will get comparatively more favorable thermal history 
during the process of laser treatment. These multilayer 
structures can have even a higher level of microhardness (up to 
266 HV) and Young’s modulus of elasticity (up to 43.2 GPa), 
but nevertheless, cracking of them can be entirely excluded 
because of reassignment of internal stresses and deformations 
in volume of a detail. Porosity of such multilayer structures has 
a nanometer level size and doesn’t effect on its mechanical 
strength properties. The phenomena researched and the 
manufacturing method investigated can be used for the 
purposes of the space industry functionally graded parts 
manufacturing [5, 6, 7] from stainless steel and aluminium 
bronze via direct energy deposition additive technology, inter 
alia axial and radial deposition techniques. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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1. Introduction 

The powder-fed Directed Energy Deposition (DED) 
technology is an Additive Manufacturing process that employs 
a laser beam to create a melt pool in a metallic substrate where 
the material is injected in powder form. The added material is 
fused and solidified by creating a high-quality metallurgical 
union between the substrate and the added material. The desired 
part is created layer by layer, thus allowing to manufacture 
near-net-shape parts with complex geometries that must be 
finished by a machining process. 

Currently, there are different powder injection techniques 
depending on the application and the kinematic configuration 
of the DED system: the off-axis powder injection when the 
deposition strategy is unidirectional [1], the continuous coaxial 
powder injection for vertical configurations [2], the discrete 
coaxial powder injection when it is necessary to tilt the nozzle 
in a multidirectional deposition strategy [3] and the inside beam 

powder injection with an annular laser beam when it is 
necessary to achieve a wider tilt range comparing to the 
commercially available nozzles [4]. 

One of the most relevant challenges of the DED is the 
geometric uncertainty of the additive process that must deal 
with the tool in the subsequent machining operation [5]. 
Although recently, it has been made great progress in the 
numerical simulation [6-8], a complete model considering all 
stages and process parameters is still a complex procedure and 
far from the real status [9] with a high computational cost and 
time consuming of the simulation [10]. 

As an alternative, many authors developed empirical 
geometrical models [11-14] that cannot predict characteristics 
as the grain size, hardness, and porosity but that are useful for 
answer pure geometrical requirements as height, width, 
waviness or thickness of the deposited material trying to reduce 
significantly the time rely on expensive and time-consuming 
techniques, such as multiple experimental runs [15].  
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1. Introduction 

The powder-fed Directed Energy Deposition (DED) 
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a laser beam to create a melt pool in a metallic substrate where 
the material is injected in powder form. The added material is 
fused and solidified by creating a high-quality metallurgical 
union between the substrate and the added material. The desired 
part is created layer by layer, thus allowing to manufacture 
near-net-shape parts with complex geometries that must be 
finished by a machining process. 

Currently, there are different powder injection techniques 
depending on the application and the kinematic configuration 
of the DED system: the off-axis powder injection when the 
deposition strategy is unidirectional [1], the continuous coaxial 
powder injection for vertical configurations [2], the discrete 
coaxial powder injection when it is necessary to tilt the nozzle 
in a multidirectional deposition strategy [3] and the inside beam 

powder injection with an annular laser beam when it is 
necessary to achieve a wider tilt range comparing to the 
commercially available nozzles [4]. 

One of the most relevant challenges of the DED is the 
geometric uncertainty of the additive process that must deal 
with the tool in the subsequent machining operation [5]. 
Although recently, it has been made great progress in the 
numerical simulation [6-8], a complete model considering all 
stages and process parameters is still a complex procedure and 
far from the real status [9] with a high computational cost and 
time consuming of the simulation [10]. 

As an alternative, many authors developed empirical 
geometrical models [11-14] that cannot predict characteristics 
as the grain size, hardness, and porosity but that are useful for 
answer pure geometrical requirements as height, width, 
waviness or thickness of the deposited material trying to reduce 
significantly the time rely on expensive and time-consuming 
techniques, such as multiple experimental runs [15].  
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On the basis of the single clad characteristics (height, width, 
area and penetration) and based on both the model developed 
by Ocelík et al. [16] and an own-developed model of the 
dilution zone, this work validates a geometrical model of 
coatings fabricated by powder-fed Directed Energy Deposition 
(DED) and defines guidelines and manufacturing strategies for 
multilayered structures based on the experimental results.  

 
 
 

Nomenclature 

A        Area 
do       Overlap percentage 
h         Height 
i          Overlapped clad number 
Oi        Origin of the overlapped clad i 
Oi+1       Origin of the overlapped clad i+1 
p         Penetration 
w        Width 
Yi       Height in the point P of the clad i 

2. Materials and methods 

2.1. Materials 

The material used in the experimental tests as filler and 
substrate material was the Nickel-based Alloy 718. The filler 
material consisted of powder with a granulometry between 45 
and 150 µm, from Flame Spray Technologies (FST), and the 
substrate material was in an annealed state. Table 1 presents the 
chemical composition of the powder and the substrate 
materials. This Nickel-based alloy presents excellent properties 
at high-temperature applications (useful up to 980°C), 
oxidation, and corrosion-resistant properties, and it is widely 
used in the aeronautical sector. 

 

Table 1. Chemical composition (Wt. %) of Alloy 718 powder and substrate.  

 Ni Cr Fe Nb+Ta Mo Ti Al 
Powder 52.8 18.5 18 4.8 3.5 0.75 0.3 

Substrate 53.5 18.7 17.7 5 2.9 0.94 0.58 
 

2.2. Machine 

All tests were performed in an IBARMIA ZVH45/1600 
Add+Process hybrid machine (Fig. 1). This multiprocess 
machine combines the DED technology with 5-axis milling and 
turning (horizontal and vertical) capability. This machine is 
equipped with a Precitec YC52 cladding head with a 
collimating and focusing optics of 125 mm and 250 mm 
respectively, a Sulzer Metco TWIN-10-C Powder Feeder, and 
an Yb-Fiber Rofin FL030 Laser generator of 3 kW with a 
continuous wavelength of 1.07 µm. For nozzle, a 4-stream 
coaxial discrete nozzle from Precitec was used. 

2.3. Geometrical model of single layer coatings 

This work proposes a model for the overlapped clad based 
on the model developed by Ocelík et al. [16], supposing that 
each new clad of the coating has a second-degree parabolic 
shape. This model achieved a high level of accuracy by taking 
into account purely geometrical parameters such as the 
characteristics of the single clad (Fig. 2) and the overlap 
percentage (do) of the coating.  

The model supposes that each new clad is deposited with the 
same characteristics than the single clad (Fig.3.a) forming a 
new clad i+1 with the overlapped area of the previous clad i 
(Fig. 3.b). This clad i+1 is calculated by assuming the height Yi 
in the overlapped point P is the same as in the previous (clad i) 
and it has a second-degree parabola shape with a higher width 
(wi+1). The area from the origin Oi+1 to P is the sum of the single 
clad area and the overlapped area of the previous clad i. The 
distance from the from the origin Oi+1 to P is the same than the 
single clad width (w). In the first iteration, the clad i is the 
single clad.  

 

  
a) b) 

Fig. 2. Single clad: a) Macro photograph of a cross-section of a single clad; b) 
Single clad characteristics. 

 
 

Fig. 1. IBARMIA ZVH45/1600 Add+Process hybrid machine. 



354 Pedro Ramiro  et al. / Procedia CIRP 94 (2020) 352–356
 Pedro Ramiro / Procedia CIRP 00 (2020) 000–000  3 

 
a) 

 
b) 

Fig. 3. Geometrical model of the deposited material. a) Clad deposited 
overlapping the previous clad; b) Clad i+1 of the model. 

Furthermore, to complete the model, it is proposed a simple 
model of the dilution zone of the overlapped clad based on 
experimental results of previous works [17-19].  

This model simplifies the real dilution of the clad (Fig. 4.a) 
to a second-degree parabola in the substrate (Fig. 4.b) and 
supposes that the sum of the height and penetration remain 
constant in all the clads that belong to the coating (eq.1). This 
assumption is a simplified form of energy balance between the 
deposited material and the melted substrate and it was obtained 
by analysing all the fabricated coatings in previous works with 
different nozzles, metallic powders and substrates. 

 
 
ℎ𝑖𝑖𝑖𝑖 + 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖 = ℎ𝑖𝑖𝑖𝑖+1 + 𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖+1 (1) 

 
 
 

  
a) b) 

Fig. 4. Dilution of the adjacent clad i+1. a) Real; b) Model. 

The model serves to calculate and simulate the geometry of 
the coatings and the dilution area, including the prediction of 
lack of fusion with the substrate due to a high overlap 
percentage, by knowing the height, area, width and penetration 
of the single clad. In addition, the characteristics of the single 

clad can be estimated using empirical models obtained in 
previous works [17-18]. 

2.4. Strategy for multilayer coatings 

When fabricating a multilayer structure with more than two 
clads per layer, the coating thickness increases from the first 
clad until it reaches to constant thickness. In addition, the last 
clad presents a sharp curve from the top to the substrate. Both 
situations generate a lack of material on the edges (Fig. 5.a), 
generating a distortion on the edges that increases at a higher 
number of layers. 

This work proposes to deposit one extra clad on the edge of 
the layer to compensate this phenomenon of lack of material. 
The model can be used to predict the area needed on the edges 
of the layer to obtain a constant growth without distortions. The 
growth per layer it is the constant thickness obtained supposing 
a coating formed by rectangular blocks at the same area than 
the area within the overlapped parts of the model (Fig. 5.b). The 
extra clad area is the needed area to obtain a constant thickness 
in each edge.  

 
 

 
a) 

 
b) 

Fig. 5. Lack of material predicted by the model in the edges of the layer. a) 
Second degree parabola shape; b) Supposing rectangular blocks. 

The extra clad parameters must be calculated depending on 
the area needed for a straight growth. The simplest way to 
obtain them is to adapt the feed rate maintaining the same laser 
power and powder mass flow rate. This occurs because the area 
of the single clad presents a linear trend with the inverse of the 
feed rate [17-18]. The area of the extra clad needed per layer is 
significantly lower than the area of the clad used for coating. 
Thus, the extra clad must be deposited at higher feed rates. As 
the powder efficiency is lower at higher feed rate, it was 
determined to deposit one extra clad every two layers with 
twice the calculated area to obtain an extra clad with similar 
feed rate (thus, similar efficiency) to the coating clads. The 
accuracy of the model depends on the accuracy of the single 
clads characteristics. 

2.5. Experimental validation 

To validate the model when employing Alloy 718 with the 
4-stream nozzle three coatings of Alloy 718 were deposited for 
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validating the model. Each coating was done overlapping 8 
clads employing different single clads characteristics (Table 2). 
The cross-sections of the coatings were compared with the 
model, and the error was calculated.  

Table 2. Single clad characteristics of each coating.  

Single clad 
Characteristics Coating 1 Coating 2 Coating 3 

h (mm) 1.22 0.63 0.88 
w (mm) 3.22 2.72 2.90 
A (mm2) 2.63 1.15 1.68 
p (mm) 1.88 1.25 1.61 
do (%) 40 50 60 

 
The distance from the 4-stream coaxial discrete nozzle to the 

substrate was 14.5 mm. As a carrier and protective gas, 4.5 and 
18 l·min-1 of argon flow were used respectively. Finally, a spot 
size of 2.6 mm was employed.  

After the validation of the geometrical model, two walls 
were fabricated at the same conditions (Table 3) with and 
without extra clads to compare the results and thus, for 
validating the proposed strategy for multilayer coatings. The 
extra clads were added in the edges of the wall every two layers 
at the same parameters than the rest of the clads excepting a 
feed rate of 600 mm·min-1 to obtain the calculated area by the 
model for correct growth. The wall was fabricated with 12 
layers, the growth per layer was 1.3 and the number of clads 
per layer was 6.  

Table 3. Straight wall parameters.  

Laser Power 
(W) 

Feed rate 
(mm·min-1) 

Powder mass flow  
(g·min-1) 

do  
(%) 

2500 500 18 40 
 

3. Results and discussion 

3.1. Validation of the geometrical model 

The obtained results were close to the real cross-section in 
all coatings (Fig. 6). The maximum deviation of the real coating 
thickness and the model was 0.14 mm. In the case of the 
penetration, although most of the overlapped clads are close to 
the model, the deviation reaches 0.3 mm in one of them, due to 
the process variability. The maximum deviation of the real 
value of the coating thickness and penetration are calculated, 
and it is shown in Table 4. 

 

 
a) 

 
b) 

 
c) 

Fig. 6. Real Coatings macrographs compared with the model: a) Coating 1; b) 
Coating 2; c) Coating 3. 

Table 4. Coatings thickness and penetration: maximum and minimum 
deviation of the real section regarding the model. 

 Coating 
Characteristic Error (mm) Coating 

1 
Coating 

2 
Coating 

3 

Thickness Maximum 
deviation  

 

0.14 0.1 0.13 

Penetration 0.3 0.25 0.19 

3.2. Validation of the strategy for multilayer coating 

In the case of the multilayer structures (Fig. 7), the wall 
deposited with the extra clad strategy presents a rectangular 
shape without distortions in the edge and a total wall height 
close to expected with low variability. The obtained structure 
allows to deposit accurately more layers. 

 On the contrary, the wall deposited without the extra clad 
presents a high distortion with a bullet shape. The distortion 
increases sharply at a higher number of layers.  

In addition to the loose of the geometrical accuracy, this 
distortion has one additional effect over the material deposition: 
the decrease on the powder efficiency. In fact, the powder 
efficiency of the first structure was 52.4%, while it increased to 
a 60.1% in the structure with extra clads. 

 

 

Fig. 7. Straight wall results. In red, cross-section without extra clad strategy; 
In blue, cross-section with extra clad strategy. 

4. Conclusions and future work 

The model allows to select the single clad geometry and the 
overlapped percentage for a determinate thickness or dilution 
of the coating based on pure geometrical characteristics of the 
single clad. At higher accuracy of the single clad 
characteristics, higher accuracy of the model can be obtained. 

The model could also determine the possible maximum 
thickness without a lack of fusion due to an excess of overlap.  

The accuracy of the model allows to select the tool path of 
the machining process and predicts the material that is 
necessary to remove until it reaches to a constant thickness,  
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In addition, thanks to the extra clad strategy, it has been 
demonstrated that it is possible to obtain constant growth when 
fabricating a multilayer structure, which increases also the 
powder efficiency of the process.  

In future works, it would be advisable to address the 
following aspects:  

- To develop geometric models for coatings and walls 
using the equations for the single clad characteristics 
and the evolution of the characteristics linked to head 
tilting and non-perpendicularity.  

- To use the models that are developed to manufacture 
walls of variable thickness. 

- To include the models developed in Computer-Aided 
Manufacturing software, in order to calculate the DED 
process toolpath, the Computer Assisted Design 
expected from the DED process and the subsequent 
machining toolpath. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
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example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
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However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

A Ti-6Al-4V alloy aircraft engine part consisting of a cylinder (inner radius 977 mm, height 250 mm and 7.5 mm wall thickness) and two flanges 
(10.5 and 13.5 mm thick) was manufactured by direct laser deposition technology. A two-dimensional thermomechanical model was developed 
to simulate distortion of large axisymmetric parts during direct laser deposition. As it was established the shape and dimensions of the finished 
part, simulated using the original CAD model, have unacceptable deviations from the required parameters. A significant correction of the model 
is necessary to ensure the required accuracy. It was found that for complete compensation of deformations, an initial geometry should be pre-
distorted according to the inverted distortions predicted by the FE simulation. To prevent fracture of the build-up, an 8 mm thick flexible substrate 
was used. The DLD process stability was ensured by taking into account spatial position of the deposited part in the motion path of the processing 
head. The simulated shape and size of the finished part satisfactory agrees with the experimentally obtained. 
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1. Introduction  

In the last decade, additive technologies have found 
increasing applications in industry, especially in aerospace due 
to its numerous advantages, such as high efficiency and 
flexibility [1-3]. There are two of the most critical challenges 
that impede the advancement of additive technologies for 
manufacturing large parts are residual stresses and part 
distortion [4-6]. At present, there are a lack of publications raise 
and solve problems of microstructure, mechanical properties, 
residual stresses and deformations in rather bulky parts required 
hundreds of hours for build-up [7-11]. As a rule, small 
academic samples in which thermal history essentially differs 
from one’s real parts are studied. As it was noted in [7, 12], the 

level of stresses in some areas of manufactured part can 
significantly exceed the yield strength. Prolonged build-up time 
requires minimization of costly experimental trials by using 
numerical simulation. Different approaches have been 
proposed to mitigate distortion in additive manufacturing. The 
most common approaches are the development of optimal 
process parameters and the use of different toolpath planning 
strategies [13-15]. Unfortunately, it can be only successful in 
reducing the level of distortion but cannot eliminate them. 
Another approach is to compensate distortion using pre-
distorted initial CAD model [16]. Results of the FE-simulation 
or experimentally obtained data can be used for the pre-
distortion. 
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is necessary to ensure the required accuracy. It was found that for complete compensation of deformations, an initial geometry should be pre-
distorted according to the inverted distortions predicted by the FE simulation. To prevent fracture of the build-up, an 8 mm thick flexible substrate 
was used. The DLD process stability was ensured by taking into account spatial position of the deposited part in the motion path of the processing 
head. The simulated shape and size of the finished part satisfactory agrees with the experimentally obtained. 
 
© 2020 The Authors. Published by Elsevier B.V. 
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/) 
Peer review statement: Peer-review under responsibility of the Bayerisches Laserzentrum GmbH 

 Keywords: Direct Laser Deposition; Titanium Alloy; Simulation; Distortion Compensation. 

 
1. Introduction  

In the last decade, additive technologies have found 
increasing applications in industry, especially in aerospace due 
to its numerous advantages, such as high efficiency and 
flexibility [1-3]. There are two of the most critical challenges 
that impede the advancement of additive technologies for 
manufacturing large parts are residual stresses and part 
distortion [4-6]. At present, there are a lack of publications raise 
and solve problems of microstructure, mechanical properties, 
residual stresses and deformations in rather bulky parts required 
hundreds of hours for build-up [7-11]. As a rule, small 
academic samples in which thermal history essentially differs 
from one’s real parts are studied. As it was noted in [7, 12], the 

level of stresses in some areas of manufactured part can 
significantly exceed the yield strength. Prolonged build-up time 
requires minimization of costly experimental trials by using 
numerical simulation. Different approaches have been 
proposed to mitigate distortion in additive manufacturing. The 
most common approaches are the development of optimal 
process parameters and the use of different toolpath planning 
strategies [13-15]. Unfortunately, it can be only successful in 
reducing the level of distortion but cannot eliminate them. 
Another approach is to compensate distortion using pre-
distorted initial CAD model [16]. Results of the FE-simulation 
or experimentally obtained data can be used for the pre-
distortion. 
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     The motivation of this paper arises from the need to develop 
time-efficient and reliable simulation methods for the 
fabrication of parts by direct laser deposition (DLD) technology 
with a high level of precision. Its contribution is a distortion 
compensation approach, which demonstrates the potential of 
simulation in predicting the shape distortion and developing the 
process chain of fabrication of large axisymmetric parts. 

2. Materials and methods  

2.1. Experimental procedure 

A Ti-6Al-4V alloy aircraft engine part consisting of a 
cylinder (inner radius 977 mm, height 250 mm and 7.5 mm wall 
thickness) and two flanges (10.5 and 13.5 mm thick) (Fig.1) 
was manufactured by direct laser deposition technology. The 
part build-up sequence was as follows: (1) the cylinder, (2) the 
bottom flange, (3) the top flange. Considering part dimensions 
an extensive length of a pass leads to a low inter-pass 
temperature and high cooling rates. Therefore, the 
microstructure of the buildup completely consists of a brittle 
martensite [1, 17]. Based on this and previous studies [5, 7, 12], 
it was concluded that a rigid substrate will cause the fracture of 
the build-up near the substrate. Since the hot spot stress level 
can be reduced by using a flexible substrate, the part was build-
up onto an 8 mm thick sheet of annealed Ti-6Al-4V alloy. In 
this case, a significant residual distortion of the substrate makes 
it extremely difficult to unmount it from the rotary table after 
the build-up. This problem was overcome by application of the 
following solution: the flexible titanium substrate was fixed on 
a 20 mm thick steel plate, which in its turn was attached directly 
to the rotary table (Fig. 1).  
     Bending of the free edge of the titanium substrate during the 
build-up leads to the gradual displacement of the manufactured 
part along the vertical and horizontal axis. Irregular variations 
in the distance between the build-up and processing head cause 
the disturbance of the process stability. Therefore, the spatial 
position of the part during manufacturing must be taken into 
account in the motion path of the processing head. The control 
program for the robot controller was generated based on the 
results of the distortion kinetics predicted by the FE simulation. 

 

Fig. 1. Schematic of the build part and substrate clamping. 

     The in-house developed large-format robotic direct laser 
deposition machine (Fig. 2) consisting of a Fanuc robot 
equipped with a 5 kW fiber laser and a discrete coaxial powder 
nozzle was used. The powder, carried by the inert gas through 
four radially symmetrical nozzles, is injected into the molten 

pool. The process parameters were as follow: a beam power of 
3.0 kW, a beam radius of 2.5 mm and a forward speed of 15 
mm s-1. The cross-section size of unit pass was 3.75 × 1.0 mm 
(width × height). Each deposited layer was formed by two 
passes for the cylinder, three passes for the bottom flange and 
four passes for the top flange. Total build time was 120 hours. 
The shape of the finished part was measured by the Shining 3D 
EinScan-Pro laser scanner. 
 

 

Fig. 2. The in-house developed large-format robotic  
direct laser deposition machine. 

2.2. Simulation model 

Due to the complexity of the distortion simulation problem, 
some simplifications need to be made in order to obtain 
reasonable CPU-time. It was adopted an assumption of 
rotational symmetry common for most analyses of multipass 
circumferential butt welds of pipes [18, 19], i.e. heat is assumed 
to be deposited at the same time around the circumference. The 
sequentially-coupled heat conduction analysis in transient 
mode followed by elastic-plastic large displacement analysis 
has been performed using the finite element method.  

Deposition of material during DLD was simulated using the 
so-called element birth technique. In this method, elements to 
be deposited are deactivated at the beginning and then gradually 
activated or “born” into the solution domain. The pass shape 
was not accurately modeled. A 4-node axisymmetric elements 
were employed in 2D model. A laser beam thermal efficiency 
was assigned a value of 0.45 based on [20]. An internal 
volumetric heat source with uniform density was applied to 
model heat input for each pass. To account for heat losses, 
convective heat transfer on the all surfaces exposed to air was 
modeled. The convective heat transfer coefficient is taken as 18 
W m-2 K-1 [21]. The ideal thermal contact between the Ti-6Al-
4V and steel substrate is suggested. The temperature-dependent 
thermophysical properties for Ti-6Al-4V including the 
enthalpy, thermal conductivity, density were taken from [22]. 
Solid-to-liquid phase transformation releases the latent heat of 
fusion, resulting in an increase in the enthalpy. 

A multi-linear isotropic hardening model has been used in 
the analysis. Creep was not included in the model. The 
temperature-dependent mechanical properties for Ti-6Al-4V 
including the yield strength, elastic modulus, Poisson’s ratio 
and thermal expansion coefficient were taken from [23]. Strain 
hardening behavior at different temperatures was adopted from 
[24]. Since the FE mesh is gradually distorted and displaced 
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during the simulation, the position of deactivated elements shall 
be corrected according to the initial CAD model right before 
the deposition of each part component. For example, the 
distortion of the cylinder wall causes the bottom flange axis to 
slope against the horizontal axis (Fig. 3a). Therefore, the 
deactivated elements of the bottom flange should be aligned 
according to the original model before its activation (Fig. 3b). 
 

       a)  

       b)  

Fig. 3. Position of the deactivated elements of the bottom flange before (a) 
and after (b) correction. 

2.3. Distortion compensation approach 

     Due to the shrinkage and deformation, the shape and size of 
the finished part will differ from those required. The initial 
geometry should be pre-distorted in such a way as to result in 
the desired shape after the buildup. The distortion 
compensation includes inverting the distortions predicted by 
the FE simulation followed by modifying the original model. 
Calculated distortions are inverted so that all positive 
distortions are turned into negatives of the same magnitude and 
vice versa. As it was established, additional distortion-
compensation iterations are not required because there is no 
local bulging. 

3. Results and discussion 

3.1. Simulation of the part build-up using the original CAD 
model 

     Simulation of the manufacturing of the cylinder, according 
to the original CAD model, revealed significant distortion of 
the cylinder wall (Fig. 4a). The peak radial displacement Ur = -
10.8 mm is achieved at the distance of 150 mm from the 
substrate. The wall curvature significantly changes over 
approximately 40 and 50 mm near the substrate and top of the 
cylinder, respectively. Between these areas, the wall is almost 
straight (radial displacement varies within ± 1.5 mm). The 
deposition of the bottom flange causes it to deviate significantly 

from the horizontal axis (Fig. 4b). The angle between the flange 
axis and the horizontal axis is minus 5.8o, which corresponds to 
a vertical displacement of the flange end by 2.9 mm. Such an 
effect is not observed during deposition of the top flange (Fig. 
4c). In this case, a significant shrinkage force causes bending of 
the upper part of the cylinder wall. Thus, the value of the peak 
radial displacement increases to minus 15.6 mm, and its 
location shifts to the top of the build-up by 45 mm. The shape 
and dimensions of the finished part, simulated using the original 
CAD model, have unacceptable deviations from the required 
parameters. A significant correction of the model is necessary 
to ensure the required accuracy. 
 

 
         a)                                       b)                                c)       

Fig. 4. Evolution of the build-up shape and radial displacement field during 
the manufacturing of the part using the original CAD model. 

     Bending of the titanium substrate causes a significant 
displacement of the build-up. During the deposition of the 
cylinder, the axial displacement of the free edge (point A) 
reaches a peak when a half of its height is deposited (Fig. 5). 
The peak increment per unit pass of axial displacement is 
achieved at the 32 mm of the cylinder height, and then it 
decreases sharply. During the buildup of the bottom flange, the 
displacement at the point A increases linearly. The force 
generated during the processing of the top flange has little effect 
on the displacement at the point A. It should be noted that the 
bulky steel ring also undergoes elastic deformation. The peak 
axial displacement at the point B reaches only 6 mm. If the 
increment of an axial and radial displacement of the deposited 
part does not account in the motion path of the processing head, 
it will cause an emergency stop of the process. In the case of 
the cylinder wall processing, the significant axial displacement 
of the substrate causes a quick reduction of the distance 
between the head and the build-up. Conversely, during the 
deposition of the flanges due to the distortion of the cylinder 
wall, the distance gradually increases, resulting in a lack of 
fusion. 
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2.2. Simulation model 

Due to the complexity of the distortion simulation problem, 
some simplifications need to be made in order to obtain 
reasonable CPU-time. It was adopted an assumption of 
rotational symmetry common for most analyses of multipass 
circumferential butt welds of pipes [18, 19], i.e. heat is assumed 
to be deposited at the same time around the circumference. The 
sequentially-coupled heat conduction analysis in transient 
mode followed by elastic-plastic large displacement analysis 
has been performed using the finite element method.  

Deposition of material during DLD was simulated using the 
so-called element birth technique. In this method, elements to 
be deposited are deactivated at the beginning and then gradually 
activated or “born” into the solution domain. The pass shape 
was not accurately modeled. A 4-node axisymmetric elements 
were employed in 2D model. A laser beam thermal efficiency 
was assigned a value of 0.45 based on [20]. An internal 
volumetric heat source with uniform density was applied to 
model heat input for each pass. To account for heat losses, 
convective heat transfer on the all surfaces exposed to air was 
modeled. The convective heat transfer coefficient is taken as 18 
W m-2 K-1 [21]. The ideal thermal contact between the Ti-6Al-
4V and steel substrate is suggested. The temperature-dependent 
thermophysical properties for Ti-6Al-4V including the 
enthalpy, thermal conductivity, density were taken from [22]. 
Solid-to-liquid phase transformation releases the latent heat of 
fusion, resulting in an increase in the enthalpy. 

A multi-linear isotropic hardening model has been used in 
the analysis. Creep was not included in the model. The 
temperature-dependent mechanical properties for Ti-6Al-4V 
including the yield strength, elastic modulus, Poisson’s ratio 
and thermal expansion coefficient were taken from [23]. Strain 
hardening behavior at different temperatures was adopted from 
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during the simulation, the position of deactivated elements shall 
be corrected according to the initial CAD model right before 
the deposition of each part component. For example, the 
distortion of the cylinder wall causes the bottom flange axis to 
slope against the horizontal axis (Fig. 3a). Therefore, the 
deactivated elements of the bottom flange should be aligned 
according to the original model before its activation (Fig. 3b). 
 

       a)  

       b)  

Fig. 3. Position of the deactivated elements of the bottom flange before (a) 
and after (b) correction. 

2.3. Distortion compensation approach 
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distortions are turned into negatives of the same magnitude and 
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local bulging. 
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the cylinder wall (Fig. 4a). The peak radial displacement Ur = -
10.8 mm is achieved at the distance of 150 mm from the 
substrate. The wall curvature significantly changes over 
approximately 40 and 50 mm near the substrate and top of the 
cylinder, respectively. Between these areas, the wall is almost 
straight (radial displacement varies within ± 1.5 mm). The 
deposition of the bottom flange causes it to deviate significantly 

from the horizontal axis (Fig. 4b). The angle between the flange 
axis and the horizontal axis is minus 5.8o, which corresponds to 
a vertical displacement of the flange end by 2.9 mm. Such an 
effect is not observed during deposition of the top flange (Fig. 
4c). In this case, a significant shrinkage force causes bending of 
the upper part of the cylinder wall. Thus, the value of the peak 
radial displacement increases to minus 15.6 mm, and its 
location shifts to the top of the build-up by 45 mm. The shape 
and dimensions of the finished part, simulated using the original 
CAD model, have unacceptable deviations from the required 
parameters. A significant correction of the model is necessary 
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Fig. 4. Evolution of the build-up shape and radial displacement field during 
the manufacturing of the part using the original CAD model. 

     Bending of the titanium substrate causes a significant 
displacement of the build-up. During the deposition of the 
cylinder, the axial displacement of the free edge (point A) 
reaches a peak when a half of its height is deposited (Fig. 5). 
The peak increment per unit pass of axial displacement is 
achieved at the 32 mm of the cylinder height, and then it 
decreases sharply. During the buildup of the bottom flange, the 
displacement at the point A increases linearly. The force 
generated during the processing of the top flange has little effect 
on the displacement at the point A. It should be noted that the 
bulky steel ring also undergoes elastic deformation. The peak 
axial displacement at the point B reaches only 6 mm. If the 
increment of an axial and radial displacement of the deposited 
part does not account in the motion path of the processing head, 
it will cause an emergency stop of the process. In the case of 
the cylinder wall processing, the significant axial displacement 
of the substrate causes a quick reduction of the distance 
between the head and the build-up. Conversely, during the 
deposition of the flanges due to the distortion of the cylinder 
wall, the distance gradually increases, resulting in a lack of 
fusion. 
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Fig. 5. Simulated radial (Ur) and axial (Uz) displacement at the point A and B, 
increment of radial displacement (ΔUr) at the point A. 

3.2. Simulation of the part build-up using the pre-distorted 
CAD model 

     The correction of the original CAD model was made 
according to the procedure described in 2.3. The pre-distorted 
shape of the cylinder wall (Fig. 6a) takes into account both 
shrinkage and deformation associated with the build-up of the 
flanges. The values of the peak radial displacement during the 
manufacturing of the part was as follows: the cylinder Ur = -
11.5 mm (Fig. 6a); the bottom flange Ur = - 12.4 mm (Fig. 6b); 
the top flange Ur = -15.4 mm (Fig. 6c). A circular segment of 
the experimentally obtained part (Fig. 7a) was measured by the 
laser scanner. The averaged points which represent the cross-
section of the part are shown in Fig. 7b. As a result, the 
simulated shape of the part satisfactory agrees with the 
experimentally obtained (Fig. 7b). The average deviation of the 
radial displacement is ±1.5 mm, and the peak deviation 
observed near the substrate is 3.5 mm. 

 
           a)                                     b)                                c)       

Fig. 6. Evolution of the build-up shape and the radial displacement field 
during the manufacturing of the part using the pre-distorted CAD model. 

   
a)      b) 

Fig. 7. The finished part after buildup (a) and comparison between  
the simulated and the experimentally obtained part (b). 

4. Conclusions 

     In this study, a two-dimensional thermomechanical model 
was developed to simulate the distortion of the large 
axisymmetric parts during direct laser deposition. The shape 
and dimensions of the finished part, simulated using the original 
CAD model, have unacceptable deviations from the required 
parameters. A significant correction of the model is necessary 
to ensure the required accuracy. It was found that for complete 
compensation of deformations, an initial geometry should be 
pre-distorted according to the inverted distortions predicted by 
the FE simulation. To prevent fracture of the build-up, an 8 mm 
thick flexible substrate was used. The DLD process stability 
was ensured by taking into account spatial position of the 
deposited part in the motion path of the processing head. The 
simulated shape and size of the finished part satisfactory agrees 
with the experimentally obtained. 
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Fig. 5. Simulated radial (Ur) and axial (Uz) displacement at the point A and B, 
increment of radial displacement (ΔUr) at the point A. 

3.2. Simulation of the part build-up using the pre-distorted 
CAD model 

     The correction of the original CAD model was made 
according to the procedure described in 2.3. The pre-distorted 
shape of the cylinder wall (Fig. 6a) takes into account both 
shrinkage and deformation associated with the build-up of the 
flanges. The values of the peak radial displacement during the 
manufacturing of the part was as follows: the cylinder Ur = -
11.5 mm (Fig. 6a); the bottom flange Ur = - 12.4 mm (Fig. 6b); 
the top flange Ur = -15.4 mm (Fig. 6c). A circular segment of 
the experimentally obtained part (Fig. 7a) was measured by the 
laser scanner. The averaged points which represent the cross-
section of the part are shown in Fig. 7b. As a result, the 
simulated shape of the part satisfactory agrees with the 
experimentally obtained (Fig. 7b). The average deviation of the 
radial displacement is ±1.5 mm, and the peak deviation 
observed near the substrate is 3.5 mm. 

 
           a)                                     b)                                c)       

Fig. 6. Evolution of the build-up shape and the radial displacement field 
during the manufacturing of the part using the pre-distorted CAD model. 

   
a)      b) 

Fig. 7. The finished part after buildup (a) and comparison between  
the simulated and the experimentally obtained part (b). 

4. Conclusions 

     In this study, a two-dimensional thermomechanical model 
was developed to simulate the distortion of the large 
axisymmetric parts during direct laser deposition. The shape 
and dimensions of the finished part, simulated using the original 
CAD model, have unacceptable deviations from the required 
parameters. A significant correction of the model is necessary 
to ensure the required accuracy. It was found that for complete 
compensation of deformations, an initial geometry should be 
pre-distorted according to the inverted distortions predicted by 
the FE simulation. To prevent fracture of the build-up, an 8 mm 
thick flexible substrate was used. The DLD process stability 
was ensured by taking into account spatial position of the 
deposited part in the motion path of the processing head. The 
simulated shape and size of the finished part satisfactory agrees 
with the experimentally obtained. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

Directed energy deposition additive manufactured parts have steep stress gradients and an anisotropic microstructure caused by the rapid 
thermo-cycles and the layer-upon-layer manufacturing, hence heat treatment can be used to reduce the residual stresses and to restore the 
microstructure. The numerical simulation is a suitable tool to determine the parameters of the heat treatment process and to reduce the 
necessary application efforts. The heat treatment simulation calculates the distortion and residual stresses during the process. Validation 
experiments are necessary to verify the simulation results. This paper presents a 3D coupled thermo-mechanical model of the heat treatment of 
additive components. A distortion-based validation is conducted to verify the simulation results, using a C-ring shaped specimen geometry. 
Therefore, the C-ring samples were 3D scanned using a structured light 3D scanner to compare the distortion of the samples with different post-
processing histories. 
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1. Introduction  

Parts manufactured by directed energy deposition (DED) 
additive manufacturing (AM) require specific post-processing 
depending on their application. They are exposed to rapid 
localized heating during the welding and rapid cooling during 
the solidification, hence steep residual stress gradients appear 
in the part. The layer-upon-layer manufacturing causes 
anisotropic mechanical and structural properties. Heat 
treatment can be used to reduce the residual stress level of the 
AM part through plastic deformation [1] and to minimize the 
anisotropy of the microstructure through recrystallization [2]. 
After the heat treatment, electrical discharge machining (EDM) 
can be used to remove the built part from the substrate. The 
numerical simulation is a powerful method to reproduce these 

process steps to avoid expensive experiments by conducting 
digital tests to determine suitable process parameters. 

 
Nomenclature 

AM additive manufacturing  
DED directed energy deposition 
OD  outside diameter 
ID  inside diameter 
GW  gap width 

 
The DED AM and the heat treatment are both characterized 

as complex metallo-thermo-mechanical processes where the 
thermal state, the microstructure and the mechanical state 
influence each other. The structural FEM welding simulation is 
capable of simulating such processes. 
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FEM welding models predict the temperature distribution, 
the residual stress and the distortion. The latter was chosen to 
validate the simulated process steps because it can be measured 
easily with a 3D scanning system before and after each process 
step. To simplify the comparison between the simulated 
distortion and the measurements, a suitable specimen geometry 
is required.  

 
In the field of DED AM, thin-walled samples are used to 

validate simulations [3, 4], whereas, in the field of heat 
treatment, C-rings are common specimens. They have three 
metrics to evaluate the deformation: the outside diameter (OD), 
the inside diameter (ID) and the gap width (GW) [5], as 
displayed in Fig. 1 (c). Those dimensions can be measured 
using a coordinate measuring machine or a 3D scanning 
system. Hardin and Beckermann [6] used C-rings as specimen 
to compare their heat treatment simulation results with 
measured distortions. This work will mainly focus on the heat 
treatment simulation, therefore a DED AM adapted C-ring will 
be used as a specimen geometry.  

2. Materials and Methods 

A total of six specimens were built by DED AM using the 
austenitic stainless steel AISI 316L as powder feedstock 
(Metco 41C) from Oerlikon with a grain size of 45 µm - 90 µm. 
The manufacturing was conducted on a “Trumpf TruLaser Cell 
7020” equipped with a 2 kW disc laser and a “Trumpf” coaxial 
powder nozzle. The laser power was set to 600 W, the laser spot 
diameter was set to 0.6 mm and the forward speed was set to 
600 mm/min. Between each layer, the process was paused for 
30 s for cooling. 12 Layers were built with a layer height of 
0.65 mm, a track width of 1.2 mm and an overlap of 30%. The 
parameters are summarized in Table 1. To promote an isotropic 
infill structure, two zigzag path strategies with different 
inclination angles were used alternately during the buildup. An 
as-built C-ring is depicted in Fig. 1 (a) and a sample after EDM 
is shown in Fig. 1 (b). 

Table 1. Parameters of the DED AM process 

Parameters  

laser power in W 600 

laser spot diameter in mm 0.6 

forward speed in mm/min 600 

track width in mm 1.2 

overlap in % 30 

layer height in mm 0.65 

number of layers 12 

pause in s 30 

 
 
Fig. 1 (c) shows a schematic of the C-rings of this work and 

its characteristic dimensions.  

 

Fig. 1. (a) an as-built C-ring after 3D scanning. The dark spots are markers 
which were used to fit the different pictures of the 3D scanner to a 3D model; 
(b) a C-ring after the removal from the substrate via EDM; (c) a schematic of 

the C-ring and its dimensions (OD=50.9 mm, ID=31. Mm, GW = 9.3). 

Table 2 shows the post-processing steps which were 
conducted after the buildup of the C-rings. The as-built samples 
were only removed from their substrates directly after the 
buildup, this was meant to quantify the distortion which are 
caused by EDM of an as-built sample without prior heat 
treatment. Cross-sections from an as-built C-ring and a 
preheated one were made to investigate the effects of the heat 
treatment on the microstructure. 

Table 2. Post-processing history of the C-ring samples 

C-ring quantity post process no.1 post process no.2 

as-built 2 EDM - 

preheated 4 Heat treatment EDM 

 
The four preheated C-rings were heat-treated under an argon 

atmosphere using a Nabertherm LH60/13 industrial furnace at 
a holding temperature of 1050°C. The furnace Chamber was 
heated from room temperature to the holding temperature 
within 210 min and held for 140 min. Subsequently, the furnace 
was shut down and the specimens were kept in the furnace until 
they cooled down to room temperature within 500 min. The 
holding time and temperature of the heat treatment were 
determined in accordance with the assumptions and 
recommendations of the “ASM metals reference book” [7]. 
 

A structured light 3D scanner “GOM ATOS TripleScan” 
with a measuring volume of 100 mm x 75 mm x 70 mm, a 
measuring point distance of 30.6 µm and an accuracy of 2 µm 
to 5 µm was used to investigate the distortion after each process 
step. Then the dimensional changes of the specimens were 
determined using the software Tool “GOM Inspect” through 
measuring the OD, the ID and the GW at different scanned 
states to provide a validation dataset for the simulation. 
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The simulation model was discretized with 26,228 elements 
of hexahedral and pentahedral shape with a characteristic 
element length of nearly 0.7 mm. Fig. 2 shows the full finite 
element model during the DED AM simulation at three 
different stages. 

 

Fig. 2. DED AM simulation during the buildup; (a) simulation is building the 
first layer; (b) simulation is building the 8th layer; (c) simulated as-built C-

ring. 

The simulation of the buildup via DED is based on the 
papers from Biegler et al. [4, 8, 9]. They introduced a 3D 
coupled thermo-mechanical structural welding simulation 
model with a moving heat source that activates the elements of 
the deposition gradually. These elements represent the 
deposited powder feedstock, they are already in their final 
position before the simulation is started, but their material 
properties are scaled down with a factor of 10-5 by default. This 
factor is suspended when the moving heat source activates the 
elements by heating them above the melting temperature. 
Besides, the weld pool was considered as a low stiffness solid 
without any flow dynamics, the vaporization of alloying 
elements was neglected and the change in microstructure due 
to multiple heating cycles as well as the influence of 
mechanical deformations on the temperature field was 
neglected.  

 
The AISI 316L powder feedstock remains austenitic at all 

temperatures, therefore phase transformations were not 
considered. The temperature-dependent material properties of 
standard AISI 316L were taken from [10] and applied to the 
simulation model. The density was fixed to 8000 kg/m3, the 
Poisson’s ratio was set to 0.3, the enthalpy of melting was 
assumed as 256.4 J/g and an isotropic work hardening model 
with von Mises yield criterion was applied. 

 
The heat treatment simulation was also done with the same 

thermo-mechanical coupled model as it was used in the 
simulation of the DED process with some differences. Flow 
dynamics in the furnace chamber and the contact heat transfer 
were neglected. Only the convective and radiative heat transfer 
was considered. A heat transfer coefficient to the furnace 
chamber was set for each process step of the heat treatment 
(during heating and holding: 35 W/ (m2 K); during cooling: 2.3 
W/ (m2 K)). Fig. 3 shows the time-temperature cycles of the 
simulation and the conducted heat treatment. The measured 

temperature was obtained from thermocouples of the furnace 
chamber during the heat treatment process and it was assumed 
that the temperature of the furnace is approximately similar to 
the temperature of the samples. The temperature of the 
simulation was obtained from the marked reference point as 
labeled in Figure 3. It can be seen that the measured 
temperature curve during the heating and the holding stage is 
well represented by the simulation. The cooling of the 
simulation is slightly slower than the experiment. Nevertheless, 
both have approximately the same cooling time. 

  

 

Fig. 3. Simulated and experimental time-temperature cycle of the heat 
treatment process. 

Fig. 4 shows the heat treatment simulation during the 
heating, the holding and after the cooling. The DED AM 
simulation results, consisting of a 3D mesh, the temperature 
history and the residual stress distribution, were used as a 
starting point in the heat treatment simulation. 

 
 

 

Fig. 4. Heat treatment simulation: (a) during the heating stage; (b) during the 
holding stage; (c) after the cooling. 

During the heat treatment, the parts are held at an elevated 
temperature for a certain time and the residual stresses are 
transformed into plastic deformation, therefore it is necessary 
to consider creep, which commonly occurs at temperatures 
above 40% of the material melting temperature in Kelvin under 
a certain load (here the residual stresses). To simulate the heat 
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treatment process with the prescribed models of the DED AM 
process, it was necessary to expand the material model and to 
include a creep model. The creep power-law is a suitable 
constitutive equation to model the creep of austenitic stainless 
steel [11,12] and it is commonly used to simulate the heat 
treatment process. The creep power-law can be written as:  

 
𝜖𝜖𝜖𝜖 = 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑛𝑛𝑛𝑛     (1) 
 
Where A is a constant related to the microstructure of the 

material, n is the exponent of stress and the applied stress is 
denoted as σ. To minimize the experimental complexity, it will 
be assumed that the creep behavior of additive manufactured 
AISI 316L is similar to conventional machined material. 
Therefore, the power-law parameters from the literature will be 
applied for the simulation of the current work. The creep 
parameters A and n were calculated using a linear regression 
model from creep parameter data obtained by [11] ( 𝐴𝐴𝐴𝐴 =
1.33 𝑥𝑥𝑥𝑥 10−1 and 𝑛𝑛𝑛𝑛 = 4.84). 

 
The process of EDM is represented by deactivating the 

elements at the level of the EDM cutting path while the 
simulation calculates a new mechanical equilibrium 
considering the changed mechanical conditions to simulate the 
stress relaxation and the distortion after the removal of the 
substrate. This method was already used by [3] and by [4]  to 
simulate the removal of a DED part from a substrate. 

3. Results and Discussion 

To investigate the distortion of the C-rings, the differences 
between the C-ring dimensions (OD, ID and GW) at different 
scanned states were calculated as follows: 

 
Δ𝐷𝐷𝐷𝐷 = 𝐷𝐷𝐷𝐷𝑚𝑚𝑚𝑚−1 − 𝐷𝐷𝐷𝐷𝑚𝑚𝑚𝑚    (2) 
 
Where D stands for OD, ID or GW of the C-ring and m 

represents the last post-processing step. For example, the 
characteristic dimensions which were measured after post-
process no. 2 (m=2) are subtracted from the characteristic 
dimensions which were measured after post-process no. 1 
(m=1) and the dimensional change is denoted to ∆D. 

Fig. 5 shows the dimensional changes of the OD, the ID and 
the GW of the samples with different post-processing histories 
extracted from the experiments and from the simulation. The 
as-built samples were removed from their substrates directly 
after the buildup, whereas the preheated C-rings were heat-
treated before the EDM. The first row of Fig. 5 shows the 
dimensional changes and the second row shows the absolute 
values of the deviations, to compare the absolute distortion 
between the samples with different post-processing histories. 
From the experimental data in the first row it can be seen, that 
the OD, the ID and the GW of the as-built C-rings increased 
after the EDM, hence the samples have widened. The 
dimensions of the preheated samples decreased, hence the 
preheated C-rings have contracted. Considering the absolute 
values of the dimensional changes of the samples, which are 
plotted in the second row of Fig. 5, it can be seen that the 
removal of an as-built C-ring from the substrate evokes the 

largest deformations in OD, ID and GW. This is mainly caused 
by the relaxation of the steep residual stress gradients which are 
induced during the rapid thermo cycles of the DED process. 
The dimensional changes after the removal of the preheated C-
rings from the substrate are in general smaller than the prior 
described ones, which is plausible, because of the stress-
relieving effects of the heat treatment. 

 

Fig. 5. Comparison of the simulated and measured dimensional changes of 
the C-rings. The first row shows the real dimensional changes, calculated in 
accordance to Equation 2. The second row shows the absolute dimensional 

changes. 

The simulation overrated the distortion of the as-built C-
rings after the EDM, because the residual stress level of the as-
built part was overestimated by the DED AM simulation, 
therefore it would have been necessary to measure the residual 
stresses after the buildup to ensure a quantitative validation of 
the simulation model. 
The disagreement between the dimensional changes of the 
preheated simulation and the measurements can be related to 
the made simplifications, e.g. the model assumed a 
homogeneous heat distribution in the whole part during the heat 
treatment process, as can be seen in Fig. 4, neglecting that the 
temperature history on the surface of the part can differ from 
the temperature history inside the part, which can have an 
influence on the resulting residual stress distribution.  
Further, the Simulation model only considered the stress 
relaxation through creep. Therefore, creep can be assumed as a 
major driver of the simulation in this paper, hence the creep 
parameters, from Equation 1, have a significant influence on 
the stress relaxation during the heat treatment. Therefore, it can 
be assumed, that the application of creep parameters obtained 
from standard material instead of additive manufactured 
material cannot represent the processes in the microstructure of 
an AM part during the heat treatment. Fig. 6 shows close-ups 
of the made cross-sections from an as-built sample and a heat-
treated one. It can be seen that the heat treatment dissolved the 
weld bead boundaries and certain grain growth occurred, 
similar observations were made by Montero-Sistiaga et al. [1]. 
Hence, it is necessary to obtain creep parameters from additive 
manufactured AISI 316L in order to represent the prescribed 
microstructural processes during the stress relaxation to 
enhance the predictive capabilities of the simulation model. 
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Fig. 6. close-ups of the made cross-sections; (a) Cross section of an as built 
sample; (b) Cross-sections of a heat-treated sample. 

 

4. Conclusion 

In summary, the simulation was able to predict the 
experiments qualitatively and to reproduce the observations 
from the experiment. The model was able to calculate the 
widening of the as-built C-rings after EDM as well as the 
contracting of the preheated C-rings after their removal from 
the substrates. The model was able to represent the significant 
distortions which were evoked by removing the as-built 
samples from the substrate via EDM, due to the pre-stressed 
state of the sample and the model showed that the heat 
treatment prior the removal of the substrate via EDM reduces 
the distortion through the stress-relieving effects of the heat 
treatment.  
It was showed that the distortion-based validation approach can 
validate a simulation, consisting of DED AM buildup, heat 
treatment and EDM, qualitatively. A further quantitative 
enhancement of the predictive capabilities of the simulation 
model can be achieved through a validation of the residual 
stresses and trough the application of creep parameters 
obtained from AM material. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

Laser Metal Deposition is a widely used technology allowing metal component regeneration, rapid prototyping and functional coating deposition. 
Its main limitations are low stability and repeatability making it necessary to monitor and often control the process in real time. This paper 
presents a study on modelling the influence of process parameters on clad geometry and assessment if including sensor data can help model the 
outcome properly. For this purpose 9 sets of parameters were used with multiple repetitions. During the process a profile of deposited geometry, 
temperature and images in visible range were acquired. Multivariate analysis were performed to investigate correlations. Multiple prediction 
models were constructed including signals’ non-linearity correction. The results prove that process parameters have main influence on process 
outcome but cannot explain natural process variation whereas models including sensor data allow prediction of those deviations. 
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1. Introduction 

Laser Metal Deposition (LMD) is an additive manufacturing 
technology [1,2], applicable for remanufacturing of machine 
parts [3], rapid prototyping [4] and deposition of functional 
coatings [5]. 

The main limitations of LMD process are its low stability 
and repeatability [6]. Even with a given set of process 
parameters the outcome of the process (clad height or width) 
may vary significantly with each repetition. Therefore, the 
LMD closed loop process control is necessary, but this issue is 
still not sufficiently solved in spite of being discussed in many 
recent studies [2,6,7].   

 The LMD process monitoring is based on phenomena such 
as optical or acoustic emission, while most popular measuring 
systems use pyrometers or cameras [6]. For predictive control 
the nonlinear process modelling, taking into account laser 
power, powder feed rate and scanning speed [8,9] is 
additionally required.  

The LDM process output modelling taking into 
consideration both process parameters and sensor data has not 
yet been reported. In order to investigate this approach, 
a technological experiment was planned and repeated multiple 
times to obtain representative data set. For each experimental 
case a clad geometry was measured, camera and pyrometer data      
was registered. The acquired data were used for multivariate 
regression modelling. The deeper insight was related to PLS 
(Projection to Latent Structures) model, investigating variable 
selection. Additionally, other multivariate regression models 
PCR ((Principal Component Regression) and MLR (Multiple 
Linear Regression) were compared. 

2. Materials, methods and results  

2.1. Research plan 

The presented study was divided into three stages as 
presented in the Fig. 1. Firstly, the designed experiment was 
developed, performed and process data was registered. 
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1. Introduction 

Laser Metal Deposition (LMD) is an additive manufacturing 
technology [1,2], applicable for remanufacturing of machine 
parts [3], rapid prototyping [4] and deposition of functional 
coatings [5]. 

The main limitations of LMD process are its low stability 
and repeatability [6]. Even with a given set of process 
parameters the outcome of the process (clad height or width) 
may vary significantly with each repetition. Therefore, the 
LMD closed loop process control is necessary, but this issue is 
still not sufficiently solved in spite of being discussed in many 
recent studies [2,6,7].   

 The LMD process monitoring is based on phenomena such 
as optical or acoustic emission, while most popular measuring 
systems use pyrometers or cameras [6]. For predictive control 
the nonlinear process modelling, taking into account laser 
power, powder feed rate and scanning speed [8,9] is 
additionally required.  

The LDM process output modelling taking into 
consideration both process parameters and sensor data has not 
yet been reported. In order to investigate this approach, 
a technological experiment was planned and repeated multiple 
times to obtain representative data set. For each experimental 
case a clad geometry was measured, camera and pyrometer data      
was registered. The acquired data were used for multivariate 
regression modelling. The deeper insight was related to PLS 
(Projection to Latent Structures) model, investigating variable 
selection. Additionally, other multivariate regression models 
PCR ((Principal Component Regression) and MLR (Multiple 
Linear Regression) were compared. 

2. Materials, methods and results  

2.1. Research plan 

The presented study was divided into three stages as 
presented in the Fig. 1. Firstly, the designed experiment was 
developed, performed and process data was registered. 



368 Piotr Jurewicz  et al. / Procedia CIRP 94 (2020) 367–371
2 Piotr Jurewicz / Procedia CIRP 00 (2020) 000–000 

Subsequently, the obtained raw data (temperature signal and 
images) was processed as well as the calibration and testing 
data sets were constructed. During the modelling, the PLS 
calibrations were investigated in respect to different signal 
sources. Because of observed nonlinearity a data pre-
processing was introduced. Finally, other multivariate 
regression models as PCR and MLR were compared. The 
modelling was performed within PLS_Toolbox for Matlab® 
[10].  

 

Fig. 1. Workflow chart 

2.2. Experimental design and performance 

The technological experiment was carried out with the High 
Power Diode Laser (laserline LDF 4000-30) and LMD head 
(COAX 8) installed on 3-axis CNC machine. The high dynamic 
range Camera (Photonfocus) and pyrometer (Lascon) optics 
were integrated with the laser head by standard monitoring port 
using dichroic mirror. Additionally, a 2D laser profilometer 
(Keyence) was installed at the bottom part of the head, near the 
processing point (Fig. 2).   

As the main LMD process control variables, which are 
varying in the experiment, laser power, powder feed rate and 
laser scanning speed were selected [1] (Table 1). Remaining 
ones like carrier gas flow rate, shielding gas flow rate, 
additional material and laser beam focus were kept constant.  

Table 1. Experiment parameters set 
Process parameter [unit] Min value Max value 
Laser power [W] 500 1000 
Powder feed rate [g/min] 1,7 5,1 
Laser scanning speed 5 15 

 

Fig. 2. Workstation for LMD process: 1 – pyrometer, 2 – camera, 3 – 
profilometer, 4 – CNC station, 5 – laser head. 

For each of the selected variables, two levels were chosen 
resulting in 8 experiment cases. This 8 cases were then 
expanded with middle point for building a central plan and 
repeated 3 times in random order. Each experiment consisted 
of depositing single clad with 40 mm length with one parameter 
set. That experiment was then repeated 3 times in 3 different 
attempts (days) resulting in 81 data observations 

2.3. Geometry measurement and sensors data analysis  

Every deposited clad was scanned and measured with laser 
in-line 2D profilometer after the process. The profilometer was 
connected to laser head and synchronized with its movement to 
obtain multiple scans of deposited clad. Each profile scan 
consisting of the 3D points cloud was then fitted with 2nd order 
polynomial to determine get its height and width.  

For process monitoring the pyrometer and camera were 
coaxially integrated with the laser head. The acquisition 
module was synchronized with CNC movement. For each 
deposition process the temperature was measured and a series 
of images were acquired. The temperature signals were 
processed with averaging filter while from images the 
following features of melt pool were calculated: brightness 
[11], second orders of bright area [12] and width and length of 
melt pool area [13]. 

2.4. Data set organization 

Data processing presented in chapter 2.3 resulted in 11 
variables for each observation (sample) as it is presented in 
Table 2. Those variables were divided in 3 groups being: 
process parameters (3 variables), sensor data (6 variables) and 
measured geometry (2 variables). 
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Table 2. Data set organization 
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The whole data set containing 81 experiments was divided 
into calibration and testing sets according to Kernard-Stone 
66% algorithm. It resulted in 54 experiments in calibration set 
and 27 experiments in testing set. The test set was used to 
computer RMSEP (Root Mean Square Error of Prediction). 
This approach allowed to detect potential overfitting of models. 
Each model type was tested for two features: height and width. 

2.5. Multivariate modeling 

Multivariate modelling is branch of statistics looking for 
correlation between two data sets. It is used when some 
information about process (variables) are easy to obtain while 
not directly correlated with the process outcome. If the process 
outcome is available to obtain but at a high cost, the question 
emerge, if it is possible to predict this outcome cheaper with 
investigation of cheaper variables. It is common tool used in 
spectroscopy where intensities of multitude wavelengths are 
used to evaluate food quality [14].   

PLS is tool using Latent Variables (LVs) for a multivariate 
modelling. The LVs are linear combinations of independent 
variables (inputs), chosen so first LV corresponds to the largest 
change in variation of input data. Each another LV is 
perpendicular to the previous one in independent variable space 
and chosen so it represents another largest variation in input 
data. Due to projection to LVs the PLS method can successfully 
model based on data with correlations between inputs and 
avoid model overfitting. After selection of optimal LVs 
number, the linear correlation between LVs and dependent 
variables (output) is built [15]. 

2.6. PLS 1 – process parameters model 

The first tested model was based only on process 
parameters. This approach is similar to the one presented in 
previous studies [9]. The received model was evaluated based 
on prediction against measurement plot, residuals plot and 
RMSEP value. 

 

Fig. 3. PLS 1 (Height) - prediction against measurement 

 

Fig. 4. PLS 1 (Height) - model residuals 

As can be seen on graphs (Fig. 3 to Fig. 6) this method offers 
moderately good models (RMSEP=0.082 for height and 
RMSEP=0.096 for width). Moreover, for height dependency 
between measured and predicted value the explicit nonlinearity 
can be observed. This is also visible on residual plot. On the 
contrary, the nonlinearity problem was not observed within the 
width model. 

 

Fig. 5. PLS 1 (Width) - prediction against measurement 
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Subsequently, the obtained raw data (temperature signal and 
images) was processed as well as the calibration and testing 
data sets were constructed. During the modelling, the PLS 
calibrations were investigated in respect to different signal 
sources. Because of observed nonlinearity a data pre-
processing was introduced. Finally, other multivariate 
regression models as PCR and MLR were compared. The 
modelling was performed within PLS_Toolbox for Matlab® 
[10].  

 

Fig. 1. Workflow chart 

2.2. Experimental design and performance 

The technological experiment was carried out with the High 
Power Diode Laser (laserline LDF 4000-30) and LMD head 
(COAX 8) installed on 3-axis CNC machine. The high dynamic 
range Camera (Photonfocus) and pyrometer (Lascon) optics 
were integrated with the laser head by standard monitoring port 
using dichroic mirror. Additionally, a 2D laser profilometer 
(Keyence) was installed at the bottom part of the head, near the 
processing point (Fig. 2).   

As the main LMD process control variables, which are 
varying in the experiment, laser power, powder feed rate and 
laser scanning speed were selected [1] (Table 1). Remaining 
ones like carrier gas flow rate, shielding gas flow rate, 
additional material and laser beam focus were kept constant.  

Table 1. Experiment parameters set 
Process parameter [unit] Min value Max value 
Laser power [W] 500 1000 
Powder feed rate [g/min] 1,7 5,1 
Laser scanning speed 5 15 

 

Fig. 2. Workstation for LMD process: 1 – pyrometer, 2 – camera, 3 – 
profilometer, 4 – CNC station, 5 – laser head. 

For each of the selected variables, two levels were chosen 
resulting in 8 experiment cases. This 8 cases were then 
expanded with middle point for building a central plan and 
repeated 3 times in random order. Each experiment consisted 
of depositing single clad with 40 mm length with one parameter 
set. That experiment was then repeated 3 times in 3 different 
attempts (days) resulting in 81 data observations 

2.3. Geometry measurement and sensors data analysis  

Every deposited clad was scanned and measured with laser 
in-line 2D profilometer after the process. The profilometer was 
connected to laser head and synchronized with its movement to 
obtain multiple scans of deposited clad. Each profile scan 
consisting of the 3D points cloud was then fitted with 2nd order 
polynomial to determine get its height and width.  

For process monitoring the pyrometer and camera were 
coaxially integrated with the laser head. The acquisition 
module was synchronized with CNC movement. For each 
deposition process the temperature was measured and a series 
of images were acquired. The temperature signals were 
processed with averaging filter while from images the 
following features of melt pool were calculated: brightness 
[11], second orders of bright area [12] and width and length of 
melt pool area [13]. 

2.4. Data set organization 

Data processing presented in chapter 2.3 resulted in 11 
variables for each observation (sample) as it is presented in 
Table 2. Those variables were divided in 3 groups being: 
process parameters (3 variables), sensor data (6 variables) and 
measured geometry (2 variables). 
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The whole data set containing 81 experiments was divided 
into calibration and testing sets according to Kernard-Stone 
66% algorithm. It resulted in 54 experiments in calibration set 
and 27 experiments in testing set. The test set was used to 
computer RMSEP (Root Mean Square Error of Prediction). 
This approach allowed to detect potential overfitting of models. 
Each model type was tested for two features: height and width. 

2.5. Multivariate modeling 

Multivariate modelling is branch of statistics looking for 
correlation between two data sets. It is used when some 
information about process (variables) are easy to obtain while 
not directly correlated with the process outcome. If the process 
outcome is available to obtain but at a high cost, the question 
emerge, if it is possible to predict this outcome cheaper with 
investigation of cheaper variables. It is common tool used in 
spectroscopy where intensities of multitude wavelengths are 
used to evaluate food quality [14].   

PLS is tool using Latent Variables (LVs) for a multivariate 
modelling. The LVs are linear combinations of independent 
variables (inputs), chosen so first LV corresponds to the largest 
change in variation of input data. Each another LV is 
perpendicular to the previous one in independent variable space 
and chosen so it represents another largest variation in input 
data. Due to projection to LVs the PLS method can successfully 
model based on data with correlations between inputs and 
avoid model overfitting. After selection of optimal LVs 
number, the linear correlation between LVs and dependent 
variables (output) is built [15]. 

2.6. PLS 1 – process parameters model 

The first tested model was based only on process 
parameters. This approach is similar to the one presented in 
previous studies [9]. The received model was evaluated based 
on prediction against measurement plot, residuals plot and 
RMSEP value. 

 

Fig. 3. PLS 1 (Height) - prediction against measurement 

 

Fig. 4. PLS 1 (Height) - model residuals 

As can be seen on graphs (Fig. 3 to Fig. 6) this method offers 
moderately good models (RMSEP=0.082 for height and 
RMSEP=0.096 for width). Moreover, for height dependency 
between measured and predicted value the explicit nonlinearity 
can be observed. This is also visible on residual plot. On the 
contrary, the nonlinearity problem was not observed within the 
width model. 

 

Fig. 5. PLS 1 (Width) - prediction against measurement 
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Fig. 6. PLS 1 (Width) - model residuals 

2.7. PLS 2 – process parameters and sensors data model 

The second model was calibrated with both process 
parameters and sensor data (temperature and image features). 
It is important to outline that not all available LVs were used 
for calibration. As using more variables would obviously result 
in a better fitted model. To allow comparison with PLS 1 model 
the number of LVs number was limited to 3. As in PLS 1, this 
model was also evaluated based on prediction against 
measurement plot, residuals plot and RMSEP value. 

 

Fig. 7. PSL 2 (Height) – prediction against measurement 

 

Fig. 8. PLS 2 (Height) - model residuals 

As can be seen on graphs (Fig. 7 to Fig. 10) PLS 2 method 
offers slightly better model for height (RMSEP=0.062 against 
RMSEP=0.082 in first model). The plots analysis suggests that 

nonlinearities for height are still present. On the contrary width 
modelling offers pretty much the same quality of the model. 

 

Fig. 9. PLS 2 (Width) - prediction against measurement 

 

Fig. 10. PLS 2 (Width) - model residuals 

2.8. PLS 3 – nonlinearity 

In case of height modelling nonlinearities seem to have high 
impact on results. As presented in [9] there are many 
approaches to use nonlinear transformations of process 
parameters in aspect of modelling.   

Since it is hard to propose a methodical approach to look for 
nonlinearities in process parameters, we propose a different 
solution based on looking for nonlinear transformation of 
measured geometry features. In other words, the nonlinear 
transformation of values of model outputs is performed rather 
than application of such transformations of model inputs. 
Moreover, instead of building nonlinear model of clad height a 
linear model of root of its value was built. Presented solution is 
simple and results in improving height model correctness as 
presented in Table 3. 

Table 3. Nonlinear model of height 

Root order 1st (linear) 2nd 3rd  4th  5th  

RMSEP 0,082 0,070 0,066 0,064 0,063 

2.9. A matter of sensors 

While using both camera and pyrometer is common 
industrial solution it is worth asking if it both are necessary. 
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Considered PLS models allow fast calibration and testing of 
models based on different variables. We use that to investigate 
which variables group offers highest model quality. 

 

Fig. 11. Different data set comparison for PLS model (PP - process 
parameters, I – image features, T – temperature signal) 

Results are presents on Fig. 11. It is clear that process 
parameters are necessary to properly model the outcome. It is 
also worth noticing that image features (camera data) slightly 
improve model quality, while temperature (pyrometer data) 
does not influence model quality in significant way. One can 
conclude from that VIS camera gives more information about 
geometry than pyrometer.   

2.10. Different multivariate models 

The same approach as presented above was applied for 
different modelling techniques such as PCR and MLR. As a 
result the RMSEP values for all the models are presented in 
Fig. 12. Comparing RMSEP value of the models, one may state 
that in case of height the PLS2 model is the most accurate, 
whereas for width model the MLR gives the best results. In 
overall, the PLS models can be considered as competitive to 
MLR and PCR models. 

 

Fig. 12. Different models comparison 

3. Conclusion 

In the study presented in this paper the LMD process 
experiments were performed with multiple repetitions and both 
the geometry features (clad height and width) and sensor data 
(temperature signal and VIS images) were obtained. With this 

data variety the multivariate models were tested including 
variable selection and nonlinearity consideration. 

It has been shown that for modelling height of deposited 
clad the use of sensor data can improve model quality by 
decreasing RMSEP from 0.082 to 0.062. In similar manner 
simple nonlinear transformation in form of root function can 
help reduce the model error. On the other hand, in case of width 
model inclusion of sensor data does not influence the model 
quality. For both presented models the RMSEP value is 0.096.  

Further it has also been shown that process parameters are 
essential for properly model height and image features from 
camera help improving model quality while the temperature 
signal from pyrometer hardly affects the model. 

It is worth noting that the focus of this paper was on 
preparing proper learning dataset and on comparing process 
parameter based models with models including sensors data. 
Due to that chosen modeling technics were limited to linear 
models. Nonlinear modeling and artificial intelligence technics 
will be investigated in further studies. 
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Fig. 6. PLS 1 (Width) - model residuals 

2.7. PLS 2 – process parameters and sensors data model 

The second model was calibrated with both process 
parameters and sensor data (temperature and image features). 
It is important to outline that not all available LVs were used 
for calibration. As using more variables would obviously result 
in a better fitted model. To allow comparison with PLS 1 model 
the number of LVs number was limited to 3. As in PLS 1, this 
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2.8. PLS 3 – nonlinearity 

In case of height modelling nonlinearities seem to have high 
impact on results. As presented in [9] there are many 
approaches to use nonlinear transformations of process 
parameters in aspect of modelling.   

Since it is hard to propose a methodical approach to look for 
nonlinearities in process parameters, we propose a different 
solution based on looking for nonlinear transformation of 
measured geometry features. In other words, the nonlinear 
transformation of values of model outputs is performed rather 
than application of such transformations of model inputs. 
Moreover, instead of building nonlinear model of clad height a 
linear model of root of its value was built. Presented solution is 
simple and results in improving height model correctness as 
presented in Table 3. 
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models based on different variables. We use that to investigate 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 

Keywords: Assembly; Design method; Family identification

1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

Laser powder-bed fusion (L-PBF) is promising for manufacturing of lightweight cellular structures. A thin wall is the key element of such 
structures. Heat and mass transfer in the melt pool formed on the top of a thin wall is essentially two-dimensional. That is why L-PBF process 
parameters adapted for thin walls strongly differ from those necessary for bulk material. In the present work, a high speed camera records a side 
view of the melt pool formed on the top of a thin metallic wall due to a laser beam scanning along the wall edge. The melt pool profile and the 
position of the keyhole are observed. The results are compared with a two-dimensional model of coupled heat conduction and Marangoni 
convection in the laser-interaction zone. In the studied conditions, the best agreement between the experiment and the modeling implies that a 
keyhole is formed with the depth comparable with that of the melt pool. 
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1. Introduction 

Laser powder-bed fusion (L-PBF) is a key additive 
technology applicable to a wide range of structural and 
functional materials. The scanning laser beam used can melt 
even refractory materials. In view of the high scanning speed 
attaining few meters per second and the small beam diameter 
around 100 microns, the duration of laser action on a given 
portion of material is measured in fractions of a millisecond. It 
can be not sufficient for complete material consolidation. 
Besides, the distribution of temperature in the laser-interaction 
zone is highly non-uniform [1]. The material formed in these 
conditions can contain non-satisfactory concentration of such 
defects as pores, micro-cracks, and extended defects of 
metallurgical bond [2]. The L-PBF process essentially depends 
on both the numerous processing parameters as the laser power 
and scanning speed and the properties of initial powder 
material. That is why the most labor-consuming task remains 
optimizing the process parameters for attaining stable regimes 
and reducing the number of defects [3]. Often one looks for a 

compromise between the productivity of the process and the 
quality of the obtained material [4]. The optimizing of L-PBF 
requires clear understanding of the basic physical processes in 
the laser-interaction zone. 

Additive manufacturing offers wide possibilities for 
topology optimization. For example, lightweight periodic 
metallic cellular structures with excellent mechanical properties 
were obtained by L-PBF [5]. Stochastic cellular structures [6] 
and gradient ones [7] were manufactured too. The mentioned 
works show that such structures are promising for industry and 
other domains. Panesar et al. [8] proposed strategies for 
designing the cellular structures for additive manufacturing. 
Souza et al. [9] described new approaches to topology 
optimization adapted for manufacturing by L-PBF. Despite 
different design, all the cellular structures consist of thin shells. 
The shell thickness is comparable with the size of the laser-
interaction zone at L-PBF [5-7]. Therefore, the conditions of 
heat and mass transfer in this zone considerably differ from the 
conditions occurred at manufacturing of bulk material. The 
present work aims to visualize the melt pool at laser treatment 
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Abstract 

Laser powder-bed fusion (L-PBF) is promising for manufacturing of lightweight cellular structures. A thin wall is the key element of such 
structures. Heat and mass transfer in the melt pool formed on the top of a thin wall is essentially two-dimensional. That is why L-PBF process 
parameters adapted for thin walls strongly differ from those necessary for bulk material. In the present work, a high speed camera records a side 
view of the melt pool formed on the top of a thin metallic wall due to a laser beam scanning along the wall edge. The melt pool profile and the 
position of the keyhole are observed. The results are compared with a two-dimensional model of coupled heat conduction and Marangoni 
convection in the laser-interaction zone. In the studied conditions, the best agreement between the experiment and the modeling implies that a 
keyhole is formed with the depth comparable with that of the melt pool. 
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1. Introduction 

Laser powder-bed fusion (L-PBF) is a key additive 
technology applicable to a wide range of structural and 
functional materials. The scanning laser beam used can melt 
even refractory materials. In view of the high scanning speed 
attaining few meters per second and the small beam diameter 
around 100 microns, the duration of laser action on a given 
portion of material is measured in fractions of a millisecond. It 
can be not sufficient for complete material consolidation. 
Besides, the distribution of temperature in the laser-interaction 
zone is highly non-uniform [1]. The material formed in these 
conditions can contain non-satisfactory concentration of such 
defects as pores, micro-cracks, and extended defects of 
metallurgical bond [2]. The L-PBF process essentially depends 
on both the numerous processing parameters as the laser power 
and scanning speed and the properties of initial powder 
material. That is why the most labor-consuming task remains 
optimizing the process parameters for attaining stable regimes 
and reducing the number of defects [3]. Often one looks for a 

compromise between the productivity of the process and the 
quality of the obtained material [4]. The optimizing of L-PBF 
requires clear understanding of the basic physical processes in 
the laser-interaction zone. 

Additive manufacturing offers wide possibilities for 
topology optimization. For example, lightweight periodic 
metallic cellular structures with excellent mechanical properties 
were obtained by L-PBF [5]. Stochastic cellular structures [6] 
and gradient ones [7] were manufactured too. The mentioned 
works show that such structures are promising for industry and 
other domains. Panesar et al. [8] proposed strategies for 
designing the cellular structures for additive manufacturing. 
Souza et al. [9] described new approaches to topology 
optimization adapted for manufacturing by L-PBF. Despite 
different design, all the cellular structures consist of thin shells. 
The shell thickness is comparable with the size of the laser-
interaction zone at L-PBF [5-7]. Therefore, the conditions of 
heat and mass transfer in this zone considerably differ from the 
conditions occurred at manufacturing of bulk material. The 
present work aims to visualize the melt pool at laser treatment 
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of a thin wall and to model heat and mass transfer in the 
conditions similar to those occurred at L-PBF of cellular 
structures. This will clarify the basic physical processes in the 
laser-interaction zone and may help to optimize L-PBF 
manufacturing of cellular lightweight structures. 

2. Experiment 

Figure 1 shows the sketch of the experimental setup. The 
working laser beam scans a vertical metal blade along its top 
edge. Table 1 lists the laser parameters. Pulsed laser lighting 
CAVILUX illuminates the laser-interaction zone at 810 nm 
wavelength. High-speed CCD camera Photron SA5 records the 
profile of the laser-interaction zone at the frame rate of 2⋅104 s-

1 through a 1064 nm bandstop filter used to exclude reflected 
radiation of the working laser. The blade has the thickness of 
250 µm and consists of stainless steel EOS PH1 with the 
composition listed in Table 2 [10]. It corresponds to standard 
15-5 precipitation hardening steel. 
 

 

Fig. 1. Experimental setup to visualize the interaction zone of a laser beam 
with a thin metal blade. 

Table 1. Laser processing parameters. 

Wavelength Spot diameter Beam power Scanning speed 

1064 nm 100 µm 110 W 25 mm/s 

Table 2. Chemical composition of steel EOS PH1 [10]. 

Element Fe Cr Ni Cu Mn Si 

Weight % Balance 14-15.5 3.5-5.5 2.5-4.5 <1 <1 

 
Figure 2 shows several frames of the same record taken with 

the interval of 15 ms. Reflection of laser lighting from 
crystallites forms a speckled pattern of the solid phase. The 
liquid phase in the melt pool can be clearly distinguished by a 
uniform brightness. The contours of the melt pool are steady. 
The melt pool moves uniformly from left to right with the 
scanning laser beam. The dimensions of the melt pool measured 
on the 30-ms frame in Fig. 2 are around 950 ± 50 µm in length 
and 300 ± 50 µm in depth. One can observe a large contrast spot 
in the middle of the melt pool. The size of this spot and its 
position relative the melt pool boundaries are the same on each 
frame: the size is around 200-300 µm and the position is shifted 
to the top and front boundaries. The recorded films show 
considerable fluctuations inside the spot. When comparing two 

consecutive frames with the time interval of 50 µs between 
them, one can clearly distinguish differences in the internal 
structure of the spot. This gives an estimate of the time scale of 
the fluctuations. The spot contrast can be due to distortions of 
the melt surface. One can not determine from the images if the 
spot surface is convex or concave. Probably, it is a keyhole 
cavity or a distortion of a lateral free surface of melt due to a 
keyhole.  
 

 

Fig. 2. Profile views of the laser-interaction zone at the time instances 
indicated on the left. 

3. Mathematical model 

The above experiments on laser processing of a thin wall 
indicate that the melt pool occupies the entire thickness of the 
wall. Thus, a two-dimensional (2D) profile can essentially 
specify the melt pool shape. The normal component of melt 
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flow velocity equals zero on the lateral sides of the wall. The 
heat flux through the wall sides is controlled by the adjacent gas 
or powder bed in the conditions of L-PBF. In any case, the 
thermal conductivity of the media adjacent to the sides is much 
less than that in the bulk of the wall. Therefore, the heat flow in 
the direction normal to the wall plane is much less than the heat 
flow components in the directions parallel to the wall plane. 
That is why the mathematical model neglects the variation of 
physical fields in the direction normal to the wall plane. We 
model the coupled thermocapillary flow and thermal 
conduction in 2D Cartesian coordinates. The following 
equations of continuity, momentum, and energy describe melt 
dynamics: 

( ) 0tρ ρ+∇ ⋅ =u ,   ( ) 0tρ +∇ ⋅ =u Π ,   
0tE +∇ ⋅ =Q , 

(1) 

where ρ is the density, u the flow velocity, E the energy per unit 
volume, and index t designates the time derivative. In a viscous 
conductive medium, the flows of momentum Π and energy Q 
are 

p ρ= + ⊗ −Π I u u σ ,   E= + ⋅ +Q u Π u q , (2) 

where p is the pressure, I the identity tensor, and σ the viscous 
stress tensor, 

12 tr( )
3

η  = −  
σ e I e , 

 

(3) 

depending on the dynamic viscosity η and the strain rate tensor 
e defined as the symmetric component of tensor ∇u . The 
Fourier law gives the conductive heat flow, 

Tλ= − ∇q , (4) 

where λ is the thermal conductivity and T the temperature. The 
equation of state p(ρ,T) and the thermal equation of state U(ρ,T) 
close the system of Eqs. (1)-(4), where U = E – ρu2/2 is the 
internal energy per unit volume. 

The model equations of state applied in the present work take 
into account absorption/release of the latent heat at 
melting/solidification, which is important in laser processing. 
The model neglects the thermal expansion of the medium and 
assumes that its compressibility is small. The equation of state 
is 

0

1p B ρ
ρ

 
= − 

 
, 

 

(5) 

where B is the bulk modulus and ρ0 the density at zero pressure. 
The thermal equation of state neglects the energy of elastic 
deformation and assumes a constant specific heat C per unit 
volume, 
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(6
) 

where Tm is the solidus and Tl the liquidus temperatures and Lm 
the latent heat of melting per unit volume. The no-slip condition 
is applied on the melt/solid boundary. On the free surface of the 
melt, the Marangoni condition for the shear stress is imposed, 

n Tτσ β= ⋅∇τ , (7) 

where β = dα/dT is the derivative of the surface tension 
coefficient with respect to temperature and τ is the unit vector 
tangent to the surface. The incident laser beam has a Gaussian 
profile with the nominal radius r0. The interaction of the beam 
with the melt gives rise to the heat flux through the melt surface 

2

2
00

expz
P xq

rr π
 

= − 
 

, 
 

(8) 

where P is the absorbed laser beam power per unit width of the 
wall, z the coordinate along the beam, and x the transversal 
coordinate. Note that P is the net thermal impact of the laser 
beam. It equals the incident power of the laser beam minus the 
power of reflected radiation minus the heat loss to evaporation.  

The conservation laws, Eq. (1), are numerically solved in a 
rectangular domain (see Fig. 3) by the finite volume method 
using an explicit second-order Kurganov-Tadmor scheme [11] 
on a uniform rectangular grid. A steady-state solution is looked 
for. The coordinate system used for numerical calculation 
moves with the scanning laser beam. The beam axis intersects 
the plane extension of the solid-phase surface in the origin, x = 
0, z = 0 (see Fig. 3). In this coordinate system, the solid phase 
moves from left to right with the flow velocity equal to the 
scanning speed us. A Gaussian shape of the keyhole is imposed. 
The level function 

2

2

( )
( , ) exp k

k
k

x x
s x z z D

r
 −

= +  
 

, 
 

(9) 

specifies the condensed-phase surface as curve s = 0, where Dk 
is the keyhole depth, rk its effective radius and xk the shift of the 
keyhole axis relative the beam axis. Figure 3 shows the level 
function. The level function defines the external normal to the 
surface n and the unit tangent vector τ as follows: 

| |
s
s

∇
= −

∇
n ,     zx

xz

n
n

τ
τ

−  
= =   
   

τ . 
 

(10) 

 

 

Fig. 3. Computation domain and contours of the level function s (µm). Level 
s = 0 (bold line) is the top surface of the condensed phase. 

The solid/liquid boundary is not tracked. It is explicitly 
defined as the temperature level T = Tm. To model the solid 
state, a ghost external force field is applied at T < Tm at every 
time step, which stops convection. This assures the right flow 

0 500 1000
x (µm)

400

200

0

z (
µ m

)

0 100

200
300

400



 S.A. Egorov  et al. / Procedia CIRP 94 (2020) 372–377 375
4 A.V. Gusarov / Procedia CIRP 00 (2020) 000–000 

field in the solid phase and the no-slip condition on the 
solid/melt boundary. To reduce the influence of the external 
boundaries of the calculation domain, we apply the non-
disturbing boundary conditions derived from the asymptotic 
temperature field in a half space [12] as follows: 

1

0

K
1 2 1

2 K
2

s

s

sa

u r
uT x a

u rT T x a r
a

  
  ∂   − = −
 − ∂  

    

, 

 
 
 

(11) 

on the left and right boundaries x = const (see Fig. 3) and 

1

0

K
1 2

2 K
2
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s
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u r
uT z a

u rT T z a r
a

 
 ∂  − =

− ∂  
 
 

, 

 
 
 

(12) 

on the bottom boundary z = const, where Ta is the ambient 
temperature, us the scanning speed, a = λ/C the thermal 
diffusivity, r2 = x2 + z2, and K0 and K1 are the modified Bessel 
functions of the second kind. 

4. Modeling results 

Modeling conditions are similar to the experimental ones. 
Table 3 shows the following thermophysical properties of steel 
EOS PH1 accepted for calculations. Density ρ0 is taken at the 
room temperature [13]. Solidus Tm and liquidus Tl temperatures 
are estimated by the Thermo-Calc software and 
thermodynamic databases [14] for ternary alloy 80 wt.% Fe 15 
wt.% 5 wt.% Ni. Latent heat of melting Lm and boiling point Tb 
are taken for pure iron [13]. Specific heat C of a steel 
considerably growth with temperature while it is less sensitive 
to the composition. Thus, C/ρ0 varies from 500±50 J/(kg K) at 
the room temperature to 700 J/(kg K) at the melting point for 
AISI 304 [8]. In the same temperature interval, it varies from 
450 to 700 J/(kg K) for pure iron [13]. For steels AISI 631 (17-
7 PH) and AISI 410 with similar chemical and phase 
composition, thermal conductivity λ varies from 15 to 27 and 
from 23±5 to 33 W/(m K), respectively [15]. Table 2 shows the 
values of C and λ around the melting point. Dynamic viscosity 
η is taken for iron at the melting point [16]. Surface tension α 
of a molten steel is known to be extremely sensitive to the 
content of sulfur and oxygen. Table 3 lists the values of α and 
its temperature coefficient β = dα/dT measured around the 
melting point in the ideal conditions of pure iron in reducing 
atmosphere [17]. 

Table 4 lists the parameters of the model. The wall thickness 
w is the same as in experiment. The absorbed laser power wP 
is considerably less than the incident laser power in experiment 
(see Table 1). It is reasonable because a considerable fraction 
of the incident laser radiation is reflected and a certain portion 
of the absorbed energy is lost to evaporation. The beam radius 
r0 corresponds to the experimental laser spot size of 100 µm 
because according to Eq. (8), around 90% of beam power is 
within a 100 µm-diameter circle. The scanning speed us 
corresponds to the experimental one. The keyhole depth Dk is 
fitted to obtain a satisfactory agreement with the 
experimentally observed shape of the melt pool. The effective 

keyhole radius rk is chosen equal to the beam radius because 
the keyhole is due to evaporation within a laser spot. A small 
keyhole shift xk is chosen to approach the maximum of the 
calculated temperature field to the keyhole center. The model 
value of the bulk modulus B is taken much less than a realistic 
value for a steel because numerical errors strongly increase 
with B. However, this value of B is still considerably greater 
than the calculated variation of pressure. Therefore, the 
calculated flow is essentially incompressible. The calculation 
domain is 1440×480 µm2. Calculations are accomplished on 
the grids of various size to verify convergence. A grid of 
1440×480 cells is found to be satisfactory. The calculation time 
from the laser onset to obtaining steady state temperature, 
pressure, and flow velocity distributions in the calculation 
domain is  t = 150 ms. 

Table 3. Properties of steel EOS PH1. 

Property Value Unit Reference 

Density, ρ0 7800 kg/m3 [13] 

Solidus temperature, Tm 1762 K Calculated 

Liquidus temperature, Tl 1769 K Calculated 

Boiling point, Tb  3135 K [13] 

Latent heat of melting, Lm/ρ0 247 kJ/kg [13] 

Specific heat, C/ρ0 700 J/(kg K) [13,15] 

Thermal conductivity, λ 30±3 W/(m K) [15] 

Dynamic viscosity, η 6⋅10-3 Pa s [16] 

Surface tension, α 1.9 N/m [17] 

Temperature coefficient 

of surface tension, β 

 

-7.5⋅10-4 

 

N/(m K) 

 

[17] 

Table 4. Parameters of the model. 

Parameter Value Parameter Value 

Wall thickness, w 250 µm Keyhole radius, rk 25 µm 

Absorbed power, wP 37.5 W Keyhole shift, xk 12.5 µm 

Beam radius, r0 25 µm Bulk modulus, B 100 kPa 

Scanning speed, us 25 mm/s Domain size (µm) 1440×480 

Keyhole depth, Dk 250 µm Grid size 1440×480 

 
Figure 4 shows the calculated temperature field. The 

temperature attains its maximum near the bottom of the 
keyhole. The solidus isotherm T = Tm (bold line in Fig. 4) is the 
boundary of the melt pool. The calculated dimensions of the 
melt pool estimated by this isotherm are 900 ± 20 µm length 
and 320 ± 20 µm depth. Considerable temperature variation 
over the surface induces a Marangoni thermocapillary 
convection in the melt pool. Figure 5 shows the calculated fluid-
dynamic fields in the melt pool. Streamlines (top diagram) enter 
from the left and exit to the light through the solid phase, which 
moves uniformly from left to right. They form four vortices in 
the melt pool. Two vortices are upstream of the keyhole and 
two of them are downstream of the keyhole. Two vortices are 
on the top of the melt pool and two of them are near the bottom 
of the keyhole. One can distinguish two shear flow domains 
between the front-bottom boundaries of the melt pool and the 
keyhole. The first shear flow domain is between the top-
upstream and bottom-upstream vortices and the second one is 
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between the bottom-upstream and bottom-downstream 
vortices. The top-upstream vortex is very small. Figure 6 zooms 
the region of this vortex. 
 

 

Fig. 4. Temperature distribution in the laser-interaction zone. The solidus 
isotherm T = 1762 K (bold line) bounds the melt pool. 

 
 

 
 

 

Fig. 5. Fluid-dynamic fields in the melt pool: streamlines (top), absolute value 
of flow velocity (middle), and pressure (bottom). 

While the top diagrams in Figs. 5-6 show the direction of 
flow velocity, the middle diagrams indicate the velocity 
absolute value. Note that the smallest top-upstream vortex is the 
strongest one because the flow velocity attains its absolute 
maximum around 2 m/s on the free surface adjacent to this 
vortex (see the middle diagram in Fig. 6). The maximum flow 
velocity in the top-downstream vortex is around 1 m/s (see the 
middle diagram in Fig. 5). The bottom-upstream and bottom-
downstream vortices are considerably weaker. The melt 
pressure (bottom diagrams in Figs. 5-6) considerably increases 
when approaching to the top-left and top-right corners of the 
melt pool. The top-left pressure peak attains ≈40 kPa and the 

top-right one attains ≈3 kPa. The sharp pressure peaks near the 
corners are consistent with the drastic changing the flow 
direction occurred in these regions (see the streamlines). 

 

 
 

 
 

 

Fig. 6. Fluid-dynamic fields in the top-left region of the melt pool: 
streamlines (top), absolute value of flow velocity (middle), and pressure 

(bottom). 

5. Discussion 

The calculated profile of the melt pool (see the solidus 
isotherm in Figs. 4-6) is mirror similar to the experimental 
images of Fig. 2. It is reasonable because the laser scanning 
direction is from left to right in the experiment and from right 
to left in the modeling. Table 5 summarizes the experimentally 
measured and calculated dimensions of the melt pool.  

Table 5. Dimensions of the melt pool (µm). 

 Experiment Modeling 

Length 950 ± 50 900 ± 20 

Depth 300 ± 50 320 ± 20 

 
The good quantitative agreement observed indicates that the 
model parameters chosen are realistic. This primarily concerns 
the keyhole depth set to Dk = 250 µm in the calculations. In 
other words, the modeling shows that the keyhole formation can 
explain such a large melt depth experimentally observed. 
Besides, a large spot of non-steady contrast visible in the middle 
of the melt pool may indicate a keyhole. The keyhole depth is 
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comparable with the melt pool depth. A considerable keyhole 
depth was observed in L-PBF of slabs [18]. The present work 
demonstrates the similar regime for thin walls. 

The present modeling of a 2D melt pool in a thin wall reveals 
formation of four vortices. The same number of vortices was 
reported for a 3D pool [19]. The number of vortices depends 
probably on the Reynolds number of the flow. In the considered 
conditions, one can estimate it from the melt depth D = 300 µm 
and the maximum velocity umax = 2 m/s as 

0Re 780maxDuρ
η

= = . 
 

(13) 

The thermal Peclet number 

Pe 110maxCDu
λ

= = , 
 

(14) 

gives the ratio of the convective heat transfer to the conductive 
one. The obtained value indicates that the convective heat 
transfer is much more important than the conductive one even 
in such a small melt pool typical for L-PBF. 

6. Conclusions 

In the developed experimental setup, a high-speed CCD 
camera records the dynamics of the melt pool profile on the top 
of a thin wall during laser beam scanning along the wall edge. 
The melt pool is observed in the conditions similar to those at 
L-PBF manufacturing of shell elements of lightweight cellular 
structures. The clearly distinguished melt pool boundary is 
steady and moves uniformly with the laser beam. A large spot 
of non-steady contrast in the middle of the pool may indicate 
formation of a keyhole. 

The proposed mathematical model numerically solves the 
system of conservation laws for a viscous conductive medium 
in 2D geometry. It simulates the solid state by a ghost field of 
external force. The length and depth of the calculated melt pool 
agree with the corresponding experimental parameters in 
assumption of formation of a deep keyhole. The modeling 
reveals a developed Marangoni convection with the Reynolds 
number around 780. One can distinguish four vortices and two 
domains of shear flow. The thermal Peclet number is around 
110 indicating that the convective heat transfer is much greater 
than the conductive one in the melt pool in the considered L-
PBF conditions. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

The interaction between the process parameters in powder bed based additive manufacturing complicates the fatigue life prediction of the 
manufactured parts by a magnitude. A slight shift in a single parameter during a print job can lead to a highly divergent process result. The 
consequences can be observed in manufacturing defects inside the printed structure like pores and bonding defects which lead to locally 
inhomogeneous material properties. In this paper a method for predicting the fatigue life of additively manufactured structures based on the 
classical Stress-Life model is being developed. In a first step an experimental S-N curve for fatigue specimens is calculated by analyzing 
experimental data from literature. A Finite Element simulation of fatigue specimens with different internal defects is conducted and the life 
expectancy is determined. The specimens are built and inspected by means of destructive testing. The simulation is being validated and 
modified according to these results. 
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1. Introduction 

The definition Additive Manufacturing (AM) describes 
today all processes including the producing of components 
from electronic data without any forming tools [1]. Further the 
process of the Selective Laser Melting (SLM) should be 
explained more detailed. In this process the component will be 
put together by several layers. During this, a thin layer made 
of base metal powder is melted on in closed lines by a laser 
beam. After a layer is finished, the component will be sank 
down to one layer thickness and a new layer of base metal 
powder will be filled up by a roller. Following the new 
powder layer will be melted on together with the subjacent 
layer whereby the component is generated. All subsequent 
analyses are based on the SLM process using the titanium 
alloy TiAl6V4. The results, which are presented in this paper, 

are developed during the research project futureAM at 
Fraunhofer IAPT. Background is the increase of scalability, 
productivity and quality of Additive Manufacturing processes 
in a way relevant to praxis for the production of tailor-made 
metal components [2]. In one of this project domains the 
influence of manufacturing defects to the endurance of these 
metal components is simulated. Thereby it should be enabled, 
making statements about the fatigue behavior of produced 
components. After a technical measurement identification of 
existing manufacturing defects, it will be possible with help of 
a simulation, to decide whether the component is useable or 
not. In addition to the development of a simulation the 
influence of different defect parameters should be analyzed. It 
concerns the defect count, the distance to the surface and the 
defect size. Therefore models with different defect are 
designed and built by a SLM machine 250HL from Co. SLM 

 

Available online at www.sciencedirect.com 

ScienceDirect 
Procedia CIRP 00 (2020) 000–000 

  
     www.elsevier.com/locate/procedia 
   

 

 

 

2212-8271 © 2020 The Authors. Published by Elsevier B.V. 
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/) 
Peer review statement: Peer-review under responsibility of the Bayerisches Laserzentrum GmbH 

11th CIRP Conference on Photonic Technologies [LANE 2020] on September 7-10, 2020 

FE-Simulation of the influence by material defects on the endurance of 
additive built metal parts 

 Patrick Alexander Ralfa, Jan-Philip Wenzla, Peter Lindeckea,*, Claus Emmelmanna  
aFraunhofer IAPT, Am Schleusengraben 14, Hamburg-Bergedorf 21029, Germany 

 

* Corresponding author. Tel.: +49-40-484010-730 ; E-mail address: peter.lindecke@iapt.fraunhofer.de 

Abstract 

The interaction between the process parameters in powder bed based additive manufacturing complicates the fatigue life prediction of the 
manufactured parts by a magnitude. A slight shift in a single parameter during a print job can lead to a highly divergent process result. The 
consequences can be observed in manufacturing defects inside the printed structure like pores and bonding defects which lead to locally 
inhomogeneous material properties. In this paper a method for predicting the fatigue life of additively manufactured structures based on the 
classical Stress-Life model is being developed. In a first step an experimental S-N curve for fatigue specimens is calculated by analyzing 
experimental data from literature. A Finite Element simulation of fatigue specimens with different internal defects is conducted and the life 
expectancy is determined. The specimens are built and inspected by means of destructive testing. The simulation is being validated and 
modified according to these results. 
 
© 2020 The Authors. Published by Elsevier B.V. 
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/) 
Peer review statement: Peer-review under responsibility of the Bayerisches Laserzentrum GmbH 

 Keywords: Laser additive manufacturing, titanium alloy TiAl6V4, FE-Simulation, effect of imperfects, Wöhler curve, fatigue behaviour 

 
1. Introduction 

The definition Additive Manufacturing (AM) describes 
today all processes including the producing of components 
from electronic data without any forming tools [1]. Further the 
process of the Selective Laser Melting (SLM) should be 
explained more detailed. In this process the component will be 
put together by several layers. During this, a thin layer made 
of base metal powder is melted on in closed lines by a laser 
beam. After a layer is finished, the component will be sank 
down to one layer thickness and a new layer of base metal 
powder will be filled up by a roller. Following the new 
powder layer will be melted on together with the subjacent 
layer whereby the component is generated. All subsequent 
analyses are based on the SLM process using the titanium 
alloy TiAl6V4. The results, which are presented in this paper, 

are developed during the research project futureAM at 
Fraunhofer IAPT. Background is the increase of scalability, 
productivity and quality of Additive Manufacturing processes 
in a way relevant to praxis for the production of tailor-made 
metal components [2]. In one of this project domains the 
influence of manufacturing defects to the endurance of these 
metal components is simulated. Thereby it should be enabled, 
making statements about the fatigue behavior of produced 
components. After a technical measurement identification of 
existing manufacturing defects, it will be possible with help of 
a simulation, to decide whether the component is useable or 
not. In addition to the development of a simulation the 
influence of different defect parameters should be analyzed. It 
concerns the defect count, the distance to the surface and the 
defect size. Therefore models with different defect are 
designed and built by a SLM machine 250HL from Co. SLM 



 Patrick Alexander Ralf  et al. / Procedia CIRP 94 (2020) 378–382 379
2 P. A. Ralf et al. / Procedia CIRP 00 (2020) 000–000 

Solutions. All specimen are built in longitudinal direction and 
machine finished. For the FE-Simulation a S-N curve must be 
determined. For that many literature sources are used to 
generate a universal curve. After the simulation is finished, the 
specimen will be destroyed by fatigue tests made with a 
hydraulic ram. Afterwards the results of the simulation and the 
experiments can be matched und adjustments can be made. 

2. Defect model types and making of specimen 

During the manufacturing process defects are regularly 
occurring. To compare particular defects among each other, 
some parameters have to be constant. Therefore defects are 
placed in the specimen on purpose. To create pores and 
bonding defects, defined areas during the manufacturing 
process are left unexposed to the laser beam. Thereby a 
predefined space filled up with powder is generated. These 
spaces have spherical and flat square geometries. To ensure 
that the specimen will fail by the designedly defects, these are 
at least twice as big as the usual defects. To research the 
influence of the defect count, surface distance and defect size 
separately, individual models have been developed. The basic 
model was designed after a classic tensile specimen. For the 
geometric dimensions see figure 1. 

 

 

Fig. 1. Geometric dimensions of the specimen 

To analyze the effect of the defect count, the effect of the 
surface distance und the defect size should be constant as 
possible. Therefore defects with 600 μm are placed in three 
different configurations. These configurations are shown in 
figure 2. 

 

 

Fig. 2. (a) single config.; (b) quad config.; (c) sixfold config. 

For the analysis of the effect of the surface distance the 
defects are placed central with particular distances of 0.5, 1.5 
and 2.5 mm. To analyze the size effect the defects are placed 
in the center with different magnitudes of 0.3, 0.6 und 0.9 
mm. 

According to the manufacturing process all specimen are 
heat-treated to reduce residual stresses. Some specimen are 

scanned by a Computed Tomography (CT) to test for 
unwanted manufacturing defects. Figure 3a shows many 
problematic pores under the surface. These pores will be 
eliminated by spherical turning of the surface. Thereby the 
diameter of the specimen become 0.4 mm less. Because of 
this mechanical machining some surface defects are occurred 
by specimen with defects near to the surface. These specimen 
can’t be used anymore for the study. 

 

 

Fig. 3. (a) cross section at a 0.9 mm spherical defect; (b) anomalous profile of 
a 0.3 mm square defect 

As figure 3b exemplifies the geometry of the bonding 
defects deviates distinctly from the ideal geometry. Further 
the specimen with spherical defects will be considered only. 
Subsequently the specimens are stabilized-blasted to 
strengthen the surface. The machined surfaces are shown in 
figure 4. 

 

 

Fig. 4. (a) machine finished; (b) blasted finished 

3. Modeling the S-N-curve 

S-N curves can be always separated in component S-N 
curves und material S-N curves. Because local stress concepts 
will be used further, a material S-N curve has to be 
determined. These curves are characterized by not having 
influence parameters except the material influence. For that 
literature sources will be consulted. The specimen, which are 
used in these tests, should be round specimen with a similar 
geometry and size. Furthermore these specimen should be 
heat-treated und the surface should be at least machined. The 
tests are conducted at the frequency of about 50 Hz. 
Following these measurement data are used to generate a 
material S-N curve. Therefore a best-fit curve is placed 
through the measurement points. This curve represents the 
conditional probability of failure of 50%. For the fitted curve 
a double exponential approach is used. The result is an 
analytic S-N-curve shown in equation 1. 

𝑓𝑓𝑓𝑓𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆(𝑥𝑥𝑥𝑥) = 𝑎𝑎𝑎𝑎 ∙ 𝑒𝑒𝑒𝑒𝑏𝑏𝑏𝑏∙𝑥𝑥𝑥𝑥 + 𝑐𝑐𝑐𝑐 ∙ 𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑∙𝑥𝑥𝑥𝑥                                         (1) 
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The measurement data from the literature shows 
differences in the load ratio R. As the later performed fatigue 
tests will be made with alternating loads, the fitted curve will 
only be placed through the blue data points. The parameters 
used in equation 1 are specified in table 1. 

Table 1. Parameter values for the fitted S-N curve for R = -1. 

Parameter Value 

a 2.051e4 

b -0.9863 

c 308.5 

d 0.006978 

 

The measurement data collected from the literature and the 
fitted curve are shown in figure 5. Because the high influence 
of the load ratio the measure points are separated in terms of 
color. 

 

 

Fig. 5. Measurement points from literature and the fitted curve which 
represents the material S-N curve. 

4. FE-Simulation 

The FE-Simulation will be performed using the computer 
program COMSOL Multiphysics (CM). The basic concept of 
this FE-simulation is a stress-life-model. This model includes 
a local stress analysis of a load cycle and a following 
comparison with a S-N curve. In this case it is valid to use the 
stress-life-model because on the one hand at high cycle 
fatigue (HCF) the elastic strains are dominate [9] and on the 
other hand there are sinusoidal proportional loads. To 
eliminate some specific modeling issues and to generate the 
best possible model, some of these modeling issues are 
analyzed by a mesh converged model. As a result of these 
tests it is possible to put on the load by the face surface of the 
model. Furthermore the load cycle can be represented by at 
least five stationary load cases. Modelizing the influence of 
frequency by a time dependent study for example is not 
possible in CM. Symmetric models are used because of the 

very fine meshing of the defect geometries. By these models 
some of the simulations will even be disabled because of the 
limited computer performance. Therefore the amount of the 
degrees of freedom (DOF) decreases hence the time of 
calculation falls off. All of the models have at least two 
symmetric planes. During the simulation the load will be 
customized to generate local stresses of a magnitude of 
approximately 600 MPa. Therefore a good compromise 
between the tolerance, caused by the logarithmic diagram of 
the number of cycles, and the duration of the single fatigue 
test should be targeted. In figure 6 some symmetric models 
are shown for example. 

 

 

Fig. 6. (a) model with two symmetric planes; (b) model with three symmetric 
planes 

To differentiate between the types of used models in the 
following context, they are marked with a code. This code 
consists of a letter and three numerals. The letter describes the 
kind of defect type (in this case S for spherical). The first 
numeral describes the size of the defect (in 100 μm), the 
second the number of defects and the third the distance from 
the surface (7: 0.5 mm; 8: 1.5 mm; 9: 2.5 mm). The 
computational output shows a unique stress respectively 
fatigue distribution for each model as shown in figure 7. 

 

 

Fig. 7. (a) stress distribution at model S669; (b) fatigue distribution at model 
S319 

From the results of the simulation, which are shown in 
table 2, it is obvious, that if the defect size increases the stress 
increases as well and the number of cycles declines. Therefore 
the defect size has a negative effect on the endurance limit. A 
direct negative effect of the defect count could not be 
confirmed. It should be noted that statistical effects in this 
simulation are not included. In contrast the distance to the 
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surface affects the result strongly. The closer the defect is 
located to the surface the worse is the endurance limit because 
of the greater local stress. 

Table 2. The solution data from the simulation 

Model type Load [N] Stress [MPa] No. of Cycles 

S669 5681 597.6 24204 

S649 5660 600.3 25598 

S619 5800 600.8 23309 

S618 5725 598.9 24054 

S617 4930 600.3 25821 

S919 5790 600.4 23939 

S319 5820 600.4 23725 

 

5. Alternating stress fatigue tests 

For the fatigue tests a hydraulic ram model 810 made by 
Co. MTS Systems Corporation is used. Tests conducted 
before have shown that the specimen are passing 1 million 
cycles before they fail under similar circumstances. Because 
of this the test load will be increased up to 8500 N. 
Afterwards the specimen will be stressed till they break. To 
determine statistical deviation every kind of specimen will be 
manufactured and tested five times. Then the arithmetic 
average will be taken from those measurement data. The 
specimen are tested at approximately 20°C room temperature, 
a frequency of 50 Hz and a stress ratio of R = -1. The results 
are shown in table 3. 

Table 3. Results of the fatigue tests 

Specimen type Number of cycles (arithmetic average) 

S669 53247 

S649 57881 

S619 66939 

S618 52779 

S617 (14336) 

S919 44678 

S319 154176 

 

By looking at the measurement data from table 3 it is clear 
that the number of cycles is much bigger than the simulated 
values. However it is confirmed, that the increasing defect 
size as well as the decreasing distance to the surface both have 
a negative effect on the endurance limit. During the 
measurement of specimen S617 the surface defect may have 
caused the low number of cycles. Because of that these 
measurement data have to be examined skeptical. In contrast 
to the simulation the number or rather the placement of 
several defects have a negative effect. On the fracture plane 
(see figure 8) it is visible, that the fatigue crack formation 
exactly started at the critical failure domain which is a result 
of the simulation. Anyhow the metal powder inside the defect 
is no more powdery. Because of heat input a hard sinter like 
structure has formed out. This structure is at least hardened 

that it holds its shape after the overload breakage has 
destroyed the specimen. 

 

 

Fig. 8. Fracture plane of a specimen type S619 

6. Modification of the simulation 

To modify the simulation, the used S-N curve will be 
matched with some measurement data, which belong to 
specimen who doesn’t failed in the center. Thereby the curve 
will be shifted above by a correction factor of 1.09 in CM. 
Subsequently the simulation is made with the von Mises stress 
in place of the first principal stress. Additionally a substitute 
model is placed in the defects, which should represent the 
load or rather the stress caused by a reduced Young’s 
modulus (see figure 9). 

 

 

Fig. 9. Adapted model S619 for example with new distribution of stress. 

It becomes apparent that, if the S-N curve fits to the 
material with the right correction factor and the right 
comparison stress hypothesis is used, the Young’s modulus 
became about 80% of the basic modulus. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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1. Introduction 

Laser-based powder bed fusion (L-PBF) is the most widely 
adopted metal additive manufacturing (AM) method, of which 
use has increased considerably in recent years [1–3]. It can be 
used to manufacture geometries with increased complexity and 
fine details [1]. 

A possible field benefitting from this newfound geometrical 
freedom is electrochemistry, as electrodes can be designed with 
much more freedom to increase the efficiency of 
electrochemical processes [4]. An example of such 
electrochemical process is the process for gold recovery from 
electronic waste. As the economic growth and technological 
advances have resulted in the increase of obsolete electronics, 
this process has generated interest. The waste contains high 
quantities of gold, with concentrations up to 100 times higher 
than generally found in gold ore. [5] 

The process utilizes electrogenerated chlorine (Cl2), which 
is used to dissolve precious metals from electronic waste, 
making it possible to be recovered [5–6]. Cl2 is generated on 
the anode side during the process [5]. Schematic of the process 
is presented in Fig. 1a.  
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Release of gaseous products can be further increased by 
utilizing porous, three dimensional electrodes and flow type 
reactor. Schematic for flow reactor is presented in Fig. 1b. The 
problem with traditionally used porous electrodes, such as 
metal foams, is their non-uniform structure [7]. This non-
uniformity can lead to un-optimal current distribution  
throughout the electrode, which lead to several undesired 
effects, such as reduced current efficiency and reaction 
variance over the surface area of the electrode [7–8]. 
Additionally, gas bubbles can get trapped within the unregular 
structure, unbalancing the current distribution even further [8]. 
Metal foams do not have features for securing the necessary 
current feeder connection, and will need additional adhesives 
to facilitate this, which can also negatively affect the current 
distribution [4, 7]. 

 These electrode features could be enhanced by utilizing 
possibilities offered by L-PBF [4]. Electrodes manufactured 
with this method have been studied in numerous studies, for 
example Refs. [4, 8–9].  

In this work, anode electrode manufactured via L-PBF is 
designed to be used in flow reactor for the aforementioned gold 
separation process to enhance the release of Cl2 and thus 
improve the gold dissolving. Electrode is designed based on 
critical performance factors found from literature and its 
manufacturability is assessed by utilizing build process 
simulation.  

2. Electrode performance factors 

The effectiveness of electrochemical processes highly 
depends on the surface area of the electrode, as the reaction rate 
of the process at fixed current density is directly proportional 
to the electroactive area. Therefore, maximizing the surface 
area of the electrode while minimizing its occupied volume will 
increase the efficiency of the reactor. This is demonstrated by 
the volumetric mass transport coefficient, which is a useful 
figure to assess the reactor performance [7]: 

 
𝑘𝑘𝑘𝑘𝑚𝑚𝑚𝑚𝐴𝐴𝐴𝐴𝑒𝑒𝑒𝑒 = 𝑘𝑘𝑘𝑘𝑚𝑚𝑚𝑚𝐴𝐴𝐴𝐴

𝑉𝑉𝑉𝑉𝑒𝑒𝑒𝑒
     (1) 

 
Where kmAe is the volumetric mass transport coefficient, km is 
the mass transport coefficient, Ae is the electroactive area of the 

electrode per unit volume, A is the electroactive area and Ve is 
the electrode volume [7]. In addition, the value for km depends 
on the electrode geometry, orientation, volumetric porosity and 
surface roughness, which can be controlled through design 
when electrode is additively manufactured [4]. 

Fractional conversion, which is the ratio of reactant amount 
reacted to the reactant amount fed, of the reactor can be 
described by following equation [10]. 

 
  𝑋𝑋𝑋𝑋𝐴𝐴𝐴𝐴 = 1 − 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 − 𝑘𝑘𝑘𝑘𝑚𝑚𝑚𝑚𝐴𝐴𝐴𝐴𝑒𝑒𝑒𝑒𝐿𝐿𝐿𝐿

𝑣𝑣𝑣𝑣
    (2) 

 
Where XA is the fractional conversion, L is the electrode length 
and v is the mean linear velocity of the flow. In addition, km is 
as follows [4]: 
 
  𝑘𝑘𝑘𝑘𝑚𝑚𝑚𝑚 = 𝛼𝛼𝛼𝛼𝑣𝑣𝑣𝑣𝛽𝛽𝛽𝛽     (3) 
 
Where α and β are empirical constants and increasing with the 
flow turbulence. When this is substituted into equation 2, 
following equation is achieved [10]: 
 
  𝑋𝑋𝑋𝑋𝐴𝐴𝐴𝐴 = 1 − 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒(−𝛼𝛼𝛼𝛼𝐴𝐴𝐴𝐴𝑒𝑒𝑒𝑒𝐿𝐿𝐿𝐿𝑣𝑣𝑣𝑣𝛽𝛽𝛽𝛽−1)   (4) 
 
The equation 4 shows that the electrode length and 
electroactive surface area are the most important factors 
affecting the fractional conversion of the reactor, with flow 
velocity and turbulence also affecting. [10] 

In equations 8-10, it has been assumed that the electrode 
operates at optimal current [10]. However, in practice the 
current distribution of three-dimensional electrode always has 
some non-uniformity [7]. Three-dimensional electrodes should 
have as isotropic porosity, electrical conductivity, and flow 
characteristics as possible to promote uniformity [7]. Non-
uniformity through the electrode can lead to some of its area to 
have negligible current and will not participate in the electron 
transfer, effectively reducing Ae [7]. Non-uniform current 
distribution will cause reaction rate to vary throughout the 
electrode, thus the uniformity should be maximized to achieve 
highest possible Ae [7–8]. 

Fig. 1. (a) process schematic of electrochemical gold separation process [5]; (b) schematic of flow reactor [4]  
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3. Electrode design process 

3.1. Electrode structure modeling 

To achieve as high surface area as possible, while retaining 
isotropic porosity, flow characteristics and electrical 
conductivity, lattice structures manufacturable with L-PBF 
[11–12] were utilized. Lattice strut thickness and cell size of 
0.3 mm and 1.2mm respectively were used to achieve maximal 
surface area, corresponding to minimum feature size 
achievable with L-PBF [11, 13] 

For lattice design, so-called design space for the electrode 
structure was first modelled by utilizing CATIA apps within 
Dassault Systemés’ 3DEXPERIENCE platform. Electrode 
dimensions were set to fit within the flow reactor designed at 
LUT University and are presented in Fig 2.  

The designed geometry was imported into ANSYS 
SpaceClaim R2 software for lattice creation. Different 
symmetrical lattice cell types were compared to determine one 
with highest surface area, while fulfilling the requirement for 
isotropic properties. Cell comparison is presented in Table 1. 

Table 1. Lattice cell comparison. 

Lattice cell 
geometry 

1 2 3 4 

Surface 
Area [mm2]  

5.99 5.76 9.4 10.39 

 
As the lattice cell geometry 4 possesses highest surface area, 

it was used to fill the design space with lattice structure.  

3.2. Build process simulation 

Build process simulation was carried out to verify the 
manufacturability of designed lattice structure with L-PBF. 
The simulation was done on Dassault Systemés’ 
3DEXPERIENCE Platform Apps. The software utilizes 
Abaqus finite element solver and has an option to use inherent 

strain or thermo-mechanical based process simulation. For this 
work, loosely coupled thermo-mechanical simulation was 
applied.  

The electrode model was imported into the software in STL-
format. As the electrode is composed of dense lattice structure, 
very fine FE-mesh is required to accurately represent the 
geometry. Simulating the whole lattice structure with very 
small elements would be unfeasible due to large nodal count in 
the simulation. Therefore, the lattice size was reduced to 3.5 
mm x 3.5 mm x 3.5 mm block for the simulation. The current 
collector was excluded from the simulation due to its very 
simple geometry. This was deemed to be reasonable 
compromise to assess the manufacturability of the designed 
lattice structure in reasonable time. Another part representing 
the build plate was created and included in the simulation. This 
is important, as build plate considerably affects the thermal 
history prediction [14]. However, the build plate size can be 
reduced compared to the real one and still sufficiently account 
for the heat sink effect [14]. Modeled build plate dimensions 
were 20 mm x 20 mm x 10 mm. 

Finite element mesh for the simulation was created on 
SIMULIA Additive Manufacturing Scenarios App. Lattice 
geometry and build plate were meshed using linear hexahedron 
DC3D8 elements. Element sizes used for build plate and lattice 
geometry were 1 mm and 0.05 mm, respectively. The two 
meshes were connected by applying tie contact. The FE-mesh 
is presented in Fig 3. 

 

Progressive element activation feature available in Abaqus 

was utilized to mitigate the difference between used element 
size and actual powder layer thickness [14–15].  

DELMIA Powder Bed Fabrication App within the platform 
was used to create slicing, recoating and laser beam 
information for the part. The process parameters used for the 
simulation are actual build parameters recommended by EOS 
and are presented in Table 2. The process parameters were 
input into the software and toolpath data (laser and recoating 
paths) was created accordingly. Abaqus allows the heating to 
be computed during each time increment by considering these 
actual process parameters, by utilizing path intersection 
module, which recognizes all the elements that the heat source 
passes through during each time increment [14–15]. 

 

 

Fig 2. Electrode design space dimensions 

Fig 3. FE-mesh used for the simulation 
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structure, unbalancing the current distribution even further [8]. 
Metal foams do not have features for securing the necessary 
current feeder connection, and will need additional adhesives 
to facilitate this, which can also negatively affect the current 
distribution [4, 7]. 

 These electrode features could be enhanced by utilizing 
possibilities offered by L-PBF [4]. Electrodes manufactured 
with this method have been studied in numerous studies, for 
example Refs. [4, 8–9].  

In this work, anode electrode manufactured via L-PBF is 
designed to be used in flow reactor for the aforementioned gold 
separation process to enhance the release of Cl2 and thus 
improve the gold dissolving. Electrode is designed based on 
critical performance factors found from literature and its 
manufacturability is assessed by utilizing build process 
simulation.  

2. Electrode performance factors 

The effectiveness of electrochemical processes highly 
depends on the surface area of the electrode, as the reaction rate 
of the process at fixed current density is directly proportional 
to the electroactive area. Therefore, maximizing the surface 
area of the electrode while minimizing its occupied volume will 
increase the efficiency of the reactor. This is demonstrated by 
the volumetric mass transport coefficient, which is a useful 
figure to assess the reactor performance [7]: 
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Where kmAe is the volumetric mass transport coefficient, km is 
the mass transport coefficient, Ae is the electroactive area of the 

electrode per unit volume, A is the electroactive area and Ve is 
the electrode volume [7]. In addition, the value for km depends 
on the electrode geometry, orientation, volumetric porosity and 
surface roughness, which can be controlled through design 
when electrode is additively manufactured [4]. 

Fractional conversion, which is the ratio of reactant amount 
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Where XA is the fractional conversion, L is the electrode length 
and v is the mean linear velocity of the flow. In addition, km is 
as follows [4]: 
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The equation 4 shows that the electrode length and 
electroactive surface area are the most important factors 
affecting the fractional conversion of the reactor, with flow 
velocity and turbulence also affecting. [10] 

In equations 8-10, it has been assumed that the electrode 
operates at optimal current [10]. However, in practice the 
current distribution of three-dimensional electrode always has 
some non-uniformity [7]. Three-dimensional electrodes should 
have as isotropic porosity, electrical conductivity, and flow 
characteristics as possible to promote uniformity [7]. Non-
uniformity through the electrode can lead to some of its area to 
have negligible current and will not participate in the electron 
transfer, effectively reducing Ae [7]. Non-uniform current 
distribution will cause reaction rate to vary throughout the 
electrode, thus the uniformity should be maximized to achieve 
highest possible Ae [7–8]. 

Fig. 1. (a) process schematic of electrochemical gold separation process [5]; (b) schematic of flow reactor [4]  
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Table 2. Process parameters used in the simulation. 

Layer thickness [mm] 0.02 - 

Spot size [mm] 0.07 - 

Recoating time [s] 10 - 
 

Infill Contour 

Laser Power [W] 195 110 

Scan speed [mm/s] 1083 800 

Hatch spacing [mm] 0.09 0.09 

Scanning strategy Stripes Two contours 

Stripe width [mm] 5 - 

Stripe overlap [mm] 0.12 - 

Scan rotation [°] 67 - 

Build plate preaheating [°C] 80 - 

 
Material used for the build simulation was 316L stainless 

steel. Due to thermal simulation step, some temperature-
dependent material properties are required as an input for the 
simulation. Material density, solidus and liquidus temperatures, 
latent heat of fusion, absorption coefficient and Poisson’s ratio 
were set as temperature independent. Thermal conductivity, 
specific heat capacity, Young’s modulus, and coefficient of 
thermal expansion are set as temperature dependent. 
Additionally, the plasticity of the material is set as temperature 
independent, as the plastic behavior shows only a small 
dependency on temperature due to the range of temperatures 
experienced during single time increment [14]. The material 
properties were extracted from literature [17–18]. 

For the simulation, thermal analysis was first conducted to 
predict the thermal history of the part due to the build process. 
For this analysis, a single transient heat transfer analysis step, 
with duration slightly longer than total build of the part is 
conducted. The added time allows the part to cool down to 
room temperature after the build is complete. Time increments 
during the step were set to include spreading and heating of one 
layer during each time increment. The laser beam is modeled 
as a moving concentrated point heat source. As the parameters 
and scan paths are considered through the features available in 
Abaqus, the energy input is distributed accordingly in each 
time increment. Initial temperatures for the part and build plate 
were set to 26°C. Heat loss was considered through convection 
and radiation. Heat transfer coefficient, h, was set to 18 W/m2K 
and emissivity, ε, to 0.25, as deemed suitable for same material 
in [17]. The preheating of the build platform was modeled by 
applying thermal boundary condition of 80 °C on the bottom of 
the build plate. 

Modeling of material deposition during the simulation is 
important, as it has large effect on the thermal behavior of the 
system [14]. The material deposition was modeled by applying 
element birth method available in Abaqus, allowing elements 
to be added to the model at each time increment. 

For mechanical analysis, static mechanical step was used, 
with time step corresponding to the thermal analysis. Fixed 
boundary condition was set on the bottom of the build plate 
geometry. The thermal history was imported into the 

mechanical analysis and developing stresses and deformations 
were calculated through thermal expansion. 

4. Results 

4.1. Electrode design 

An optimized electrode was designed by utilizing lattice 
structure. The electrode geometry follows the requirement 
specifying it needs to fit in the flow reactor designed at LUT 
University. Therefore, only the area of the lattice was possible 
to be subjected for further optimization. Designed electrode 
geometry is presented in Fig. 4.  

 

The electrode is composed of very dense lattice structure. 
The most important factor affecting three-dimensional 
electrodes performance in flow reactor was determined to be its 
surface area. Large surface area was achieved by using lattice 
strut and cell sizes corresponding to smallest feature sizes 
manufacturable with L-PBF. Lattice geometry was also 
modeled to have cell geometry with maximized surface area. 
The surface area of the lattice part is approximately 5800 mm2. 

Additionally, the electrode lattice is designed to be 
symmetrical in every direction. This ensures isotropic porosity 
across the electrode structure, enhancing the isotropy of its 
flow and electrical conductivity properties. This promotes the 
uniformity of current distribution within the electrode, which is 
critical to achieve optimal performance during the 
electrochemical process. 

The current collector and lattice structure are manufactured 
from same material as a single part. This ensures uniform 
connection between the two, as no additional adhesives or 
welds are required. This feature also promotes the uniformity 
of the current distribution [4]. 

 
 
 
 

Fig. 4. Designed electrode structure 
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4.2. Build process simulation 

To assess the manufacturability and usability of the lattice 
structure, displacement values were plotted from the simulation 
results. Displacement contour plot predicted by thermo-
mechanical analysis is presented in Fig. 5. 

Fig. 5. shows that maximum displacements are circa 0.048 
mm. Maximum displacements are located in relatively small 
areas in the outer corners of the simulated lattice structure. 
Smaller deformations can be observed around the lattice 
structure, especially on its outer facets, with values less than 
0.010 mm. Inside the lattice structure, displacements are even 
smaller.  

The possibility of recoater collision was also assessed from 
the simulation results. As the displacements were small, no 
potential areas for recoater collision were identified. 

5. Discussion and conclusions 

Three-dimensional electrodes used in flow reactors benefit 
from increased surface area and uniform, well controlled 
porosity. These features can be achieved through use of lattice 
structures, which can be generated through specific design 
tools and manufactured with L-PBF. The structure of the lattice 
can be optimized by considering the limitations of L-PBF 
together with the requirements to achieve highest possible 
surface area and uniform flow properties. 

In this paper, optimized electrode structure to be used for 
electrochemical gold separation process was designed. Large 
surface area was achieved by utilizing lattice structure.  

The manufacturability of the lattice was assessed by 
applying build process simulation, utilizing thermo-mechanical 
method. The deformations of the lattice predicted by the 
analysis is minimal. This indicates that the lattice should be 
close to the intended shape after manufacturing. Therefore, its 
structure should still be reasonably uniform and thus fill the 
requirement for uniform structure and porosity. 

In this study, the performance of the electrode or its 
manufacturability were not validated experimentally. 
Therefore, these validations could be a subject for later studies. 
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Table 2. Process parameters used in the simulation. 

Layer thickness [mm] 0.02 - 

Spot size [mm] 0.07 - 

Recoating time [s] 10 - 
 

Infill Contour 
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Hatch spacing [mm] 0.09 0.09 

Scanning strategy Stripes Two contours 

Stripe width [mm] 5 - 

Stripe overlap [mm] 0.12 - 

Scan rotation [°] 67 - 

Build plate preaheating [°C] 80 - 

 
Material used for the build simulation was 316L stainless 

steel. Due to thermal simulation step, some temperature-
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latent heat of fusion, absorption coefficient and Poisson’s ratio 
were set as temperature independent. Thermal conductivity, 
specific heat capacity, Young’s modulus, and coefficient of 
thermal expansion are set as temperature dependent. 
Additionally, the plasticity of the material is set as temperature 
independent, as the plastic behavior shows only a small 
dependency on temperature due to the range of temperatures 
experienced during single time increment [14]. The material 
properties were extracted from literature [17–18]. 

For the simulation, thermal analysis was first conducted to 
predict the thermal history of the part due to the build process. 
For this analysis, a single transient heat transfer analysis step, 
with duration slightly longer than total build of the part is 
conducted. The added time allows the part to cool down to 
room temperature after the build is complete. Time increments 
during the step were set to include spreading and heating of one 
layer during each time increment. The laser beam is modeled 
as a moving concentrated point heat source. As the parameters 
and scan paths are considered through the features available in 
Abaqus, the energy input is distributed accordingly in each 
time increment. Initial temperatures for the part and build plate 
were set to 26°C. Heat loss was considered through convection 
and radiation. Heat transfer coefficient, h, was set to 18 W/m2K 
and emissivity, ε, to 0.25, as deemed suitable for same material 
in [17]. The preheating of the build platform was modeled by 
applying thermal boundary condition of 80 °C on the bottom of 
the build plate. 

Modeling of material deposition during the simulation is 
important, as it has large effect on the thermal behavior of the 
system [14]. The material deposition was modeled by applying 
element birth method available in Abaqus, allowing elements 
to be added to the model at each time increment. 

For mechanical analysis, static mechanical step was used, 
with time step corresponding to the thermal analysis. Fixed 
boundary condition was set on the bottom of the build plate 
geometry. The thermal history was imported into the 

mechanical analysis and developing stresses and deformations 
were calculated through thermal expansion. 

4. Results 

4.1. Electrode design 

An optimized electrode was designed by utilizing lattice 
structure. The electrode geometry follows the requirement 
specifying it needs to fit in the flow reactor designed at LUT 
University. Therefore, only the area of the lattice was possible 
to be subjected for further optimization. Designed electrode 
geometry is presented in Fig. 4.  

 

The electrode is composed of very dense lattice structure. 
The most important factor affecting three-dimensional 
electrodes performance in flow reactor was determined to be its 
surface area. Large surface area was achieved by using lattice 
strut and cell sizes corresponding to smallest feature sizes 
manufacturable with L-PBF. Lattice geometry was also 
modeled to have cell geometry with maximized surface area. 
The surface area of the lattice part is approximately 5800 mm2. 

Additionally, the electrode lattice is designed to be 
symmetrical in every direction. This ensures isotropic porosity 
across the electrode structure, enhancing the isotropy of its 
flow and electrical conductivity properties. This promotes the 
uniformity of current distribution within the electrode, which is 
critical to achieve optimal performance during the 
electrochemical process. 

The current collector and lattice structure are manufactured 
from same material as a single part. This ensures uniform 
connection between the two, as no additional adhesives or 
welds are required. This feature also promotes the uniformity 
of the current distribution [4]. 

 
 
 
 

Fig. 4. Designed electrode structure 
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4.2. Build process simulation 

To assess the manufacturability and usability of the lattice 
structure, displacement values were plotted from the simulation 
results. Displacement contour plot predicted by thermo-
mechanical analysis is presented in Fig. 5. 

Fig. 5. shows that maximum displacements are circa 0.048 
mm. Maximum displacements are located in relatively small 
areas in the outer corners of the simulated lattice structure. 
Smaller deformations can be observed around the lattice 
structure, especially on its outer facets, with values less than 
0.010 mm. Inside the lattice structure, displacements are even 
smaller.  

The possibility of recoater collision was also assessed from 
the simulation results. As the displacements were small, no 
potential areas for recoater collision were identified. 

5. Discussion and conclusions 

Three-dimensional electrodes used in flow reactors benefit 
from increased surface area and uniform, well controlled 
porosity. These features can be achieved through use of lattice 
structures, which can be generated through specific design 
tools and manufactured with L-PBF. The structure of the lattice 
can be optimized by considering the limitations of L-PBF 
together with the requirements to achieve highest possible 
surface area and uniform flow properties. 

In this paper, optimized electrode structure to be used for 
electrochemical gold separation process was designed. Large 
surface area was achieved by utilizing lattice structure.  

The manufacturability of the lattice was assessed by 
applying build process simulation, utilizing thermo-mechanical 
method. The deformations of the lattice predicted by the 
analysis is minimal. This indicates that the lattice should be 
close to the intended shape after manufacturing. Therefore, its 
structure should still be reasonably uniform and thus fill the 
requirement for uniform structure and porosity. 

In this study, the performance of the electrode or its 
manufacturability were not validated experimentally. 
Therefore, these validations could be a subject for later studies. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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robustness to enhance the industrial breakthrough of Additive Manufacturing (AM) technologies. Indeed, highly regulated sectors like 
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fundamental importance. This imposes an urgent need for novel in-line and in-situ qualification and control tools able to guarantee a stable 
process and defect-free products. On the one hand, the layerwise paradigm of AM processes enables the capability of acquiring a large amount 
of data during the process to measure quality characteristics of the part and measure process signatures that are proxies of the process stability 
over time. On the other hand, data mining and statistical methods are needed to make sense of big data streams gathered in-line and in-situ, to 
design automated and robust defect detection tools. This paper reviews the opportunities and challenges related to in-situ sensing and 
monitoring solutions for zero-defect and first-time-right AM processes, with a special focus on metal Powder Bed Fusion (PBF) processes. 
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1. Introduction 

 
Considerable effort has been devoted so far in the scientific 

and industrial communities to understand the nature and the 
source of defects in additive manufacturing (AM) processes, 
their effects on product quality, and how they can be mitigated 
or avoided by acting on controllable parameters. In the 
framework of metal Powder bed Fusion (PBF) processes, their 
lack of repeatability and stability, together with several possible 
sources of defects, have been widely pointed out as major issues 
that deserve further technological advances to meet challenging 
industrial requirements [1-4]. The development and 
implementation of in-situ sensing and monitoring solutions 
represents a priority to push forward the industrial breakthrough 
of metal AM systems. 

The research in this field is growing and evolving very fast. 
First seminal studies were mainly aimed at demonstrating the 
feasibility of in-situ sensing methods and characterizing 
specific process phenomena with the support of in-situ gathered 
data. More recent studies have been proposing, testing and 
demonstrating in-situ measurement and monitoring 
methodologies. An increasing interest has also been devoted to 
the use of machine learning and artificial neural network 
techniques to make sense of large in-situ data streams for robust 
and reliable identification of defects and process errors [5-9]. 
Recent studies also proposed novel in-situ sensing solutions or 
the combination of multiple sensors to achieve better in-situ 
measurement and monitoring performance [10-11]. 

As far as the industrial implementation of these methods is 
concerned, it is worth noting that most PBF system developers 
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framework of metal Powder bed Fusion (PBF) processes, their 
lack of repeatability and stability, together with several possible 
sources of defects, have been widely pointed out as major issues 
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implementation of in-situ sensing and monitoring solutions 
represents a priority to push forward the industrial breakthrough 
of metal AM systems. 
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specific process phenomena with the support of in-situ gathered 
data. More recent studies have been proposing, testing and 
demonstrating in-situ measurement and monitoring 
methodologies. An increasing interest has also been devoted to 
the use of machine learning and artificial neural network 
techniques to make sense of large in-situ data streams for robust 
and reliable identification of defects and process errors [5-9]. 
Recent studies also proposed novel in-situ sensing solutions or 
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measurement and monitoring performance [10-11]. 
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have equipped their systems with in-situ sensing and 
monitoring modules and toolkits. Most of these tools are mainly 
used to collect data during the process and provide the user with 
some post-process data reporting and/or datasets to support the 
investigation of specific problems and defects. Further 
development efforts are still needed to implement analytical 
tools that are able to quickly make sense of gathered data during 
the process and automatically signal the onset of defects and 
process instabilities. 

An exhaustive review of the rapidly evolving literature 
devoted to in-situ sensing, metrology and monitoring would 
require a much more extended paper. Nevertheless, this study 
aims to contribute to the AM community in two ways. On the 
one hand, it presents a framework to classify different methods 
and solutions presented in the literature into distinct categories 
in terms of monitoring levels and process signatures of interest. 
The increasing number of studies also caused an increasing 
variety of terminology and an increasing fragmentation of 
application fields. The proposed framework aims to simplify 

the mapping of the wide literature, aiding the identification of 
competitor methods belonging to the same family. On the other 
hand, it presents a summary of issues and challenges that still 
need to be tackled which may drive future research 
developments. 

Starting from the classification of in-situ sensing and 
monitoring methods into different levels (Section 2), Section 3 
includes a brief review of the mapping between measurable 
signatures of the process, categories of defects and sensing 
solutions. Section 4 finally reviews the major challenges and 
open issues in this field. 

 
2. Classification of in-situ sensing and monitoring methods 

 
Fig. 1 shows a classification of in-situ sensing and 

monitoring methods into four different categories of 
measurable process signatures. 

 
 

Fig. 1 – Classification of in-situ sensing and monitoring methods in PBF processes 
 

Table 1 – Mapping between in-situ measurable signatures, sensing methods and process defects in PBF. An “X” is shown in correspondence of known 
relationship demonstrated in the literature, while (X) is used to represent links still not deepened in the literature or other indirect links of potential interest 

 

Level Process signature In-situ sensing method Defects 
 

Porosity 

Residual 
stresses, 
cracks, 

delaminations 

 
Microstructural 
inhomogeneity 

 

Balling 

 
Geometrical 
distortions 

 
Surface 
defects 

 

1 
(powder 

bed) 

Powder bed 
homogeneity 

Off-axis imaging, visible 
range (X) X   X  

Slice geometry Off-axis imaging, visible 
range 

    X  

Slice surface pattern Off-axis imaging, visible 
range, fringe projection (X) X  X (X) X 

 
 

2 
(track) 

Hot and cold spots Off-axis video imaging, 
visible or infrared range X X  X X  

Temperature profile / 
cooling history Off-axis thermal imaging  X X    

Process by-products Off-axis video imaging, 
visible or infrared range X  (X)    

 
 

3 (melt 
pool) 

Size Co-axial video imaging, 
visible or infrared range X X  X  X 

Shape Co-axial video imaging, 
visible or infrared range X X  X  X 

Average intensity Co-axial pyrometry X X (X) X  X 

Intensity profile Co-axial video imaging, 
visible or infrared range X X (X) X  X 

 
 

Level 0 involves the use of signals from sensors that are 
already embedded into the AM system. This includes chamber 
pressure, temperature and oxygen content, current and torque 
signals from linear axis motors, etc. This type of signals 
potentially enables a process monitoring architecture that 
avoids the need for external or additional sensors. This is 
particularly attractive in electron beam PBF (EB-PBF), where 
hundreds of so-called “log signals” are freely available from 
embedded sensors and potentially usable in-process [12]. 

Level 1 consists of measurements gathered once (or more 
than once) per layer, with a field-of-view that covers the entire 
build area. This level includes quantities that are representative 
of the homogeneity of the powder bed, together with 
geometrical and dimensional features of the printed slice or its 
surface pattern and topography. Level 2 involves process 
signatures that can be measured while the laser or the electron 
beam is displaced within the build area to produce the current 
layer. This entails the capability to observe the interaction 
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between the beam and the material, the very fast cooling history 
of the solidified area after the beam has moved to another 
location and, in the laser PBF (L-PBF) process, the by-products 
of the process, i.e., spatters and plume emissions. Level 3 
finally consists of process signatures that are representative of 
the highest level of detail at which the PBF process can be 
observed, i.e., the melt pool. Further classifications of in-situ 
sensing and monitoring methods can be considered, in terms of 
sensing architectures (e.g., co-axial vs off-axis monitoring), 
sensing technologies (spatially integrated vs spatially resolved 
sensors), wavelength of the measured quantities (visible range, 
near infrared, middle and long infrared), etc. The reader is 
referred to [1-4] for an exhaustive classification of in-situ 
sensing and monitoring approaches. 

 
3. Mapping between in-situ sensing, process signatures 
and process defects 

 
Table 1 presents a mapping between the process signatures 

that can be measured in-situ, the corresponding defects that can 
be detected and the most suitable sensing methods. The 
relationships indicated with “X” have been already discussed 
and demonstrated in the literature through experimental studies. 
Some relationships, indicated with “(X)”, represent links 
between defects and process signatures that have not been yet 
demonstrated in the literature. Despite being of potential 
interest, they still need to be confirmed through further 
research. 

Embedded sensor signals (level 0) have been pointed out as 
possible sources of information in EB-PBF to gather 
information about the powder spreadability [13] and the 
occurrence of geometrical distortions caused by powder 
recoating errors [14], but various other potential uses have been 
pointed out in the literature and they can be explored in future 
studies [12]. Analogous solutions in L-PBF have been not 
explored so far. 

A lack of powder bed homogeneity (level 1) may change the 
local layer thickness leading to possible volumetric and 
geometrical defects because of improper energy density 
variations. Errors in the powder recoating of the slice can also 
lead to poor welding between one layer and the following layer, 
with consequent risk of delamination, together with possible 
geometrical distortion in the presence of severe recoating errors 
and contamination. Different authors have investigated in-situ 
sensing and monitoring methods suitable to characterize the 
surface pattern and surface topography of the printed slice and 
the entire powder bed as a possible source of information about 
process stability and surface and volumetric defects [10, 15-16]. 
The in-situ reconstruction of the layerwise geometry of the part 
has attracted an increasing attention in the literature too, to 
quickly detect geometrical distortions [17-18]. Regarding level 
2 process signatures, the detection of hot and cold spots may be 
suitable to identify either geometrical distortions (in case of 
excessive heat accumulations) or lack-of-fusion conditions [19- 
20]. Static and dynamic thermal mapping through in-situ 
thermography can provide information about geometrical 
distortions, variations in the microstructure of the part and 
thermal stress accumulation related to improper heat exchanges 
[21]. An increasing attention in the literature has been devoted 

 
to the use of process by-products, such as spatter and plume 
emissions in L-PBF, as potential proxies of volumetric defects 
[11, 22 – 27]. Spatters are caused by an ejection of material 
from the melt pool and the surrounding powder bed, leading to 
the formation of denudation zones around the melt pool and a 
possible lack of material in the solidified track, which may 
influence the formation of pores. Large and intense plume 
emissions may partially absorb and deflect the laser beam 
reducing the energy input provided to the part, with consequent 
lack-of-fusion porosity. 

Several information about the process stability and the part 
quality can be gathered by monitoring the melt pool signatures 
(level 3) and their evolution over time. Indeed, the melt pool 
properties are relevant to determine the possible formation of 
volumetric defects (both key-hole and lack-of-fusion porosity), 
thermal stress accumulation because of insufficient heat 
dissipation and surface defects related to the solidification 
properties of scanned tracks [5, 28]. 

 
4. Open issues and future challenges 

 
Despite continuous and fast technological developments 

related to in-situ sensing and monitoring methods, several 
challenges and open issues must be faced to develop new 
generations of smart PBF machines able to achieve first-time- 
right and zero-defect production capabilities [1, 29]. 

One challenge regards the limitation of the layerwise 
monitoring paradigm. Indeed, looking at the current layer 
prevents the gathering of information about physical 
phenomena that are occurring below the layer, involving partial 
re-melting, heat accumulation and dissipation, and consequent 
effects on volumetric, microstructural and thermal stress 
properties of the material. Another challenge regards the lack 
of robust in-situ porosity detection methods. Volumetric defects 
are particularly critical in many industrial applications, but 
accurate methods – so called “optical tomography” – for their 
robust identification by means of in-situ sensors are still 
missing. Several process signatures can be used as proxies of 
either lack-of-fusion or key-hole porosity, but further research 
efforts are needed to achieve robust in-situ porosity detection 
capabilities. One additional challenge regards the management 
of big data streams gathered with in-situ sensing methods. 
Several gigabytes of data may be generated during the 
production of a part, and this pushes the need for 
computationally efficient methodologies for in-situ and in- 
process data processing. There is also the need for transfer 
learning solutions, suitable to transfer knowledge and empirical 
models gathered on one part by using one AM system to other 
parts produced with the same machine or with different 
machines. As an example, it would be relatively convenient to 
carry out experimental conditions in a limited and controlled set 
of process conditions, and to transfer the acquired knowledge 
to other conditions, reducing experimental costs and time-to- 
market. However, this is still an open issue, inflated by the large 
system-to-system and lab-to-lab variability that characterizes 
metal AM applications. Only a small number of seminal studies 
have investigated the application of transfer learning methods 
to AM [30]. One interesting opportunity for future research 
regards the development and implementation of cyber-physical 
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approaches. Process simulations have a great potential as 
technological enablers of novel enhanced AM performance and 
zero-defect production capabilities. As an example, simulations 
enable feedforward control strategies for local process 
parameter adjustment, but they also allow the development of 
in-situ monitoring methods augmented by process simulations, 
and vice versa. The combination of real data with process 
simulation is a field that deserves novel and additional research 
effort. Eventually, the achievement of zero-defect and first- 
time-right production capabilities relies not only on in-situ 
sensing and monitoring technologies, but also on effective and 
robust process control strategies. Despite seminal studies on 
closed-loop control in L-PBF and a few recent developments 
[31], a wide gap still needs to be filled in order to make 
intelligent control solutions industrially available. Rather than 
adapting the process parameters based on model outputs or real- 
time sensor signals, other in-situ defect mitigation or defect 
correction solutions have been proposed in the literature [32- 
35]. In-situ defect correction represents a further research field 
that may contribute to the development of novel generations of 
smart AM systems, passing from highly sensorised machines to 
intelligent machines that are able to autonomously identify and 
remove the defect. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 

Keywords: Assembly; Design method; Family identification

1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

Sensor integration for in situ monitoring during additive manufacturing promises to enhance control over the process and assures quality in the 
fabricated workpieces. Acoustic emissions from the process zone of the laser powder-bed fusion process carry information about the events and 
failure modes of the printed workpiece. Analysis of acoustic signals emitted during different laser regimes, such as conduction, keyhole, etc. in 
time, frequency and time-frequency domains could provide quantitative information about the underlying physical mechanisms. This article 
reports a statistical analysis of the features in acoustic signals to perceive the characteristics of failure modes occurring during layering of stainless 
steel 316L. The visualization of the feature space distribution that corresponds to different failure modes shows the potentials of applying machine 
learning for in situ classification. The paper also proposes strategies in terms of data acquisition and preprocessing for building a comprehensive 
monitoring system. 
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1. Introduction 

Laser Powder-Bed Fusion (LPBF) is an additive 
manufacturing technique where the laser source melts the 
particles in the powder pool to fuse together. The laser beam 
selectively melts the powder-bed that is previously overlaid on 
the substrate through an arrangement of mirrors based on pre-
programmed scan paths. During manufacturing, the powder is 
added layer by layer and each layer is exposed to irradiation of 
the laser source, resulting in the workpiece built one layer upon 
another [1]. In LPBF, process interaction of laser with powder 
particles results in complex physics such as radiation 
absorption [2], rapid melting, solidification of material, 
microstructure evolution [3], flow in a molten pool [4] and 
materials evaporation. The choice of parameters such as laser 

power, powder composition, scan speed and strategy, layer 
thickness, environment, etc. affects the physics involved, thus 
affecting the quality of the fabricated workpieces [5–7].  

To ensure the quality of printing in each layer, the starting 
powder and the process parameters are overseen. Not adhering 
to the optimum parameter levels and abrupt change in 
environmental conditions will result in the occurrence of 
undesired mechanisms such as balling, Lack of Fusion (LoF) 
crack propagation, delamination and formation of pores.  
Balling and LoF mainly occur due to the shortage of energy 
input during the LPBF process [8], while the formation of pores 
is the result of entrapped gases in the molten pool due to the 
excessive pumping of energy input [9]. Since defect formation 
is a critical issue in an LPBF process, researches have been 
directed towards understanding and suppression of defect 

 

Available online at www.sciencedirect.com 

ScienceDirect 
Procedia CIRP 00 (2020) 000–000 

  
     www.elsevier.com/locate/procedia 
   

 

 

 

2212-8271 © 2020 The Authors. Published by Elsevier B.V. 
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/) 
Peer review statement: Peer-review under responsibility of the Bayerisches Laserzentrum GmbH 

11th CIRP Conference on Photonic Technologies [LANE 2020] on September 7-10, 2020 

Analysis of time, frequency and time-frequency domain features from 
acoustic emissions during Laser Powder-Bed fusion process 

Vigneashwara Pandiyana, Rita Drissi-Daoudib, Sergey Shevchika, Giulio Masinellia, Roland Logéb, 
Kilian Wasmera,* 

a Laboratory for Advanced Materials Processing (LAMP), Swiss Federal Laboratories For Materials Science and Technology (Empa), CH-3602 Thun, 
Switzerland 

 b Thermomechanical Metallurgy Laboratory – PX Group Chair, Ecole Polytechnique Fédérale de Lausanne (EPFL), CH-2002 Neuchâtel, Switzerland  

* Corresponding author. Tel.: +41-58-762-62-71; fax: +41-58-762-69-90. E-mail address: kilian.wasmer@empa.ch  

Abstract 

Sensor integration for in situ monitoring during additive manufacturing promises to enhance control over the process and assures quality in the 
fabricated workpieces. Acoustic emissions from the process zone of the laser powder-bed fusion process carry information about the events and 
failure modes of the printed workpiece. Analysis of acoustic signals emitted during different laser regimes, such as conduction, keyhole, etc. in 
time, frequency and time-frequency domains could provide quantitative information about the underlying physical mechanisms. This article 
reports a statistical analysis of the features in acoustic signals to perceive the characteristics of failure modes occurring during layering of stainless 
steel 316L. The visualization of the feature space distribution that corresponds to different failure modes shows the potentials of applying machine 
learning for in situ classification. The paper also proposes strategies in terms of data acquisition and preprocessing for building a comprehensive 
monitoring system. 
 
© 2020 The Authors. Published by Elsevier B.V. 
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/) 
Peer review statement: Peer-review under responsibility of the Bayerisches Laserzentrum GmbH 

 Keywords: Laser material processing; In-situ monitoring; Signal processing; Sensing; Additive manufacturing; 

 
1. Introduction 

Laser Powder-Bed Fusion (LPBF) is an additive 
manufacturing technique where the laser source melts the 
particles in the powder pool to fuse together. The laser beam 
selectively melts the powder-bed that is previously overlaid on 
the substrate through an arrangement of mirrors based on pre-
programmed scan paths. During manufacturing, the powder is 
added layer by layer and each layer is exposed to irradiation of 
the laser source, resulting in the workpiece built one layer upon 
another [1]. In LPBF, process interaction of laser with powder 
particles results in complex physics such as radiation 
absorption [2], rapid melting, solidification of material, 
microstructure evolution [3], flow in a molten pool [4] and 
materials evaporation. The choice of parameters such as laser 

power, powder composition, scan speed and strategy, layer 
thickness, environment, etc. affects the physics involved, thus 
affecting the quality of the fabricated workpieces [5–7].  

To ensure the quality of printing in each layer, the starting 
powder and the process parameters are overseen. Not adhering 
to the optimum parameter levels and abrupt change in 
environmental conditions will result in the occurrence of 
undesired mechanisms such as balling, Lack of Fusion (LoF) 
crack propagation, delamination and formation of pores.  
Balling and LoF mainly occur due to the shortage of energy 
input during the LPBF process [8], while the formation of pores 
is the result of entrapped gases in the molten pool due to the 
excessive pumping of energy input [9]. Since defect formation 
is a critical issue in an LPBF process, researches have been 
directed towards understanding and suppression of defect 
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formation. To describe and to understand these mechanisms of 
the LPBF process, more accurate monitoring and overlooking 
of the process using sensors have been proposed as a strategy 
[10,11]. Regardless of the type of sensor used in LPBF, owing 
to the process nature, one primary characteristic feature that 
these sensors should possess is that they should have a fast 
response time and a high spatial resolution. 

Furomoto et al. [12] have correlated the solidification 
phenomena with the surface temperature using a pyrometer to 
understand the solidification mechanism of the molten pool. In-
situ monitoring method based on infrared imaging of the melt 
pool has been demonstrated for detecting unstable behaviors in 
the process [13]. Semiconductor (CMOS) cameras and 
photodiodes have been used to understand the melt pool 
dynamics and to detect process failures [14–17]. Acoustic 
emission (AE) has also been combined with machine learning 
(ML) algorithms for defect detection, such as pores [18,19]. AE 
and high speed X-ray radiography allowed to classify 
accurately categories such as conduction, stable and unstable 
keyhole, blowout and even pore formation and removal 
[20,21]. A defect detection system using a deep belief network 
(DBN) has also been reported to classify balling and other 
mechanisms based on microphone data [22].  

With melt pools dimensions ranging from 50 to 250 μm 
wide appearing in a few microseconds, monitoring LPBF using 
visual and optical sensors that lack in spatial and temporal 
resolution is difficult. Processing of the data from these sensors 
also require heavy computational resource. AE sensors are a 
suitable alternative as they have reliable temporal resolution 
[23] and are also an economical solution for monitoring the 
additive manufacturing process [24]. Also, installation of AE 
monitoring system requires minimum alteration to the existing 
commercial machines available in the market [18,19].  

Stainless steel alloys have low thermal conductivity and 
high thermal expansion coefficient, making them prone to 
mechanisms such as cracks, porosity, balling, etc. The work 
presented in this paper analyses characteristics of acoustic 
signals in three domains, namely time, frequency and time-
frequency for four mechanisms or laser regimes. They are 
balling, LoF, no pores and keyhole during the processing of 
stainless steel 316L. Thus, t-Distributed Stochastic Neighbor 
Embedding (t-SNE) based feature reduction technique is 
applied to the features extracted from three domains to 
visualize the low dimensional feature space. Understanding the 
information embedded in the sensor signals and resolving them 
will help to identify the physics and so rises the building of in 
situ monitoring and virtual verification systems. 

2. Experimental conditions and setup 

The quality of the workpieces fabricated during the LPBF 
depends on the characteristics of the melted process zone in 
each layer. In this study, gas atomized austenitic steel 316L 
powder was used for building line tracks during the 
experiments. Most particles in the powder-bed had a diameter 
no larger than 45 μm. The stainless steel powder composition 
used in this study is listed in Table 1. The line track 
experiments were carried out by spreading stainless steel 316L 
metal powder with a thickness of 40 μm over a defect-free 3D 

printed cube using a re-coater blade in a customized setup 
shown schematically in Fig. 1. A continuous-wave laser of 
1070 ± 10nm wavelength with a spot size of 72 μm is used to 
irradiate the powder to create overlapping line tracks. The 
physical mechanisms resulting from different laser interaction 
regimes are known to depend on the energy density. The energy 
density E is defined from parameters such as laser power P, 
hatch distance h, and powder layer thickness t. The energy 
density is the average applied energy per volume of material 
during a powder-bed fusion process according to Eq. (1). 

Table 1. Composition of austenitic steel 316L powder 

Weight Percent (nominal) 

Fe Cr Ni Mo C Other 

Balance 18 122 2 < 0.03 <  1.00 
  

 
 

 
(1) 

Fig. 1. Schematic of the experimental setup. 

In this contribution, the phenomena occurring during the 
LPBF process, in particular balling, LoF, no pores and keyhole 
were voluntarily induced by varying the scan speed and the 
laser power and so the energy density (E) according to Fig. 2. 

Fig. 2. The laser regimes used in this work with their corresponding energy 
density for balling, LoF, no pores and keyhole 

The four mechanisms (balling, LaF, no pore and keyhole) 
or their respective laser regimes were confirmed by visual 
inspection of optical images of cross-sections of the line tracks 
built on a defect-free surface. Typical light microscopy images 
corresponding to the laser regimes are presented in Fig. 3. 
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Fig. 3. Light microscopy images for balling, LoF, no pores and keyhole 

The acoustic waves created during the different laser 
regimes were captured using a PAC AM4I acoustic sensor with 
a frequency range of 0-100 kHz. The acoustic sensor was 
placed at the proximity of the build platform, and the sampling 
rate was 1 MHz using an Advantech DAQ board. A low pass 
Butter-worth filter of 100 kHz was applied to the raw signal to 
eliminate noises with frequencies higher than 100 kHz. The 
analysis of the acoustic signatures is discussed in Section 3. 

3. Analysis of the acoustic features in time, frequency and 
time-frequency domains 

Typical acoustic signals corresponding to the four 
mechanisms with a window size of 5000 μs are presented in 
Fig. 4. As can be noted, signal amplitude increases from balling 
to keyhole and the amplitude values are directly proportional to 
energy density imparted on the melt zone. 

3.1. Time-domain 

Descriptive statistics features from time waveform signals 
such as Root Mean Square (RMS), mean, skewness, kurtosis 
crest-power, etc. were also analyzed and visualized to 
understand their distribution with respect to the four different 
mechanisms. The time-domain features were calculated for a 
window size of 5000 μs. 

 
Fig. 4. Raw acoustic signals acquired for four different mechanisms: balling, 

LoF, no pores and keyhole 

 Fig. 5 and Fig. 6 show the distribution of the skewness and 
RMS feature for the laser regimes studied. The skewness 
distribution shows that skewness statistics are not identical for 
these mechanisms. However, the RMS feature distribution of 
balling and LoF had a good similarity index. Close similarity 
was also found between no pores and keyhole. From Fig. 6, we 
can infer that RMS feature distribution is a function of scanning 
speed and laser power. Analysis of other time features such as 
crest-power, kurtosis, etc. also showed dissimilar distribution 
between the mechanisms. 

3.2. Frequency domain 

The analysis of the acoustic signature in the frequency 
domain provided intriguing insights. The frequency range (0-
100 kHz) of the acoustic sensor was divided equally into five 
energy bands, namely 0-20 kHz, 20-40 kHz, 40-60 kHz, 60-
80 kHz, and 80-100 kHz as shown in Fig. 7. Most of the energy 
was concentrated around 60 kHz. For balling and LoF, the 
energy level concentration was predominant in the frequency 
range of 0-20 kHz. However, for no pores and keyhole, the 
energy level concentration was spread between three energy 
bands; they are 0-20 kHz, 20-40 kHz and 40-60 kHz. From the 
energy distribution, it is evident that the laser interaction with 
the molten pool results in higher frequency events. Fig. 8 shows 
a comparison of Fast Fourier Transforms (FFT) for the four 
mechanisms. Irrespectively of the mechanisms or laser 
regimes, distinct peaks were found around 10 kHz and 40 kHz 
for the acoustic signals acquired during the laser interaction 
with the stainless steel powder. From the FFT, it can be inferred 
that during balling and LoF, the energy content in the range of 
10 kHz are higher than the one around 40 kHz and vice-versa 
as we move to mechanisms such as no pores and keyhole. The 
high frequency components visible in the AE signatures during 
no pores and keyhole regimes may be the result of recoil 
pressure and vapor interaction with the molten material. 
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Fig. 5. Skewness distributions of the four different mechanisms 

 
Fig. 6. Distributions of RMS feature for four different mechanisms 

 
Fig. 7. Comparison of energy density between five different energy bands for 

the four mechanisms: balling, LoF, no pores and keyhole. 

3.3. Time-Frequency domain 

The acoustic signals were resolved using wavelet 
transformation to visualize their representation in both the time 
and frequency domains. The wavelet transformation was also 
performed on the filtered acoustic signals for a window size of 
5000 μs. Continuous Wavelet Transformation (CWT) was 
performed on the acoustic signals using Morlet as mother 
wavelet with 500 scales. The 3D representation of the wavelet 
transforms is shown in Fig. 9. The time-frequency 
representation of the acoustic signals also confirmed with the 
outcomes of the study performed with the frequency domain 
analysis in Section 3.3.  

Fig. 8. Fast Fourier Transform (FFT) plots for the four mechanisms: balling, 
LoF, no pores and keyhole. 

Wavelet coefficient values were found to be higher at more 
or less 10 kHz and 40 kHz for the acoustic signals irrespective 
of the processing mechanism when the laser interacted with the 
stainless steel powder. In addition, wavelet coefficient values 
were also found to be directly proportional to the energy 
density imparted on the process zone, and evidence of this is in 
Fig. 9. Resolving the signal time-frequency domain also 
showed that though the mechanisms concentrated in 
frequencies around 10 kHz and 40 kHz, they appeared 
discontinuous in the form of distinct peaks. The discontinuity 
emphasizes on the choice of the window size to localize the 
defect during the part printing as well the resolution of the 
predictability of ML algorithms.  
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Fig. 9. 3D wavelet representation of the acoustic signals for the four 
mechanisms (balling, LoF, no pores and keyhole). 

4. Visualization of the feature space 

t-Distributed Stochastic Neighbor Embedding (t-SNE) is a 
non-linear dimensionality reduction technique that is employed 
for identifying relevant patterns and visualization of high-
dimensional feature space [25]. The t-SNE technique maps the 
multi-dimensional data to a lower-dimensional space by 
modeling the probability distribution of neighbors around each 
point and provides some insights into the data space by 
identifying the clusters. In other words, t-SNE is mainly a data 
exploration, and a visualization technique as the input features 
become no longer identifiable, and one cannot make any 
inference. However, t-SNE is better than Principle Component 
Analysis (PCA) since t-SNE preserves the local similarities, 
whereas PCA is concerned with preserving large pairwise and 
fails to represent a non-linear data space [25]. 

The time, frequency and time-frequency features listed in 
Table 2 were used as inputs to the t-SNE algorithm. A 
perplexity value of 10 was used to understand the feature space 

distribution on the sensor data captured during the four 
mechanisms (balling, LoF, no pores and keyhole) during the 
line track experimental trials. Fig. 10 shows the 3-dimensional 
representation of the feature space. From Fig. 10, it can be 
inferred that no pores and keyhole are clustered together from 
balling and LoF, i.e., the clusters visualized in the feature space 
were proportional to the energy density imparted in the melt 
zone. 

 

 
Fig. 10. Low dimension representation of the feature space using t-SNE with 
perplexity = 10 for the four mechanisms (balling, LoF, no pores and keyhole) 

in the LPBF process. 

Table 2. Features for input to t-SNE with perplexity = 10. 

Domain Feature 

Time 
Mean, RMS, Kurtosis, Skewness, Crest 
factor, Standard deviation, Minimum, 

Maximum, etc 

Frequency Position of peaks with high intensity, Energy 
distribution in respective energy bands 

Time-Frequency 
(Wavelet) 

Enthalpy, RMS, Kurtosis, Skewness, 
Standard deviation in respective 

decomposition levels, etc. 

5. Conclusions 

The proposed work aims to quantify and characterize the 
acoustic sensor signatures in three domains (time, frequency 
and time-frequency domains) for four laser regimes which are 
balling, LoF, no pores and keyhole that commonly occur in the 
LPBF process. The experimental work was performed on the 
stainless steel powder 316L in a customized setup. The four 
different mechanisms/laser regimes were simulated by varying 
the scanning speed and laser power. Based on the experimental 
results, the following generalized conclusions are drawn for a 
window size of 5000 μs for acoustic signals captured with an 
acquisition rate of 1 MHz. The main results of this study can 
be summarized in four aspects. 

• As all the four mechanisms are functions of the energy 
density, the sensor features in the time domain, such as 
skewness and RMS, had different distributions. From the 
distribution of the time domain features, we can confirm that 
the mechanisms have a direct relationship with the energy 
density, emphasizing on the optimum choice of the laser 
power and scanning speed for a good build. 
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• Comparing the energy concentration between five different 
bands equally divided within the range 0-100 kHz, it was 
evident that these four mechanisms (balling, LoF, no pores 
and keyhole) exhibit discrete energy levels. It is important 
to note that the frequency bands between 1 kHz and 60 kHz 
carried most of the energy. The FFT plots pointed out that 
as the laser interacted with the stainless steel powder, the 
acoustic signal showed a higher energy concentration 
around 10 kHz and 40 kHz. 

• Peaks from the wavelet plot indicated that the event is 
discontinuous, and an appropriate choice of the window size 
is required to localize the defects in real-time. 

• t-SNE feature reduction technique suggested that these 
mechanisms are clustered in the feature space and 
appropriated classification algorithm can be used to 
individualize them. The visualization also endorses the fact 
that clustering is based on energy density. 

 
In general, the outcomes of this research confirm that the 

features in time, frequency and time-frequency domains can 
characterize the four defined mechanisms that commonly occur 
during the LPBF process. Out of all the events happening in the 
process zone, only four mechanisms (balling, LoF, no pores 
and keyhole) are discussed in this research work. The window 
size used in this study is of 5000 μs in time scale, however for 
finer resolution and location of the defects a smaller time scales 
have to be explored which is a work in progress. It must also 
be mentioned that the acoustic sensor used in this work had a 
working range of 0-100 kHz and the understanding of the 
phenomenon at frequencies higher than 100 kHz is a work 
under investigation. The exploration of frequencies associated 
with other events such as delamination, crack propagation and 
microstructure evolution is also part of our future work. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 

Keywords: Assembly; Design method; Family identification

1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

High-speed imaging is nowadays a widely used monitoring system in laser based powder bed fusion (L-PBF), because it enables observation of 
the occurring process phenomena. The quality-price ratio of the high-speed cameras has significantly increased over the last few years, and 
therefore it is a more suitable method for monitoring. This study concentrates on preliminary understanding of the spattering phenomena based 
on theoretical background and experimental findings. A better understanding of the spattering phenomena provides a possibility to achieve better 
part quality more cost-efficiently and to optimize the quality control during the process. According to the results of this high-speed imaging study, 
spattering is in the key role of the build part quality in L-PBF. The spattering phenomena can be categorized into three different types: entrainment 
driven spattering, recoil pressure driven spattering and Marangoni effect. These types are linked to the melt pool modes and can be detected from 
different amounts and sizes of the spatters. 
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1. Introduction 

According to Wohlers et al. [1] the increase of using additive 
manufacturing technology has been much more rapid as any 
prediction could have shown. Growth from the year 2016 to 
2017 was as high as 80 %. Laser powder bed fusion (L-PBF) of 
metallic materials is one of the most promising one of the 
additive manufacturing technologies because of the high 
quality of build parts, and the availability of several different 
materials from aluminum, titanium, steels to nickels. [1] 

The monitoring and controlling of the powder bed fusion 
processes are nowadays much more used than before, because 
the system manufacturers have increased the availability of 
monitoring systems on their product portfolio. A demand for 
better understanding of the process modes and melt pool 
dynamics has also increased in R&D sector, because the 
demand for better quality of the manufactured parts has 
increased rapidly. A real time quality control system can 

monitor the part quality during the build process, and 
necessarily expensive computed tomography measurements 
after the build are no longer needed. Most of the defects in 
powder bed fusion are caused by the unstable process, hobbling 
between process modes and spattering. [2] 

The main goal in AM process monitoring is to observe the 
quality of the process, and in the future to develop a real-time 
closed-loop feedback control. [3, 4] In order to build the closed-
loop feedback control system, a deeper understanding on how 
the process parameters effect to the melt pool behavior and 
spattering phenomena is required. [4] It is quite time-
consuming to study and understand the number of variables that 
simultaneously affect the same process. [5] Rehme and 
Emmelmann [6] have evaluated that there are over 100 
parameters that are affecting the powder bed fusion process, 
and ten of those parameters are crucial. 
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Abstract 

High-speed imaging is nowadays a widely used monitoring system in laser based powder bed fusion (L-PBF), because it enables observation of 
the occurring process phenomena. The quality-price ratio of the high-speed cameras has significantly increased over the last few years, and 
therefore it is a more suitable method for monitoring. This study concentrates on preliminary understanding of the spattering phenomena based 
on theoretical background and experimental findings. A better understanding of the spattering phenomena provides a possibility to achieve better 
part quality more cost-efficiently and to optimize the quality control during the process. According to the results of this high-speed imaging study, 
spattering is in the key role of the build part quality in L-PBF. The spattering phenomena can be categorized into three different types: entrainment 
driven spattering, recoil pressure driven spattering and Marangoni effect. These types are linked to the melt pool modes and can be detected from 
different amounts and sizes of the spatters. 
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1. Introduction 

According to Wohlers et al. [1] the increase of using additive 
manufacturing technology has been much more rapid as any 
prediction could have shown. Growth from the year 2016 to 
2017 was as high as 80 %. Laser powder bed fusion (L-PBF) of 
metallic materials is one of the most promising one of the 
additive manufacturing technologies because of the high 
quality of build parts, and the availability of several different 
materials from aluminum, titanium, steels to nickels. [1] 

The monitoring and controlling of the powder bed fusion 
processes are nowadays much more used than before, because 
the system manufacturers have increased the availability of 
monitoring systems on their product portfolio. A demand for 
better understanding of the process modes and melt pool 
dynamics has also increased in R&D sector, because the 
demand for better quality of the manufactured parts has 
increased rapidly. A real time quality control system can 

monitor the part quality during the build process, and 
necessarily expensive computed tomography measurements 
after the build are no longer needed. Most of the defects in 
powder bed fusion are caused by the unstable process, hobbling 
between process modes and spattering. [2] 

The main goal in AM process monitoring is to observe the 
quality of the process, and in the future to develop a real-time 
closed-loop feedback control. [3, 4] In order to build the closed-
loop feedback control system, a deeper understanding on how 
the process parameters effect to the melt pool behavior and 
spattering phenomena is required. [4] It is quite time-
consuming to study and understand the number of variables that 
simultaneously affect the same process. [5] Rehme and 
Emmelmann [6] have evaluated that there are over 100 
parameters that are affecting the powder bed fusion process, 
and ten of those parameters are crucial. 
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1.1. In-situ monitoring of spatters 

The challenging quality and certification requirements of 
aerospace and medical sectors have attached the interest of 
researchers and AM system developers to develop the in-situ 
process monitoring to reduce the cost of quality testing for AM 
parts. The researchers have studied in-situ monitoring of the 
spatters in several articles over the past few years. [7, 8, 9, 10, 
11] 

There are currently no commercially available in-situ 
monitoring systems for analyzing the spattering in L-PBF. 
However the AM machine manufacturers offer in-situ process 
monitoring systems for their machines. Photodiode based melt 
pool monitoring systems have been available commercially for 
a few years now by EOS, Renishaw, SLM and Trumpf. EOS 
has developed a camera based optical tomography monitoring 
system for their machines. [12, 13] 

 

1.2. Spattering mechanism 

The spattering mechanisms and melt pool dynamics in PBF 
are generally explained by formation of a phenomenon known 
as recoil pressure [14]. The recoil pressure is a strong metal 
evaporation created by the laser beam as it can be seen in Fig. 
1. 

The vapor vortex is formed when the powder bed is rapidly 
heated by the laser beam. That increases the recoil pressure 
which causes the melt to eject from the melt pool. [15] 

As the laser beam interacts with the powder bed the surface 
temperature increases, and the melt pool is formed. Eventually 
the temperature reaches vaporization point and a metallic vapor 
jet is formed up towards the laser beam. The motion of the melt 
pool ejects molten metal spatters from the melt pool. [16, 17] 
Fig. 1. shows three different types of spatters. Fig. 2. shows 
spatter morphology. 

 

 

Fig. 1. Three different spatter types in powder bed fusion processes [18]. 

 

 

 

Fig. 2. Scanning electron microscope (SEM) morphology Figs of different 
type of spatters. [18]. 

As Fig. 1. illustrates, Wang et al. [18] presented three 
different types of spatters. The first type of spatter is created by 
the shield gas that is rapidly heated which creates a metallic jet 
up towards the laser beam (I type spatter that is seen in Fig. 1.). 
It can be noticed from the scanning electron microscope (SEM) 
image (seen in Fig. 2a.) that the powder particle has not been in 
contact with the laser beam. The second type of spatter is a 
recoil pressure and Marangoni effect created droplet spatter (II 
type spatter that is seen in Fig. 1.). The II type spatter powder 
particle has been in contact with the laser beam (seen in Fig. 
2b.). [18]  

The Marangoni effect is fluid convection that is pulling the 
hot fluid from the surface towards the cold spot inside of the 
melt pool, therefore decreasing dimension of the melt pool. [19] 
The third type of spatter is the recoil pressure and snowplow 
effect created powder spatter from the front line (III type spatter 
seen that is in Fig. 1.). SEM image of III type powder particle 
(seen in Fig. 2c.) indicates that the laser beam has melted the 
particle and it has an irregular shaped ejection on it. [18] 

Liu et al. [20] have classified the droplet and powder-based 
spatters. Both spatters are generated by the recoil pressure and 
metallic vapor jet. The metallic vapor crushes the metallic jet 
into droplets during the laser irradiation field, forming the 
droplet spatter. Powder-based particles are sucked from the 
powder bed to the vapor jet. Interaction with the metal vapor 
and the laser beam creates the spattering. [29] 

1.3. Entrainment driven spattering 

According to Ly et al. [26], the metallic vapor vortex created 
by the laser beam and shield gas raise up cold powder particles 
and incandescent liquid droplets from the powder bed. 60 % of 
the patters in PBF are hot ejections and 25 % are cold ejections 
[26, 29, 30]. Different types of entrainment driven spatters are 
shown in Fig. 3.  
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Fig. 3. Schematic of the three different types of entrainment driven spatters 
created by vapor jet. [26]. 

As Fig. 3. illustrates, Ly et al. [15] have recognized three 
different types of entrainment driven spatters: (1) the subsumed 
particles, which are pulled from the powder bed near the melt 
pool into the melt pool, (2) the cold powder particles that vapor 
vortex pulls towards to the jet but miss the laser beam or (3) the 
powder particles which hit to the laser beam and become 
droplet spatters. [15, 21, 22]  

1.4. Recoil pressure driven spattering 

The laser beam creates a strong metal evaporation around 
itself and the rapidly heating metal vapor vortex generates the 
recoil pressure gradients causing the molten metal ejections 
from the melt pool. The recoil pressure results a downward 
force on the melt pool causing a rapid fluid convection in the 
melt pool. [15, 23] Ly et al. [26] have studied the spatter 
formation with powder layer and solid plate situation seen in 
Fig. 4. using a particle image velocimetry (PIV). PIV is a 
nonintrusive laser optical measurement system for the flow 
diagnostic. The system consists of laser illumination, camera 
and software. [24] 

 

Fig. 4. a) Recoil pressure driven spattering from powder bed and b) from 
platform. c) Recoil pressure driven material jet simulation from powder 
bed. d) Grey arrow showing expected direction of the vapor plume in 

simulation model from platform. [15]. 

The recoil momentum, as Fig. 4d. shows as an grey arrow, 
ejects droplet spatters backwards of the scanning direction 
from the melt pool. The high temperature region spreads ahead 
of the melt pool as the laser beam energy decreases forming a 
vapor plume backwards of the scanning direction (seen in Fig. 
4a, c). If the kinetic energy is greater than the surface tension 
of the molten material, the melt pool can eject spatters in the 
opposite direction of the scanning direction. [15] 

1.5. Marangoni effect driven spattering 

The Marangoni effect is a strong flow inside the melt pool. 
Its purpose is to transfer the heat inside the melt pool flow to 
maintain a minimum surface tension. The Marangoni 
convections increase as the laser beam energy density 
increases, causing instability to the melt pool which creates the 
pores. [23, 25] 

A high scanning speed causes Plateau-Rayleigh instability 
to the melt pool, which increases the surface tension and 
Marangoni convention in the melt pool. Plateau-Rayleigh 
instability is a force that tries to minimize the surface area of 
the molten stripe breaking track to smaller surface area balls. 
This phenomenon is behind the often-seen balling effect. When 
the melt pool is stable, the temperature field is circle-shaped 
and therefore the melt track is uniform. The melt pool 
temperature field is decreasing as the scanning speed is 
increasing. Small temperature field of the melt pool and low 
temperature in the melt pool causes an unstable melt pool flow. 
[26, 27] 

The unstable melt pool flow increases the surface tension 
and therefore more Marangoni convection, which increases the 
porosity. [23, 25, 28, 29] 

2. Aim and purpose of this study 

The aim of this study was to detect the spattering 
phenomena using a high-speed imaging with laser illumination 
in L-PBF process of stainless steel 316L. The purpose was also 
to find a correlation between the process modes and spattering 
mechanism. 

The industrial relevance of this article is to provide a better 
and deeper understanding of the process phenomena and 
thereby to enable the development of more accurate, faster and 
cost-effective process monitoring systems for L-PBF. 

This study was carried out at LUT University as a part of 
Manufacturing 4.0 (MFG4.0) project funded by the Strategic 
Research Council of Finland. All experiments done in this 
study were done at EOS Finland (Turku, Finland). 

3. Material 

The material used in this study was EOS StainlessSteel 
316L gas atomized powder. The powder meets the 
requirements of the ASTM F138 (UNS S31673). [23] The 
chemical composition of the powder is shown in table 1. 
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Table 1. Material composition of EOS StainlessSteel 316L [23]. 

Element Min [wt.-%] Max [wt.-%] 

Fe Balance N/A 

Cr 17.00 19.00 

Ni 13.00 15.00 

Mo 2.25 3.00 

C N/A 0.030 

Mn N/A 2.00 

Cu N/A 0.50 

P N/A 0.025 

S N/A 0.010 

Si N/A 0.75 

N N/A 0.10 

4. Experimental set-up 

This study was done at EOS Finland (Turku, Finland) using 
industrial metal 3D printer EOS M280. This system has a 
building volume of 250 x 250 x 325 mm. It has 400 W 
ytterbium-fiber laser at 1064 nm wavelength with 80 μm 
focused laser beam diameter. 

The high-speed imaging system consists of Optronis 
CR3000x2 high-speed camera and Cavitar Cavilux HF active 
illumination system. The system is designed for imaging bright 
and fast objects in the following applications: welding, 
shockwaves and thermal spraying. 

The high-speed camera captures 1140 frames per second 
(fps) with a resolution of 1280 x 1024 pixels. The camera uses 
CMOS imaging sensor providing 8-bit dynamics with pixel 
size of 8 μm. The camera is equipped with bandpass filter 
equivalent to the light source wavelength preventing 
overexposure of the imaging sensor. The illumination system 
is fiber coupled high-speed pulsed diode laser providing power 
up to 500 W at 810 nm wavelength. The experimental set-up is 
shown in Fig. 5. 

  

 

Fig. 5. Experimental set-up with high-speed camera and active illumination. 

The camera and the illumination system were placed outside 
of the building chamber. Monitoring the build process is done 
through the window of the process chamber door. 

5. Experimental procedure 

The test pieces were built on top of each other using 
different process parameters (shown in Table 2.).  

The size of the test piece was selected to be 20 x 40 x 15 mm 
due to the restrictions of the image area of the camera. All tests 
were done using a constant laser power of 195 W, when the 
scanning speed was varied. Each of the test points in table 2 
were monitored separately to ensure the quality of the 
monitored data. 

Table 2. Process parameters used in L-PBF when laser power was constant 
and scanning speed varied. 

Parameter Ss-2 Ss-1 Ss+1 Ss+2 

Scanning speed [mm/s]  400 800 1200 1600 

Hatch distance [mm] 0.09 0.09 0.09 0.09 

Laser power [W] 195 195 195 195 

Laser spot diameter 
[mm] 

0.08 0.08 0.08 0.08 

Layer thickness [mm] 0.02 0.02 0.02 0.02 

 
Images taken from the experiment were edited in Camtasia 

and Adobe Photoshop Lightroom. The powder bed was blotted 
out from the background and then the colors were edited in a 
way that the melt pool and spatters were clearly distinguished 
from the background for easier analysis.   

6. Results and discussion 

The shape of the melt pool changes from round to drawn 
droplet through a drop when the scanning speed is increased. 
Fig. 6. shows different types of spattering mechanisms.  
 

 

Fig. 6. (a) Melt pool and spatters in Ss-2; (b) melt pool and spatters in Ss-1; (c) 
melt pool and spatters in Ss+1; (d) melt pool and spatters in Ss+2. 

As Fig. 6a. illustrates, the melt pool is large and round 
shaped and only a few large spatters can be detected flying 
rearwards from the scanning direction. The laser beam heats 
the melt pool to the boiling point and the recoil pressure driven 
spattering is increased. The illumination and the focus plane of 
the camera prevents the imaging system of detecting 
entrainment driven spatters created by the vapor vortex, that are 
flying straight up towards the camera and therefore out of the 
illuminated focus plane. 

Fig. 6b. shows that the increase in scanning speed changes 
the melt pool shape from round to droplet-shaped, because the 
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volumetric energy density of the melt pool decreases. The 
spatters flying rearwards of the scanning direction are smaller 
and faster. The laser beam does not have enough energy to boil 
the melt pool, therefore the process becomes more stable. The 
amount of entrainment driven spatters reduces as the vapor 
vortex around the laser beam is decreased. This can be verified 
by reduced amount of spatters seen in Fig. 6b. 

The faster scanning speed changes the shape of the melt pool 
to be similar as elongated drop can be seen in Fig. 6c. Longer 
and narrower melt pool increases the recoil pressure and 
Marangoni effect driven spattering. This can be detected from 
the small and hot spatters flying backwards from the scanning 
direction in high speed. As it can be seen in Fig. 6c. a swirl is 
formed at the borderline of the melt pool front and powder bed, 
which creates a protuberance, which causes the ejected droplet 
spattering. 

The high scanning speed causes Plateau-Rayleigh instability 
to the melt pool, which increases the surface tension and 
Marangoni convection in the melt pool. An unstable melt pool 
produces more molten droplet spatters that fly backwards from 
the scanning direction, which can be seen in Fig. 6d.  

7. Conclusions 

The experiments were done with constant laser power of 195 
W, the scanning speed was varied. The L-PBF system used in 
this experiment was EOS M280 located in EOS Finland 
(Turku, EOS). This study was carried out at LUT University as 
a part of Manufacturing 4.0 (MFG4.0) project funded by 
Strategic Research Council of Finland.  

The spattering was monitored with active illuminated high-
speed imaging system of a company named Optronis, and by 
utilizing active illumination system of a company named 
Cavitar.  

It was concluded that the scanning speed has more impact to 
the number of detected spatters than the laser power, hatch 
distance and volumetric energy density when using a gas 
atomized 316L powder. 

According to the results of this study, the spatters are ejected 
from the melt pool and vapor vortex created by the process 
laser and powder bed interaction. The process modes are 
directly linked to the different spattering mechanisms. The size 
and flying direction of the spatters change when the process 
mode changes. For example, in Fig. 5a the process is in the 
deep keyhole mode because the detected spatters are large and 
flying forwards from the scanning direction. In Fig. 5c the 
process is in the keyhole mode because the spatters are smaller, 
faster and are flying backwards from the scanning direction. 
Each process mode has their prevalent spattering mechanism 
which can be monitored during the build process.  

Most of the large spatters are generated in the melt pool by 
recoil pressure and Marangoni effect. The smaller hot and cold 
spatters are born from the powder bed by entrainment driven 
spattering. This information enables the development of a 
monitoring system that allows a better and faster quality 
assurance during the build process. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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1. Introduction 

Additive Manufacturing (AM), also more known as 3D 
printing, is a disruptive manufacturing technology. It is leading 
to a paradigm shift in the manufacturing industries across 
multiple industrial sectors [1,2]. AM parts can be manufactured 
to reach a certain level of desired material properties and 
geometry by optimizing the processing parameters (e.g. laser 
power, powder flow rate, scanning speed, etc.). Although, this 
typically leads to the use of one of the two following 
approaches. Either a cumbersome trial-and-error campaign to 
fine-tune the parameters or to use a non-sophisticated 
feedback/feedforward controller that, for example, adapts the 
laser power on a priori information of the melt pool. More 
specifically, on the basis of available thermal data that stems 
from numerical simulations and/or data measured with an 
optical system (photodiode, pyrometer or a camera) [3,4]. 
However, one of the crucial aspects that is currently limiting the 
widespread acceptance of this manufacturing technology, is the 
lack of uniformity and consistency across multiple dimensions 

(e.g. material properties on a macroscopic level, the material 
structure on a  microscopic level, the geometrical features, etc.) 
[5,6]. Therefore, there is a need to monitor the process and to 
adequately adjust the relevant process parameters to safeguard 
the quality of the printed part.  

 
The available literature majorly reports on the investigation 

and the development of monitoring solutions or feedback 
control systems that either monitor the temperature within the 
melt pool, as a controllable variable, or the geometry of the 
molten pool [5,7,8]. In this contribution, we divert our attention 
to measure the vibrational behavior of the melt pool. Apart from 
being inspired by the work presented by Han et al. in [9], we 
also firmly believe that tackling the melt pool process from 
alternative physical perspectives will allow us to understand 
and unravel its complex nature.  

 
Measuring the vibrations in structures is usually done by 

means of an accelerometer. These type of sensors do require to 
be physically in contact with the structure. However, multiple 
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factors that are involved during the formation of a melt pool 
(e.g. among others the high temperatures) make it unfeasible to 
use them as a measurement tool during an additive 
manufacturing process. Moreover, within the scope of this 
paper, our aim is to measure the vibrations in the vicinity of the 
melt pool and in its immediate surrounding. This implies a high-
spatial resolution is required and adds another practical 
constraints. Therefore, alternative solutions to measure the 
vibrations while meeting these requirements need to be sought. 
Hence, the use of laser Doppler vibrometry (LDV) as a non-
intrusive optical measurement technique answers the set criteria 
to overcome the constraints and allows us to use the technique 
to measure at the level of the melt pool. Indeed, LDV allows us 
to perform a measurement on a single point as well as on 
multiple points in a sequential way. 

The measurement principle underlying the LDV technique 
is actually based on a two-beam interferometric approach. More 
specifically, a modified Mach-Zehnder interferometer as 
described in [10,11]. The schematics depicted in Figure 1, 
shows that a laser source, emitting light with wavelength λ, is 
split by means of a beam splitter into a reference beam and a 
measurement beam. The measurement beam follows an optical 
path to illuminate a moving target.    

The vibrating surface, with velocity 𝑣𝑣𝑣𝑣 , moves in the 
direction of the incident laser beam and it reflects the laser light 
partially back to the LDV system causing a Doppler shift. More 
specifically, the reflected beam is brought into interference with 
a reference beam causing a phase modulation φ𝑚𝑚𝑚𝑚 (𝑡𝑡𝑡𝑡) and 
simultaneously a frequency shift Δf. Thus, the signal that 
arrives at the detector contains information about the 
displacement and the velocity quantity of the measured point 
on the vibrating surface. This entails, according to equation (1), 
that a displacement s(t) leads to a phase modulation: 

φ𝑚𝑚𝑚𝑚(t)  =  4 𝜋𝜋𝜋𝜋 𝑠𝑠𝑠𝑠(𝑡𝑡𝑡𝑡)
𝜆𝜆𝜆𝜆

 (1) 

After differentiating equation (1) with respect to dt and 
knowing that 𝑑𝑑𝑑𝑑φ/𝑑𝑑𝑑𝑑𝑡𝑡𝑡𝑡 = 2 𝜋𝜋𝜋𝜋 𝑓𝑓𝑓𝑓 and 𝑑𝑑𝑑𝑑s/𝑑𝑑𝑑𝑑𝑡𝑡𝑡𝑡 = 𝑣𝑣𝑣𝑣 this results in:  

𝑓𝑓𝑓𝑓𝑑𝑑𝑑𝑑(𝑡𝑡𝑡𝑡)  =  2 𝑣𝑣𝑣𝑣(𝑡𝑡𝑡𝑡)  cos 𝜃𝜃𝜃𝜃
𝜆𝜆𝜆𝜆

 (2) 

In equation (2) is fd(t) known as the Doppler frequency. In 
addition the term 𝑣𝑣𝑣𝑣(𝑡𝑡𝑡𝑡) cos 𝜃𝜃𝜃𝜃 indicates the velocity component 

along the line-of-sight axis of the laser. This entails that from 
equation (1) we can deduce the displacement information from 
the moving object and from equation (2) its velocity. This is 
done by demodulating the signal that is received at the detector 
into an analogue voltage signal that is in proportion with the 
velocity of the vibration. [10] 

This paper presents a proof-of-concept analysis to evaluate 
the applicability of a scanning LDV system as a measurement 
system to measure the vibrations in a liquid melt pool. 
Furthermore, we also present our experimental results that we 
obtained to show that, on the basis of the measured data, a 
change in the depth of the melt pool affects the measured data 
in the frequency spectrum. The continuation of this paper is as 
follows: section 2 discusses the experimental setup, while the 
results are reported in section 3. Finally, we draw some 
conclusions from this work and summarize them in Section 4.   

2. Experimental setup

As aforementioned, this paper presents a proof-of-concept
investigation to assess the feasibility of LDV measurements as 
an in-situ measurement approach for an additive manufacturing 
process. Therefore, we have designed an experimental setup as 
it is depicted in Figure 2. The used LDV system is a Polytec 
PSV-400 with an added objective to increase the spatial 
resolution. The digital camera built in the measurement head 
streams a live image spanning a field-of-view that measures 
1.8mm x 1.3mm. 

The copper baseplate is 3.6mm thick and has an outer 
diameter of 52 mm. As illustrated in Figure 2, the copper plate 
contains 7 flat-bottom holes. Here, we have chosen to keep the 
diameter of these holes, mimicking a melt pool, fixed to a value 
of 1.6 mm. On the other hand, we varied the depth of the holes. 
For an overview of the depth values, we refer to Table 1. The 
flat-bottom holes were filled to the best of our ability with 
99.99% pure Gallium, since this type of material is in a liquid 
state under ambient conditions. Figure 3 gives the reader an 
impression and shows how it looks like when we have filled 
one of the flat-bottom holes with the liquid metal. In this work, 
we used a B&K mini-shaker type 4810 to excite the different 
melt pools. As it can be noticed from Figure 2, there is also an 
ICP force sensor (from PCB Piezotronics model no. 208B02) 
attached between the plate and the shaker to record the force 

Fig. 1. Schematic of the two beam interferometer principle used in a LDV 
system; BS = beam splitter/combiner and M = mirror 

Fig. 2. Schematic of the experimental setup
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signal that is transmitted to the base plate. Here, we consider 
the measured force signal, transmitted from the shaker into the 
copper plate, as an input for the calculation of the frequency 
response functions. 

Table 1. Depth values of the pseudo melt pool in the copper plate 

flat-bottom hole identification tag depth (mm) 

#1 1 

#2 0.9 

#3 0.8 

#4 0.7 

The data management system of the scanning LDV 
generates an electrical signal that drives the shaker and also 
acquired at the same time the measured velocities at each point. 
After a measurement is finished we manually rotated the 
copper disk and redid the necessary alignment, as a part of the 
standard procedure, before launching a new scan with the LDV 
system. 

Figure 4 shows an overlay of the chosen scanning grid on 
the digital image acquired by the LDV system. Here, 21 
scanning points are within the area of the liquid metal and 8 
scanning points outside on the copper disk. Notice that it was 
possible to increase the amount of scanning points, however, 
the cost is an increase in measurement time. Therefore, we have 
limited the amount to a total of 29 of scanning points. In 
addition, we have used the same grid for all the different cases 
(i.e. melt pool depths) 

3. Experimental results

The measurement principle that underpins the LDV system
only allows to measure dynamic responses. Therefore, we used 

the shaker, an electrodynamic type, to induce a forced vibration 
so that we were able to measure the dynamic response. 
However, an excitation signal needs to be sent to the shaker. 
Hence, for the presented analysis and also consistent over all 
the cases, we used a swept sine signal that starts from 80 Hz 
and goes up to 800 Hz in 8 seconds. The frequency spectrum 
of the used signal is shown in the top graph in Figure 5.  

The signal’s bandwidth was set to these values after a couple 
of initial trial measurements in order to maximize the 
transmitted vibration energy and excite the liquid metal for the 
different cases. Here, we noticed that starting below the lower 
limit of 80 Hz was not necessary, since we only observed strong 
rigid body motions below this limit. As for the upper limit of 
800 Hz, it was not needed to go beyond this limit either, since 
lower order operational deflection shapes were measured 
below this limit. As one can notice from the bottom graph in 
Figure 5, the measured force signal follows the sent electrical 
signal. 

Fig. 3. A close-up view of one of the flat-bottom holes, in the copper disk,  
filled with liquid 

Fig. 4. An overlay of the defined scanning grid as acquired by the LDV system 

Fig. 5. (Top graph) Frequency spectrum of the electrical signal, used as an 
excitation signal, sent to the shaker; (bottom graph) Frequency spectrum 

of the measured force. 
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Fig. 6. Comparison between obtained frequency response function on 
copper plate (top graph) and within the liquid metal (bottom graph) 
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When looked to the calculated frequency response functions 
(FRF), i.e. measured velocity over the measured force, we 
noticed a clear difference as one can see in Figure 6. The top 
graph represents the calculated FRF on a solid (i.e. copper 
disk), as the bottom graph in Figure 6 is the calculated FRF in 
a point that is measured within the liquid metal. On the basis of 
this comparison, one can see that the obtained FRF in the liquid 
metal has a different shape and that it also contains several 
flattened peaks.  

If we focus our attention on the calculated FRFs, obtained 
from data measured within the liquid metal, then we noticed 
that with each flattened peak there is a corresponding 
operational deflection shape (ODS). The theoretical 
fundaments behind the topic of ODS, mode shapes and their 
association with resonance frequencies are extensively covered 
within many references that can be found in the literature, e.g. 
in [12-14]. From the latter references we know that a resonant 
vibration originates from an interaction between the inertial 
and the elastic material properties of the vibrating test object. 
Moreover, the ODS at the resonance frequency is heavily 
dominated by the contribution of one specific mode shape. 
Figure 7 shows the ODS for a melt pool depth of 1 mm (case 
#1 from Table 1). The shown ODS is taken at the resonant peak 
with the highest amplitude (highlighted peak in the top graph 
that is shown in Figure 9). As one can see from Figure 7, this 
ODS corresponds to an up-and-down movement of the liquid 
metal while the solid structure doesn’t move and stays at the 
level of the reference plane.    

Hence, we identify the ODS shown in Figure 7 as a first mode 
of the melt pool that is uncoupled from the surrounding solid 
structure. Furthermore, if we repeat the same procedure for the 
different cases listed in Table 1, then we obtain consistent 

results. This entails we identify the same mode shape at the 
frequency with the highest amplitude. Figure 8 shows the same 
mode, as identified in Figure 7, but for case #4. Thus, for a 
different melt pool depth. On the other hand, while there is a 
consistency in the identified ODS, as the mode shape of the 
melt pool, the corresponding frequency undergoes a shift. More 
specifically, as depicted in Figure 9, we clearly see that the 
resonance frequency of the melt pool shifts depending on the 
depth of the melt pool. 

In Figure 10 we show the variation of the frequency 
corresponding to the identified first mode (shown in Figure 7 
and 8) as a function of the melt pool’s depth.  
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Fig. 7. The obtained ODS at resonance peak for case #1. Here, referring 
to the highlighted peak from Figure 9 (top graph) 

Fig. 8. The obtained ODS at resonance peak for case #4. Here, we refer 
to the highlighted peak from Figure 9 (bottom graph) 

Fig. 9. Calculated FRFs for all the different melt pool depths that are given 
in Table 1. The top graph corresponds to case #1 and bottom graph case #4. 

Fig. 10. Obtained variation in resonance frequency in function 
of melt pool depth 
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4. Conclusions

This paper presents a proof-of-concept analysis that
confirms the applicability of a scanning LDV system as a 
measurement system to identify the vibrations in a liquid melt 
pool. Furthermore, we have shown in this contribution, on the 
basis of experimental data, that a change in the depth of the 
melt pool can be tracked via the resonance frequency that 
corresponds to the operational deflection shape of the melt 
pool. We believe that the presented proof-of-concept shows 
potential for further investigation in order to better understand 
the complex nature of a formed melt pool during an additive 
manufacturing process.  
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

Additive Manufacturing is on the threshold of full industrial use in various leading industries. This is due to the continuous 
development of machine systems regarding availability, stability, reproducibility and repeatability alongside their ever-increasing 
productivity. To achieve high quality parts, process variables must be monitored during production, for example with a Melt Pool 
Monitoring (MPM) system to measure their characteristics. Initial and long-term stable calibration of the monitoring system must 
be ensured with proper alignment, positioning and the size of the measuring surface itself. To secure direct comparison of multi-
optics within a machine as well as transferability from machine to machine, a quantitative intensity calibration must also be carried 
out. This paper provides a new calibration approach with measuring equipment and tools including a Measurement System Analysis 
(MSA), exploring possibilities and limitations in terms of absolute accuracy, repeatability and reproducibility as well as workflows 
for the measurement equipment and machine calibration. 
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1. Introduction 

The industrialization of metal Additive Manufacturing 
(AM) by means of laser powder bed fusion (LPBF), in 
particular also known as Selective Laser Melting, focuses on 
aspects such as process safety and the basic requirements of a 
necessarily economical operation, quality assurance and 
certification. The latter is currently one of the highest priorities 
of machine manufacturers, end users as well as national and 
international platforms for standardization such as DIN, ISO or 
ASTM [1,2,3]. In the course of machine, process and part 
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qualification, all the parameters used for the validation of 
qualification manufacturing processes are recorded as basic 
parameters for part qualification and defined for the subsequent 
manufacturing processes. In order to ensure the required 
quality criteria of the product, regular maintenance is defined 
at fixed time intervals or after a predetermined number of 
production hours, documenting the proper functioning of all 
important machine action and machine components within a 
defined maintenance procedure. 

Throughout the course of these qualification phases, the 
implementation of process monitoring systems increases in 
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qualification, all the parameters used for the validation of 
qualification manufacturing processes are recorded as basic 
parameters for part qualification and defined for the subsequent 
manufacturing processes. In order to ensure the required 
quality criteria of the product, regular maintenance is defined 
at fixed time intervals or after a predetermined number of 
production hours, documenting the proper functioning of all 
important machine action and machine components within a 
defined maintenance procedure. 

Throughout the course of these qualification phases, the 
implementation of process monitoring systems increases in 
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order to record not only machine condition but also process 
stability and/or the detection of any process anomalies, which 
in turn can lead to defects in part structures [4,5]. The real-time 
monitoring of the melt pool is used to detect thermal process 
emissions and is of main focus to assure in-process quality in 
both the scientific and industrial environment [6]. This type of 
process monitoring is used, as an example, to gain knowledge 
of sophisticated interaction between mechanisms or for process 
parameter studies (as noted above) within research and 
development or during the part qualification phase. With this 
process monitoring used in the field of applications during 
industrial production, the corresponding quality requirements 
for functionally correct operations apply here, as well as, for all 
other machines and machine components. For coaxial melt 
pool monitoring (MPM), similar optical reference values and 
parameters for the actual optics of the machine are relevant. 
The quality of the measured data recorded during operation is 
defined by the quality of the initial alignment and positioning 
of the detection area, in relation to the beam position, as well 
as, the size of the actual detection area of an imaging optics at 
the location of the laser-powder interaction. During 
maintenance, it must be ensured that the detection position 
specified by the software and the actual beam position and the 
detection area are within the tolerances recommended by the 
machine manufacturer. 

To significantly increase productivity, machine 
manufacturers are intensifying the development of multi-optic 
systems. Since spatially resolved, MPM also requires a 
corresponding monitoring system for each laser system 
(complete recording of the entire layer information), and as 
such, the alignment of the optics to each other is also required. 
Most applications of such a coaxial process monitoring are 
currently dedicated to relative, i.e. qualitative analysis 
approaches, because due to the arrangement and the number of 
complex, optical systems and interfaces of a machine optic (i.e. 
the laser beam entry window, scanner etc.) require extensive 
spectral properties to be taken into account in order to calibrate 
them to an absolute value. In order to be able to extend the 
current qualitative analyses to quantitative analyses on one 
hand, versus the ability to use the application on multi-optic 
systems on the other, a sufficient transferability between the 
optics within a multi-optic system along with the transferability 
from single optic machines to multi-optic machines and their 
spectral sensitivity to its detection position and area must be 
guaranteed. 

2. Experimental setup 

The utilized melt pool monitoring (MPM) system is based 
on two photodiodes with distinct wavelength ranges up to 
2500nm in the near infrared region (NIR) of spectral emission 
[6]. Therefore, the system approach for calibration must 
operate and detect emission within the same range of 
wavelengths. 

The NIRQuest512 from OceanInsight is the utilized 
spectrometer and serves as reference for the calibration of the 
MPM system [7]. One key factor of the spectrometer is the 
ability for an external calibration according to international 
standards. The calibration of the spectrometer includes an 

integrating sphere and an optical fiber. The integrating sphere 
homogenizes the light emitted by the transfer medium to secure 
a higher accuracy and repeatable measurement. 

The light source HL-2000LL from OceanInsight served as 
the transfer medium [8]. Key factors are a lifetime of 
approximately 10,000h and a stabilizing power supply for 
constant emission from the halogen tungsten lamp. 

The calibration presented here of the melt pool monitoring 
systems are conducted on multi-optic machine systems with 
two parallel lasers, so that one MPM system is mounted on each 
optical bench. Both the machine, SLM280HL-Twin system, and 
the MPM systems are from SLM Solutions [9]. The optical 
components have an influence on the calibration due to 
quantitatively different spectral properties. Prior to the 
calibration of the MPM system the position and size of the 
detection area is adjusted with a patented calibration plate [10]. 

3. Method - Adjustment and calibration routine 

The spectrometer serves as reference for calibration of the 
MPM system. The selection of a specific MPM system 
representing the “golden-unit” is not suitable because of the 
unknown long time behavior and possibly occurring changes in 
the set-up of the series system. 

 The spectrometer has been calibrated according to DIN/ISO 
17025 with a precision light source according to the following 
scheme; see Figure 1 [11]. 

 

The check of the calibration is carried out at regular intervals 
set by the measurement equipment guidelines for the relevant 
measurement range between 900nm to 2500nm.  

The spectrometer serves as the measurement device to 
measure the emission from the light source as a transfer 
medium. A schematic representation of an experimental setup 
for determining calibration factors of a transfer medium is 
shown in Figure 2.  

Additionally, the light source can be utilized to illuminate 
the calibration plate for positioning and focusing of the 
measurement spot resp. the detection area. Significant basic 
conditions for the choice of the light source are: 

• Safe handling in terms of heat radiation  
• Compact design to fit in all types of machines 
• Suitable intensity to meet the intensity levels of the 

process and get a sufficient signal level 

Figure. 1. Calibration scheme of transfer medium and measurement 
equipment 
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• Repeatable emission for plenty of measurement 
cycles 

Channel specific calibration factors for both photodiodes are 
calculated with an analysis from the measurement of 
spectrometer and light source. The calibration factors resulting 
from this light source measurement are considered for the 
further adjustment of the MPM systems. 

Subsequently, each MPM system has to be adjusted to meet 
the specifications set by the manufacturer with the calibration 
plate. A coaxial alignment of laser spot with measurement spot 
resp. detection area is adjusted to avoid various influencing 
factors on process monitoring data. The measurement spot size 
resp. detection area is set by focusing of the system in order to 
have a comparable measurement spot across all machines and 
optical benches. The aim is to avoid different influence of 
surrounding area on process monitoring data [4]. 

The light source is aligned exactly vertically below the optic 
and in the later working plane to measure its emission with the 
MPM system for the absolute intensity calibration, see Figure 
3. 

A comparison of the captured data under consideration of 
the light source calibration factors to a set reference. The 

calibration factors for both channels have to be calculated 
separately, see Formula 1.  

 
 
 

 

 
(1) 

4. Measurement System Analysis 

Procedure 
 
The standard approach of measurement system analysis 

(MSA) is adapted to meet the needs of the current process [12]. 
The two-stage calibration approach is analyzed separately for 
this chapter. The combination of both is evaluated in chapter 5 
in respect to calibration accuracy. Three light sources represent 
the reference parts. The measurements with the light sources 
are repeated several times with the spectrometer and the MPM 
system. Three different operators measure every light source 
five times with the same measurement equipment. The 
measurements with the different systems are spatial and 
temporal, separated to simulate application of a field operation. 
The light sources are changed and the measurement systems 
are set to their original state after each repeated measurement 
to eliminate further influencing factors regarding the warming-
up phase. A certain warm-up time is defined and applied for 
each measurement and reference part. 

The light sources are as standard regarding their emission 
intensity not calibrated. The halogen tungsten lamp reduces its 
emission due to aging for longer power-on times. For the first 
ten hours, power-on time leads to an aging of one percent when 
measuring it with the spectrometer. After a power-on time of 
60 hours, the power loss of all further 10 hours intervals is now 
reduced to 0.25%. The aging of the lamp resp. the light source 
is one influencing factor for the following results and will be 
indicated when needed. 

 
Spectrometer measurement 

 
Firstly, the light sources are measured with the 

spectrometer. After 10 minutes of warm up time for the 
spectrometer, the light sources are switched on. The data is 
captured for 10 minutes and the last 3 minutes are used for 
further calculation. This results in 7 minutes warming-up time 
for the light sources. The spread of the data acquisition is 
calculated with data from 25 repeated measurements conducted 
by one operator and one light source. The standard derivation 
is 0.6% of the measurement value including 0.1% aging over a 
power-on time of 250 minutes. Three operators measured the 
three light sources in five repeated measurements to determine 
the repeatability and reproducibility (GageR&R) of the 
measurement process. The aging of every light sources 
amounts to 0.06% for the 15 measurements and 150 minutes 
power-on time. To determine the variance, ANOVA (analysis 
of variance) method is used to analyze the results of the 
measurements [12]. For new measurement systems, a 
GageR&R with a maximum of 20% is recommended. 
The GageR&R for both measurement channels averaged is 
5,89% and proves a suitability of the measurement equipment. 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶   =   
MPM𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅

MPM   *   Cal𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿ℎ𝑡𝑡𝑡𝑡
 

Figure 2. Experimental calibration setup with spectrometer, optical fiber, 
integrating sphere and light source 

Figure 3. Representation of the aligned transfer medium inside the build 
chamber of a machine system/ test bench 
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order to record not only machine condition but also process 
stability and/or the detection of any process anomalies, which 
in turn can lead to defects in part structures [4,5]. The real-time 
monitoring of the melt pool is used to detect thermal process 
emissions and is of main focus to assure in-process quality in 
both the scientific and industrial environment [6]. This type of 
process monitoring is used, as an example, to gain knowledge 
of sophisticated interaction between mechanisms or for process 
parameter studies (as noted above) within research and 
development or during the part qualification phase. With this 
process monitoring used in the field of applications during 
industrial production, the corresponding quality requirements 
for functionally correct operations apply here, as well as, for all 
other machines and machine components. For coaxial melt 
pool monitoring (MPM), similar optical reference values and 
parameters for the actual optics of the machine are relevant. 
The quality of the measured data recorded during operation is 
defined by the quality of the initial alignment and positioning 
of the detection area, in relation to the beam position, as well 
as, the size of the actual detection area of an imaging optics at 
the location of the laser-powder interaction. During 
maintenance, it must be ensured that the detection position 
specified by the software and the actual beam position and the 
detection area are within the tolerances recommended by the 
machine manufacturer. 

To significantly increase productivity, machine 
manufacturers are intensifying the development of multi-optic 
systems. Since spatially resolved, MPM also requires a 
corresponding monitoring system for each laser system 
(complete recording of the entire layer information), and as 
such, the alignment of the optics to each other is also required. 
Most applications of such a coaxial process monitoring are 
currently dedicated to relative, i.e. qualitative analysis 
approaches, because due to the arrangement and the number of 
complex, optical systems and interfaces of a machine optic (i.e. 
the laser beam entry window, scanner etc.) require extensive 
spectral properties to be taken into account in order to calibrate 
them to an absolute value. In order to be able to extend the 
current qualitative analyses to quantitative analyses on one 
hand, versus the ability to use the application on multi-optic 
systems on the other, a sufficient transferability between the 
optics within a multi-optic system along with the transferability 
from single optic machines to multi-optic machines and their 
spectral sensitivity to its detection position and area must be 
guaranteed. 

2. Experimental setup 

The utilized melt pool monitoring (MPM) system is based 
on two photodiodes with distinct wavelength ranges up to 
2500nm in the near infrared region (NIR) of spectral emission 
[6]. Therefore, the system approach for calibration must 
operate and detect emission within the same range of 
wavelengths. 

The NIRQuest512 from OceanInsight is the utilized 
spectrometer and serves as reference for the calibration of the 
MPM system [7]. One key factor of the spectrometer is the 
ability for an external calibration according to international 
standards. The calibration of the spectrometer includes an 

integrating sphere and an optical fiber. The integrating sphere 
homogenizes the light emitted by the transfer medium to secure 
a higher accuracy and repeatable measurement. 

The light source HL-2000LL from OceanInsight served as 
the transfer medium [8]. Key factors are a lifetime of 
approximately 10,000h and a stabilizing power supply for 
constant emission from the halogen tungsten lamp. 

The calibration presented here of the melt pool monitoring 
systems are conducted on multi-optic machine systems with 
two parallel lasers, so that one MPM system is mounted on each 
optical bench. Both the machine, SLM280HL-Twin system, and 
the MPM systems are from SLM Solutions [9]. The optical 
components have an influence on the calibration due to 
quantitatively different spectral properties. Prior to the 
calibration of the MPM system the position and size of the 
detection area is adjusted with a patented calibration plate [10]. 

3. Method - Adjustment and calibration routine 

The spectrometer serves as reference for calibration of the 
MPM system. The selection of a specific MPM system 
representing the “golden-unit” is not suitable because of the 
unknown long time behavior and possibly occurring changes in 
the set-up of the series system. 

 The spectrometer has been calibrated according to DIN/ISO 
17025 with a precision light source according to the following 
scheme; see Figure 1 [11]. 

 

The check of the calibration is carried out at regular intervals 
set by the measurement equipment guidelines for the relevant 
measurement range between 900nm to 2500nm.  

The spectrometer serves as the measurement device to 
measure the emission from the light source as a transfer 
medium. A schematic representation of an experimental setup 
for determining calibration factors of a transfer medium is 
shown in Figure 2.  

Additionally, the light source can be utilized to illuminate 
the calibration plate for positioning and focusing of the 
measurement spot resp. the detection area. Significant basic 
conditions for the choice of the light source are: 

• Safe handling in terms of heat radiation  
• Compact design to fit in all types of machines 
• Suitable intensity to meet the intensity levels of the 

process and get a sufficient signal level 

Figure. 1. Calibration scheme of transfer medium and measurement 
equipment 
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• Repeatable emission for plenty of measurement 
cycles 

Channel specific calibration factors for both photodiodes are 
calculated with an analysis from the measurement of 
spectrometer and light source. The calibration factors resulting 
from this light source measurement are considered for the 
further adjustment of the MPM systems. 

Subsequently, each MPM system has to be adjusted to meet 
the specifications set by the manufacturer with the calibration 
plate. A coaxial alignment of laser spot with measurement spot 
resp. detection area is adjusted to avoid various influencing 
factors on process monitoring data. The measurement spot size 
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have a comparable measurement spot across all machines and 
optical benches. The aim is to avoid different influence of 
surrounding area on process monitoring data [4]. 

The light source is aligned exactly vertically below the optic 
and in the later working plane to measure its emission with the 
MPM system for the absolute intensity calibration, see Figure 
3. 

A comparison of the captured data under consideration of 
the light source calibration factors to a set reference. The 

calibration factors for both channels have to be calculated 
separately, see Formula 1.  
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is 0.6% of the measurement value including 0.1% aging over a 
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MPM measurement 
 
The MPM system measures in the second stage the light 

source to determine the suitability of the measurement system. 
The test is similar to the approach taken with the spectrometer. 
First, 25 measurements with one light source resulted in an 
standard derivation of 0,5% with an negligible aging of 0,01% 
due to shorter power-on times. For the R&R-Gage is again 
conducted by three operators with three light sources with five 
measurement repetitions. Additionally, two MPM systems of 
the SLM280HL-Twin system are used to get more data and 
hence, a more reliable result. The light source is removed from 
the machine and disassembled between each measurement to 
ensure constant boundary conditions. The aging of the light 
source can again be neglected (45 minutes results in 0.02% 
aging). The results for both MPM systems are shown in Table 
1. 

Table 1. GageR&R for MPM-system calibration 

 Channel 1 Channel 2 
MPM system 1 2.35% 3.16% 
MPM system 2 3.31% 3.69% 

 
 The GageR&R averaged for all combinations is 3.13% and 

proves the suitability of the MPM system as a viable 
measurement method to capture the emission of the light 
source. 

5. Transferability between optical benches and machines 

Using the data from the calibration of the light sources 
determined in chapter 4, their calibration factors “CalLight” are 
calculated and later taken into account in the calibration of the 
individual optics. 

The calibration of two optics with all three light sources in 
comparison to each other show a scatter of 0.98% for channel 
1 and 0.72% for channel 2 during this relative adjustment. 
When assessing an absolute adjustment, the absolute signal 
level of the individual transfer media (light source), in this case 
light sources, is decisive, since in practice different light 
sources or lamps of light sources would be used to calibrate one 
and the same machine over several preventive maintenance 
intervals, regardless of the fact that this will generally not be 
the case within one maintenance assignment. The accuracies or 
differences to be determined here show the absolute, 
quantifiable difference between the light sources after 
application of the light source specific calibration factor 
(CalLight). In this procedure, individual measurements of 
different light sources are compared to each other on both 
optical benches (MPM01, MPM02). For each MPM system, 45 
individual measurements are made, which result in a maximum 
absolute deviation of approx. 7%, see Table 2. 

Table 2. Maximum absolute deviation in respect of of two MPM systems, two 
optics as well as different light sources 

 Channel 1 Channel 2 
MPM01 7.02% 4.49% 
MPM02 5.67% 3.09% 

 
This is a worst-case scenario, which does not correspond to 

reality as it does not provide a conclusive statement on the 
transferability of the entire approach. For a better 
approximation, individual measurements of each light source 
are averaged. The comparison of the light sources results in a 
maximum deviation, see Table 3. 

Table 3. Maximum absolute deviation of the approach in respect of 
transferability between optical benches and machines 

 Channel 1 Channel 2 
∆ Lamp 5,4% 2,8% 

6. Summary and outlook 

The study shows a procedure for the reliable and statistically 
validated calibration of a coaxial melt pool monitoring (MPM) 
system operating in real time over its entire spectral sensitivity 
range including the transferability to different optical systems 
and machines for the application of multi-optic Selective Laser 
Melting. This was preceded by a necessary procedure to ensure 
the positioning accuracy between the detection area and the 
actual laser position as well as a stable and comparable 
detection area itself. 

The method comprises two transfer media with a high-
precision, initially absolutely calibrated light source (transfer 
medium 1) and an additionally used light source (transfer 
medium 2), whose emission is absolutely measured in the 
course of the method. One of the two measuring devices is a 
calibrated spectrometer, which is calibrated by transfer 
medium 1 and measures transfer medium 2. This forms the first 
part of the two-step calibration procedure. In the course of a 
measurement system analysis (MSA), performed according to 
the ANOVA (analysis of variance) method, it could be proven 
that the Gage Repeatability and Reproducibility (GageR&R) 
for both photodiode-based measuring channels of the MPM is 
only 5.89% on average and thus suitable as measuring 
equipment with a safety factor >3.  

The use, and in particular the accuracy of transfer medium 
2, was determined within the second calibration process, during 
which the suitability of the MPM systems used was determined 
in the course of a further MSA. Fortunately, the GageR&R 
averaged for all combinations is 3.13% and, with a safety factor 
of >6, also proves the suitability of the MPM system as a 
practicable measuring method for detecting thermal emission 
from the light source used (transfer medium 2). 

Finally, with the help of the calibration routine presented, an 
absolute accuracy of 5.4% could be determined for the initial 
application as well as its transferability from optics to optics 
and from machine to machine when using MPM. 

With this procedure, in addition to the identification of 
limits and possibilities, a first initial tolerance to be specified 
could be worked out, which in the holistic approach, meets the 
standardization requirements according to DIN, ISO and 
ASTM [1,2,3]. In addition, a more precise comparability of 
such a process monitoring system by factors was given and the 
basis for further quantitative analyses was laid.  
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MPM measurement 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

Channels with small diameters, used for example in conformal cooling, can nowadays be fabricated by laser powder bed fusion. Measurements 
of the mean effective diameter and surface topography are important to quantify the flow capabilities through the channel. In this paper, a new 
method using X-ray computed tomography is developed to obtain the mean effective diameter and mean surface topography height. The 
developed method is verified by determining the mean effective diameter using incompressible turbulent fluid flow simulations, whereupon the 
determined mean surface topography height is fed as an input to the simulation. The method is proved to offer a non-destructive and relatively 
fast approach to measure the mean effective diameter and mean surface topography height in circular channels. 
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1. Introduction 

The process capabilities of metal additive manufacturing are 
improving drastically, now allowing the fabrication of intricate 
structures with reduced deviations and errors [1]. The 
production of channels with small diameters and different 
inclinations has always been of significant interest in 
manufacturing advanced industrial components, such as gas 
turbine parts. With the aid of laser powder bed fusion (L-PBF) 
process, the fabrication of internal channels in metallic parts has 
been made easier and rapid. However, a major challenge lies in 
the dimensional and quality assessment of the produced part. 
Furthermore, the surface of additively manufactured channels 

 
 

 

is subject to high surface irregularities, which could potentially 
affect the channels’ functionality, for example causing pressure 
drop and heat transfer reduction [1,2]. Therefore, the mean 
effective diameter affected by the microscale surface 
irregularities must be carefully analyzed in a non-destructive 
manner to understand the effects on the functionality of the 
channel [1]. 

X-ray computed tomography (CT) offers the advantage of 
non-destructively assessing the fabricated parts both internally 
and externally over a wide variety of components [3,4]. There 
are different approaches to perform dimensional and 
geometrical analyses, such as the nominal to actual comparison 
analysis on the CT scanned part using different post-processing 
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drop and heat transfer reduction [1,2]. Therefore, the mean 
effective diameter affected by the microscale surface 
irregularities must be carefully analyzed in a non-destructive 
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software [5]. However, for parts with high surface irregularities 
and deformations, the alignment between the nominal (CAD 
model) and the actual (CT) geometry of the scanned part is 
prone to bias and errors, which can impair the accuracy of the 
dimensional assessment [5]. Especially, in the case of channels 
fabricated by laser powder bed fusion process (L-PBF) 
deviating from the build platform, poor surface quality can be 
witnessed predominantly due to several causes such as stair-
case effect or sag and dross formations. 

To overcome these hurdles, a new method is proposed in this 
paper to assess the mean diameter and internal surface 
topography of cylindrical channels fabricated by L-PBF with 
respect to the functionality of the part. Using algorithms for 
‘wall thickness analysis’ in VGStudio MAX 3.3 (Volume 
Graphics GmbH, Germany) which are based on the voxel grey 
values of the scanned volume [6], it is possible to analyse the 
part geometrical deviations without the necessity of an 
alignment with the nominal object. In particular, in this work 
wall thickness analysis is performed on the CT reconstructed 
volume inside a specific region of interest, including only the 
internal channel to avoid contributions from the external 
deviations. The method is applied once operating in 
background (i.e. the volume inside the channel) and once in 
material mode. The resulting thickness histograms are used to 
obtain the mean diameter (background mode) and microscale 
surface features (material mode).  

In fluid mechanics, the microscale surface features in the 
channel are evaluated through functional-related parameters, 
particularly the so called ‘sand grain roughness’ (ks) or ‘mean 
roughness height’ (ε), which is defined as the mean height of 
tightly packed protruding sand grain like features that are 
uniformly distributed inside the channel [7]. Further work is 
needed to correlate the functional-related parameters with 
standard surface texture parameters. Since metal additive 
manufacturing technologies have been in use over a short 
period of time, the research studies on influence of ks over the 
functionality in additively manufactured parts are limited 
[8,11]. Increasing dimensions of microscale surface features in 
the channel (and corresponding ks values) lead to increase in 
friction during fluid flows and affect the mass flow rate due to 
the resulting pressure drop [2]. As part of this work, the 
obtained values from wall thickness analysis were compared to 
flow simulations using ANSYS Fluent 19.2 (ANSYS, Inc., 
United States of America) to evaluate the corresponding 
pressure drop throughout the length of the channel and thereby 
the resulting hydraulic diameter (dh) were calculated. 

The specimen investigated in this study is a cylinder, which 
is a part of the benchmark artefact proposed in [9], with a 
nominal internal hole diameter of 1 mm and a wall thickness of 
0.8 mm with an overall cylinder length of 19.2 mm. The 
material used for fabrication was INCONEL 718, which is an 
austenitic nickel-chromium-based superalloy, commonly used 
for high temperature applications in gas turbines. The specimen 
was fabricated vertically with an orientation perpendicular to 
the build platform. Upon fabrication, the specimen was cut 
from the build platform by electrical discharge machining 
(EDM). 
 

Nomenclature 

CT X-ray computed tomography  
L-PBF Laser Powder Bed Fusion 
ROI  region of interest 
msth  mean surface topography height 
ks  sand grain roughness 
ε  mean roughness height 
dh  hydraulic diameter 
∆P  pressure drop 
ṁ  mass flow rate 
dmean  mean diameter 
 

2. Methodology 

2.1. X-ray Computed Tomography measurements 

The component was scanned using a metrological CT 
system (Nikon MCT 225, Nikon Metrology X-Tek, UK). To be 
able to resolve the microscale surface features inside the 
channel, the part was positioned as close as possible to the X-
ray source to achieve the highest resolution, resulting in a voxel 
size of 4 µm. Table 1 represents the optimised scan parameters 
that were applied to scan the part. Due to the density of the 
material, a filter of 0.5 mm thickness made of tin was used to 
reduce beam hardening artefacts. The specimen was CT 
scanned at its centre, for a total length of the reconstructed 
channel of around 7 mm. Subsequently, the acquired images 
were reconstructed with the reconstruction software provided 
by the CT system manufacturer, without any additional 
mathematical filtering or artefact reduction. Upon 
reconstruction, the volume was imported in VGStudio MAX 
3.3 for further analysis. 

Table 1. Optimized scan parameters used for CT measurements 

Parameter Value 

Power 6.8 W 

Voltage 170 kV 

Exposure time 

Number of projections 

2 seconds 

2000 

 
After surface determination, a region of interest (ROI) 

comprising only the internal channel was created to perform 
the wall thickness analysis, in two different modes (background 
and material). Figure 1 shows the cross-section of the analyzed 
channel. The section marked in red is the ROI comprising the 
internal channel. As denoted in the legend of the figure, the 
direction of the blue and yellow arrows represents the 
operational direction of the background and material modes. 
The background mode operates on the internal volume of the 
channels (i.e. non-material voxels) using the determined 
surface as the starting point to find the opposite surface under 
a certain opening angle [10]. On the other hand, the material 
mode functions in the same manner with the difference that it 
determines the thickness distribution of the material voxel 
contained in the ROI. In both the cases, the Ray method was 
chosen with a search angle of 15° [10]. The resulting wall 
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thickness histograms were exported and further processed with 
the aid of an in-house developed MATLAB script to obtain the 
mean diameter and the mean surface topography height (msth).  

 
2.2. Application of Computational Fluid Mechanics 
 

Incompressible Reynolds-averaged Navier-Stokes (RANS) 
turbulent fluid flow simulations were performed with k-ε 
turbulence model at four different mass flow rates (ṁ) using 
ANSYS Fluent. The nominal diameter is used as the channel 
diameter in the Computational Fluid Mechanics model and the 
aforementioned msth is used as the ks inside the channel, which 
is a necessary input to determine the associated pressure drop 
(∆P) and the exit fluid flow velocity over a certain channel 
length [11]. To achieve comparability, the channel length in the 
CFD model was the same as analyzed by CT. Subsequently, the 
general mass flow rate (ṁ) equation was used to calculate the 
corresponding dh. To perform high fidelity simulations, 
polyhedral mesh was used, thereby increasing the accuracy. 
Furthermore, to achieve fully developed turbulent flow at the 
inlet of the channel, the length of the channel was extruded 10 
times more before the actual inlet. In addition, the theoretical 
pressure-drop and the friction factor for the mean diameter and 
msth were calculated using the Colebrook-White and Darcy–
Weisbach equations, as a theoretical reference case [12].  
 
3. Results and discussion 
 

The results discussed in this paper do not reflect the actual 
additive manufacturing capabilities of Baker Hughes. Figure 2 
shows a cross-sectional view of the analyzed channel 
perpendicular to channel direction, whereas Figure 3 displays 
a 3D rendering of the wall thickness analysis performed in 
material mode inside the ROI. The microscale surface features 
show sizes up to 120 µm (shown in red in Figures 2 and 3). 
Analyzing the 3D rendering, there is a trend in the distribution 
of the surface features leading to an increased number of 
particles on one side of the channel, which is caused by the  
 

 
interaction between the previously printed layer and the re-
coater, while spreading a new powder layer. Furthermore, from  
Figure 3, it is evident that the microscale surface features have 
an anisotropic distribution. 

The cropped wall thickness histograms and the 
corresponding Gaussian fits of the CT analysis are shown in 
Figure 4 and 5. The fits are performed in a selected region 
around the main peak avoiding the tails where it includes 
features that do not correspond either to the microscale surface 
features or to the channel diameter, but are rather intermediate 
distances caused by the methodology involved in the wall 
thickness analysis. Figure 4 shows the obtained msth with the 
centre of the fitted Gaussian at 25 µm. In this case, the fitting 
was performed between 0 to 50 µm. On the other hand, Figure 
5 displays the histogram data and the Gaussian fit for the mean 
internal channel diameter, resulting in a mean diameter of 0.93 
mm, which is a reduction of 70 µm with respect to the design 
value. In this case, the range for the Gaussian was chosen again 
around the centre of the main peak considering the histogram 
data between 880 µm and 1100 µm. As mentioned above, the 
determined msth is used in the flow simulations to verify the 
mean channel diameter obtained by CT.  

Fig. 1. Cross-section of the analysed channel with the ROI denoted in red. 
The blue and yellow arrows represent the analysis direction for background 

and material mode of the wall thickness analysis. 

Fig. 3. 3D rendering view of the wall thickness analysis performed in 
material mode on the 1 mm channel over a total length of 6.8 mm, revealing 

the microscale surface features in red. 

Fig. 2. Cross-sectional view of the wall thickness analysis performed in 
material mode on the channel, revealing the microscale surface features in 

red. 



 Lokesh Chandrabalan  et al. / Procedia CIRP 94 (2020) 414–418 4174 L. Chandrabalan et al. / Procedia CIRP 00 (2020) 000–000 

 

 
The developed CFD model and the axial velocity contour 

plot of an incompressible turbulent fluid flow simulation are 
shown in Figure 4 and Figure 5 respectively. The msth of 25 
µm from the wall thickness analysis in the material mode was 
given as an input for ε in ANSYS Fluent, only in the domain 
consisting the actual length of the channel excluding the 
additional extruded length before the inlet [11].  

 

 
The results of the incompressible turbulent fluid flow 

simulations at different ṁ and the corresponding theoretical 
values are summarized in Table 2. The theoretical and the 
calculated pressure drop (∆P) values from the CFD simulations 
are in line, with an error less than 1%. This indicates that the 
obtained msth from CT is equivalent to ks or ε in circular pipe 

flows. Since the channel has a cylindrical geometry, the mean 
diameter from the wall thickness method is equivalent to the 
calculated hydraulic diameter from the incompressible 
turbulent fluid flow simulations. The calculated dh, at all mass 
flow rates, has a deviation of less than 1.5% from the mean 
internal channel diameter obtained from CT. This additionally 
confirms the hypothesis of msth corresponding to ε or ks and 
verifies that the mean channel diameter is equivalent to the 
hydraulic diameter. 

Table 2. Comparison of theoretical and simulated results, dh based on CFD 
simulations 

 ṁ 
(kg/s) 

∆P (Pa) 
(Theoretical) 

∆P (Pa) 
(Simulation) 

dh 

(mm) 
∆Pthe. vs 
∆Psim. 

(% Error) 

dmean. vs 
dh  

(% Error) 

0.004 7522 7455 0.916 0.89 1.26 

0.0055 13925 13963 0.915 0.27 1.40 

0.007 

0.0085 

22272 

32565 

22305 

32376 

0.914 

0.914 

0.14 

0.58 

1.47 

1.47 

 

4. Conclusions 

The study focused on developing a new approach using CT 
to determine the mean effective diameter and internal 
microscale surface features of cylindrical channels fabricated 
by L-PBF, taking strongly into consideration the flow 
functionality of the component. The mean channel diameter 
obtained from CT was verified by comparison with the 
calculated hydraulic diameter from CFD simulations, showing 
deviations less than 1.5%.  

The obtained pressure-drops for different mass flow rates 
from the CFD simulations were compared to the reference case. 
The comparison studies showed error less than 1%, confirming 
the hypothesis that the mean surface topography height 
corresponds to ks or ε in circular channel. 

The results presented in this work are the first proof of 
concept of the proposed method. Future work will include 
analyzing inclined channels with high surface irregularities due 
to stair-case effects and dross formations and thereby verify 
and correlate the concept of ks. Furthermore, the methodology 
will be validated with experimental flow tests on different 
internal channel geometries, with respect to actual applications. 

Fig. 4. Wall thickness histogram with fitted Gaussian for msth. 

Fig. 5. Wall thickness histogram with fitted Gaussian for mean internal 
channel diameter. 

Fig. 6. Developed CFD model for incompressible turbulent fluid flow 
simulations. 

Fig. 7. Exemplary axial velocity contour plot. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

The formation of keyholes during high-irradiance laser-metal interaction is the complex, multiphysics phenomenon that underpins industrial 
processes such as laser-based additive manufacturing, laser welding, and laser cutting. The complex dynamics of energy coupling in keyhole 
formation are not well understood, and the energy absorptance in these processes are often assumed to be constant. Therefore, we implement two 
state-of-the-art measurement techniques in operando to simultaneously measure keyhole depth using inline coherent imaging and laser energy 
absorptance using integrating sphere radiometry at imaging rates of 200 kHz. Results directly reveal the time evolution of cavity-enhanced 
absorptance in these keyholes generated by the laser-metal interaction. For stationary irradiance on AISI 316 stainless steel, we find that 
processing in an argon-rich environment compared to air reduces coupling efficiency by 50 % ± 11 % in conduction, 27 % ± 2 % in transition, 
and 8 % ± 3 % in keyhole mode. High imaging rates allow clear observation of liquid surface oscillations and corresponding changes to 
absorptance, declining from 15 kHz to 10 kHz over the first 10 ms of the spot weld. 
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1. Introduction 

Laser welding, cutting, and additive manufacturing suffer 
from a lack of in situ monitoring tools and real-time control 
methods, leading to long development cycles for new 
processes, high rates of defects, and difficulty in setting 
industry standards [1, 2, 3, 4]. A crucial element of the laser-
metal interaction that is often simulated but lacks experimental 
validation is the relationship between melt pool shape 
(including keyholes) and energy absorption [5, 6, 7, 8]. Recent 
efforts have made great progress on this problem through 
specialized research monitoring tools that directly image the 
melt pool and keyhole shapes (i.e., high-speed x-ray imaging 
[9, 10]) and measure dynamic absorptance change (integrating 
sphere radiometry [11, 12]). Nevertheless, for purposes of 
modelling and predicting final part properties, absorptance is 

often measured pre-processing and treated as a static constant 
and melt pool/keyhole shape is simulated dynamically but only 
compared to post-mortem analysis. In this work, we combine 
inline coherent imaging (ICI), a tool designed to measure melt 
pool surface height/depth with micrometer precision at 200 kHz 
in industrial settings [13, 14, 15, 16], and integrating sphere 
radiometry (ISR), a tool able to measure absolute absorptance 
of laser power during the process at speeds up to 1 MHz [11, 
17]. By observing both depth and absorptance at speeds faster 
than the system is changing, we can provide a clearer picture of 
how these intrinsically linked physical phenomena affect each 
other; thus, enabling the development of high-fidelity, 
deterministic models of the laser-metal processing system. 

In this work, we apply this combined method to explore the 
effects of inert environments on the relationship between melt 
pool and keyhole depth and absorptance in operando. Argon 
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absorptance in these keyholes generated by the laser-metal interaction. For stationary irradiance on AISI 316 stainless steel, we find that 
processing in an argon-rich environment compared to air reduces coupling efficiency by 50 % ± 11 % in conduction, 27 % ± 2 % in transition, 
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1. Introduction 

Laser welding, cutting, and additive manufacturing suffer 
from a lack of in situ monitoring tools and real-time control 
methods, leading to long development cycles for new 
processes, high rates of defects, and difficulty in setting 
industry standards [1, 2, 3, 4]. A crucial element of the laser-
metal interaction that is often simulated but lacks experimental 
validation is the relationship between melt pool shape 
(including keyholes) and energy absorption [5, 6, 7, 8]. Recent 
efforts have made great progress on this problem through 
specialized research monitoring tools that directly image the 
melt pool and keyhole shapes (i.e., high-speed x-ray imaging 
[9, 10]) and measure dynamic absorptance change (integrating 
sphere radiometry [11, 12]). Nevertheless, for purposes of 
modelling and predicting final part properties, absorptance is 

often measured pre-processing and treated as a static constant 
and melt pool/keyhole shape is simulated dynamically but only 
compared to post-mortem analysis. In this work, we combine 
inline coherent imaging (ICI), a tool designed to measure melt 
pool surface height/depth with micrometer precision at 200 kHz 
in industrial settings [13, 14, 15, 16], and integrating sphere 
radiometry (ISR), a tool able to measure absolute absorptance 
of laser power during the process at speeds up to 1 MHz [11, 
17]. By observing both depth and absorptance at speeds faster 
than the system is changing, we can provide a clearer picture of 
how these intrinsically linked physical phenomena affect each 
other; thus, enabling the development of high-fidelity, 
deterministic models of the laser-metal processing system. 

In this work, we apply this combined method to explore the 
effects of inert environments on the relationship between melt 
pool and keyhole depth and absorptance in operando. Argon 



420 Troy R. Allen  et al. / Procedia CIRP 94 (2020) 419–424
2 Troy R. Allen / Procedia CIRP 00 (2020) 000–000 

cover-gas is regularly used in laser-metal processing 
applications to reduce oxidation induced defects at the liquid 
metal surface [18, 19]. We directly compare time-resolved melt 
pool and keyhole depth with absorptance data for spot welds 
performed in argon-rich atmosphere and air environments. Also 
presented is a comparison of the time-averaged data and a 
frequency analysis of the observed liquid surface oscillations. 

2. Methods 

2.1. Processing laser 

High-irradiance stationary laser illumination is performed 
using a 1 kW Yb-doped fiber laser with a 100 μm core delivery 
fiber. A 150 mm focusing optic is used to focus the processing 
laser beam to a 1/e2 spot size of 238 μm. The focused beam has 
an M2 value of 9.8 and a Rayleigh length of 4.23 mm. In this 
experiment, the laser is operated with powers ranging from 
100 W to 410 W, confirmed to within 3 % with a commercial 
power meter. Pulse irradiance is calculated from the average 
power and the area of the beam incidence using the 1/e2 
diameter. The laser is fired in pulsed mode to produce single 
pulses of 10 ms nominal duration. The actual pulse durations 
range from 9.896 ms to 9.972 ms depending on the laser power 
setting. The temporal distributions of the laser pulses are top 
hat in nature with rise times shorter than 75 μs. 

2.2. Simultaneous inline coherent imaging and integrating 
sphere radiometry 

ICI is low coherence interferometry implemented 
collinearly with the high-power processing beam [13, 14, 15, 
16, 20]. The ICI system used in this work can extract sample 
height at a rate of 200 kHz, with an axial resolution of 15 μm 
(minimum axial distance between two interfaces that can be 
distinguished) and a single-point measurement repeatability of 
0.6 μm. ISR is a technique that uses an integrating sphere to 
measure off-axis scattered light from laser illumination in order 
to calculate absolute absorptance [11, 17, 12]. The ISR system 
used in the present work measures scattered light in the sphere 
with a photodiode with a rise time of 4.4 μs. This system does 
not include a photodiode in the weld head, so absorptance from 
early in the welds, when reflections are primarily specular, are 
not reported in the figures (for durations after laser turn-on of 
up to 385 μs in air and 645 μs in argon). The influence of the 
vapor plume on integrating sphere-based absorptance 
measurements has been discussed in a previous work [12]. For 
the relatively short pulse durations and low irradiance values 
used in this work, the effect is expected to be negligible. ICI 
and ISR have previously been combined for simultaneous 
monitoring. Further description of the individual systems and 
the method for combining them can be found in Ref. [21]. 

2.3. Sample preparation 

Samples of NIST SRM 1155a (AISI 316 stainless steel) [22] 
are prepared as described in Ref. [11]. Each SRM puck is 
polished to a consistent mirror-like finish and washed with 
methanol. NIST SRM 1155a was chosen for this experiment as 

there have been recent high-fidelity thermophysical property 
measurements into this system [23]. These improved 
measurements increase the accuracy of existing models, which 
when coupled with the proposed measurements allow for a 
more robust understanding of the keyhole dynamics during 
laser processing. 

2.4. Processing in argon environment 

For experiments involving an inert processing environment, 
modular gas flow ports on the integrating sphere are switched 
to allow it to be filled with argon. This experiment used 
99.995 % industrial grade argon. Before each trial, the argon 
tank is opened and the flow rate into the sphere is monitored 
and kept low enough to ensure the position of the sphere is not 
disturbed. The gas flow is left on long enough to be confident 
that the full volume of the sphere has been recycled multiple 
times with argon gas. To remove any effect of the flow on melt 
pool behavior, it is shut off just before firing the laser pulse. 

3. Results and Discussion 

 Single, stationary laser pulses of 10 ms each are applied to 
the NIST SRM samples, with a range of irradiance values 
encompassing conduction through keyhole mode 
(0.23 MW/cm2 to 0.92 MW/cm2). The ICI system performs 
one-dimensional depth measurements at a rate of 200 kHz with 
an axial resolution of 15 μm. ICI monitors the axial position of 
the metal surface at the center of the melt pool, which may be 
either a keyhole depth (positive value) or melt bead height 
(defined here as negative depth). This versatility which comes 
from its large depth of field and dynamic range, serves well for 
monitoring transition mode processing where it may need to 
track both behaviors at different times. Absolute absorptance 
of the processing laser energy by the metal sample is measured 
using ISR with a time resolution of 4.4 μs. 

3.1. Dynamic depth and absorptance measurements in argon 
and in air 

Figure 1 shows select time-resolved measurements of depth 
and absorptance from each processing regime (conduction, 
transition, and keyhole) and for processing in argon and in air. 
The zero point on the depth scale represents the position of the 
metal surface measured by ICI before the laser is turned on. 
Negative values for depth correspond to above the initial 
sample surface. Laser turn-on occurs at 0 ms. 

First, considering conduction mode (Fig. 1 a-b), at 
0.35 MW/cm2, the most noticeable difference is the reduced 
absorptance under inert conditions. In both cases, the 
absorptance slowly rises with some rapid fluctuations, but in 
argon it plateaus to an average value of 0.21 and in air it rises 
to a maximum of 0.51. This difference is explained by reduced 
oxidation under inert conditions. This is consistent with the 
difference in appearance in the weld beads after processing. 
The welds performed in air were dark brown while in argon 
they were bright and shiny. Considerable difference is also seen 
in the depth measurements. In air, the center of the melt pool 
rises over time to a maximum height of 83 μm, with slight 
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fluctuations throughout. In argon, the melt bead rises briefly 
before showing oscillatory behavior. In the figure, this appears 
as two distinct bands of data points around -25 μm and 20 μm. 

In transition mode (Fig. 1 c-d), at 0.46 MW/cm2, the 
behaviors in the two environments become more distinct. In air, 
we regularly observe the formation of temporary, highly 
volatile keyholes. These appear in the ICI data as sudden 
increases in depth, followed by rapid fluctuations, and 
eventually a sudden return to the pre-keyhole depth. Depth 
fluctuations are likely caused by sidewall protrusions or partial 
keyhole collapse, as both have the potential to limit the 
penetration of the ICI beam. The absorptance increases during 
these temporary keyholes to a maximum of 0.56, due to the 
temporary cavity formation. These shallow keyholes allow 
most of the processing light to interact with the workpiece 
multiple times due to reflections. It is interesting that even with 
the increased absorptance, the incident beam has sufficient 
energy to form a keyhole but not to sustain it. Surface tension 
pressure has been proposed as the likely cause for this 
behavior [24]. As irradiance increases through the transition 
mode in air (0.44 MW/cm2 to 0.49 MW/cm2), the frequency and 
duration of temporary keyholes increases until a consistent 
keyhole can be maintained [21]. In argon, it was possible to 
observe this behavior, albeit less frequently. More often, a 
keyhole would not form at all and instead the depth and 
absorptance would oscillate, similar to what was seen in 

conduction mode. This seemingly high variability between 
forming temporary keyholes or strong surface oscillations 
occurs over the narrow processing window from 0.45 MW/cm2 
to 0.52 MW/cm2. The oscillating behavior is analyzed in 
greater detail in Section 3.3. 

In keyhole mode (Fig. 1 e-f), at 0.58 MW/cm2, the 
differences between air and argon conditions are reduced. For 
both environments, this irradiance is sufficient to quickly 
initiate keyhole formation and keep it open for the full 10 ms 
pulse. In argon, the keyhole growth rate is lower and does not 
reach the same maximum depth as in air for identical 
irradiances. The measured maximum absorptance is similarly 
reduced. These differences are expected, as oxygen content in 
assist gas has been shown to increase laser cutting speed [25] 
and improve the weldability of copper [26]. In both cases, an 
increase in initial absorptance due to oxidation was cited as the 
reason for these benefits. This claim seems to be confirmed by 
our data, as the weld in air has increased initial absorptance and 
greater achieved depths for the same laser exposure. Another 
effect that may play a part is the change in convective melt pool 
dynamics in inert environments. Specifically, the Marangoni 
flow is inward towards the center of the melt pool in the 
presence of high concentrations of oxygen and generally 
switches to outward flow when oxygen concentration is 
significantly reduced [27]. 

Fig. 1. Time-resolved depth and absorptance data from spot welds: (a) in argon at 0.35 MW/cm2, (b) in air at 0.35 MW/cm2, (c) in argon at 0.46 MW/cm2, (d) 
in air at 0.46 MW/cm2, (e) in argon at 0.58 MW/cm2, (f) in air at 0.58 MW/cm2. 
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cover-gas is regularly used in laser-metal processing 
applications to reduce oxidation induced defects at the liquid 
metal surface [18, 19]. We directly compare time-resolved melt 
pool and keyhole depth with absorptance data for spot welds 
performed in argon-rich atmosphere and air environments. Also 
presented is a comparison of the time-averaged data and a 
frequency analysis of the observed liquid surface oscillations. 

2. Methods 

2.1. Processing laser 

High-irradiance stationary laser illumination is performed 
using a 1 kW Yb-doped fiber laser with a 100 μm core delivery 
fiber. A 150 mm focusing optic is used to focus the processing 
laser beam to a 1/e2 spot size of 238 μm. The focused beam has 
an M2 value of 9.8 and a Rayleigh length of 4.23 mm. In this 
experiment, the laser is operated with powers ranging from 
100 W to 410 W, confirmed to within 3 % with a commercial 
power meter. Pulse irradiance is calculated from the average 
power and the area of the beam incidence using the 1/e2 
diameter. The laser is fired in pulsed mode to produce single 
pulses of 10 ms nominal duration. The actual pulse durations 
range from 9.896 ms to 9.972 ms depending on the laser power 
setting. The temporal distributions of the laser pulses are top 
hat in nature with rise times shorter than 75 μs. 

2.2. Simultaneous inline coherent imaging and integrating 
sphere radiometry 

ICI is low coherence interferometry implemented 
collinearly with the high-power processing beam [13, 14, 15, 
16, 20]. The ICI system used in this work can extract sample 
height at a rate of 200 kHz, with an axial resolution of 15 μm 
(minimum axial distance between two interfaces that can be 
distinguished) and a single-point measurement repeatability of 
0.6 μm. ISR is a technique that uses an integrating sphere to 
measure off-axis scattered light from laser illumination in order 
to calculate absolute absorptance [11, 17, 12]. The ISR system 
used in the present work measures scattered light in the sphere 
with a photodiode with a rise time of 4.4 μs. This system does 
not include a photodiode in the weld head, so absorptance from 
early in the welds, when reflections are primarily specular, are 
not reported in the figures (for durations after laser turn-on of 
up to 385 μs in air and 645 μs in argon). The influence of the 
vapor plume on integrating sphere-based absorptance 
measurements has been discussed in a previous work [12]. For 
the relatively short pulse durations and low irradiance values 
used in this work, the effect is expected to be negligible. ICI 
and ISR have previously been combined for simultaneous 
monitoring. Further description of the individual systems and 
the method for combining them can be found in Ref. [21]. 

2.3. Sample preparation 

Samples of NIST SRM 1155a (AISI 316 stainless steel) [22] 
are prepared as described in Ref. [11]. Each SRM puck is 
polished to a consistent mirror-like finish and washed with 
methanol. NIST SRM 1155a was chosen for this experiment as 

there have been recent high-fidelity thermophysical property 
measurements into this system [23]. These improved 
measurements increase the accuracy of existing models, which 
when coupled with the proposed measurements allow for a 
more robust understanding of the keyhole dynamics during 
laser processing. 

2.4. Processing in argon environment 

For experiments involving an inert processing environment, 
modular gas flow ports on the integrating sphere are switched 
to allow it to be filled with argon. This experiment used 
99.995 % industrial grade argon. Before each trial, the argon 
tank is opened and the flow rate into the sphere is monitored 
and kept low enough to ensure the position of the sphere is not 
disturbed. The gas flow is left on long enough to be confident 
that the full volume of the sphere has been recycled multiple 
times with argon gas. To remove any effect of the flow on melt 
pool behavior, it is shut off just before firing the laser pulse. 

3. Results and Discussion 

 Single, stationary laser pulses of 10 ms each are applied to 
the NIST SRM samples, with a range of irradiance values 
encompassing conduction through keyhole mode 
(0.23 MW/cm2 to 0.92 MW/cm2). The ICI system performs 
one-dimensional depth measurements at a rate of 200 kHz with 
an axial resolution of 15 μm. ICI monitors the axial position of 
the metal surface at the center of the melt pool, which may be 
either a keyhole depth (positive value) or melt bead height 
(defined here as negative depth). This versatility which comes 
from its large depth of field and dynamic range, serves well for 
monitoring transition mode processing where it may need to 
track both behaviors at different times. Absolute absorptance 
of the processing laser energy by the metal sample is measured 
using ISR with a time resolution of 4.4 μs. 

3.1. Dynamic depth and absorptance measurements in argon 
and in air 

Figure 1 shows select time-resolved measurements of depth 
and absorptance from each processing regime (conduction, 
transition, and keyhole) and for processing in argon and in air. 
The zero point on the depth scale represents the position of the 
metal surface measured by ICI before the laser is turned on. 
Negative values for depth correspond to above the initial 
sample surface. Laser turn-on occurs at 0 ms. 

First, considering conduction mode (Fig. 1 a-b), at 
0.35 MW/cm2, the most noticeable difference is the reduced 
absorptance under inert conditions. In both cases, the 
absorptance slowly rises with some rapid fluctuations, but in 
argon it plateaus to an average value of 0.21 and in air it rises 
to a maximum of 0.51. This difference is explained by reduced 
oxidation under inert conditions. This is consistent with the 
difference in appearance in the weld beads after processing. 
The welds performed in air were dark brown while in argon 
they were bright and shiny. Considerable difference is also seen 
in the depth measurements. In air, the center of the melt pool 
rises over time to a maximum height of 83 μm, with slight 
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fluctuations throughout. In argon, the melt bead rises briefly 
before showing oscillatory behavior. In the figure, this appears 
as two distinct bands of data points around -25 μm and 20 μm. 

In transition mode (Fig. 1 c-d), at 0.46 MW/cm2, the 
behaviors in the two environments become more distinct. In air, 
we regularly observe the formation of temporary, highly 
volatile keyholes. These appear in the ICI data as sudden 
increases in depth, followed by rapid fluctuations, and 
eventually a sudden return to the pre-keyhole depth. Depth 
fluctuations are likely caused by sidewall protrusions or partial 
keyhole collapse, as both have the potential to limit the 
penetration of the ICI beam. The absorptance increases during 
these temporary keyholes to a maximum of 0.56, due to the 
temporary cavity formation. These shallow keyholes allow 
most of the processing light to interact with the workpiece 
multiple times due to reflections. It is interesting that even with 
the increased absorptance, the incident beam has sufficient 
energy to form a keyhole but not to sustain it. Surface tension 
pressure has been proposed as the likely cause for this 
behavior [24]. As irradiance increases through the transition 
mode in air (0.44 MW/cm2 to 0.49 MW/cm2), the frequency and 
duration of temporary keyholes increases until a consistent 
keyhole can be maintained [21]. In argon, it was possible to 
observe this behavior, albeit less frequently. More often, a 
keyhole would not form at all and instead the depth and 
absorptance would oscillate, similar to what was seen in 

conduction mode. This seemingly high variability between 
forming temporary keyholes or strong surface oscillations 
occurs over the narrow processing window from 0.45 MW/cm2 
to 0.52 MW/cm2. The oscillating behavior is analyzed in 
greater detail in Section 3.3. 

In keyhole mode (Fig. 1 e-f), at 0.58 MW/cm2, the 
differences between air and argon conditions are reduced. For 
both environments, this irradiance is sufficient to quickly 
initiate keyhole formation and keep it open for the full 10 ms 
pulse. In argon, the keyhole growth rate is lower and does not 
reach the same maximum depth as in air for identical 
irradiances. The measured maximum absorptance is similarly 
reduced. These differences are expected, as oxygen content in 
assist gas has been shown to increase laser cutting speed [25] 
and improve the weldability of copper [26]. In both cases, an 
increase in initial absorptance due to oxidation was cited as the 
reason for these benefits. This claim seems to be confirmed by 
our data, as the weld in air has increased initial absorptance and 
greater achieved depths for the same laser exposure. Another 
effect that may play a part is the change in convective melt pool 
dynamics in inert environments. Specifically, the Marangoni 
flow is inward towards the center of the melt pool in the 
presence of high concentrations of oxygen and generally 
switches to outward flow when oxygen concentration is 
significantly reduced [27]. 

Fig. 1. Time-resolved depth and absorptance data from spot welds: (a) in argon at 0.35 MW/cm2, (b) in air at 0.35 MW/cm2, (c) in argon at 0.46 MW/cm2, (d) 
in air at 0.46 MW/cm2, (e) in argon at 0.58 MW/cm2, (f) in air at 0.58 MW/cm2. 
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3.2. Average depth and coupling efficiency in argon and in air 

Time-averaged data, while only giving limited information 
about the dynamics of the process, are still useful for 
distinguishing thresholds between conduction and keyhole 
mode and for comparing general trends between processing 
parameters. From the time-resolved data shown in Section 3.1, 
it is straightforward to calculate the average absorptance 
(coupling efficiency) and average depth for each irradiance, as 
shown in Fig. 2. 

For coupling efficiency, there is a striking gap at low 
irradiance due to lack of oxidation in inert environments. The 
largest difference is observed at an irradiance of 0.23 MW/cm2, 
with argon and air environments giving coupling efficiencies 
of 0.08 and 0.42, respectively. As irradiance increases the 
argon coupling efficiency rises until the point where we start to 
observe temporary keyholes (the end of the conduction mode). 
In the absence of oxide formation this can be explained by the 
temperature dependence of absorptance [28, 29]. Over the 
same range in air, the measured coupling efficiency is relatively 
stable and even drops slightly before the transition mode starts, 
suggesting that oxide formation has a stronger influence than 
temperature on absorptance under these conditions. The slight 
drop may be caused by irradiance becoming high enough for 
oxide vaporization, but not yet high enough to generate 
sufficient recoil pressure to open a keyhole. Overall, 
conduction mode in argon compared to air has a 50 % ± 11 % 
reduction in coupling efficiency. 

The main differences that occur in the transition regime 
between argon and air were described above alongside the 
time-resolved data, but here the difference in keyhole threshold 

is better displayed. At 0.45 MW/cm2, both environments start 
to allow temporary keyholes to form. By 0.52 MW/cm2, spot 
welds in air consistently form sustained keyholes. In argon, we 
do not observe this until 0.58 MW/cm2. The coupling 
efficiencies measured at these thresholds are 0.58 for air and 
0.59 for argon. These values are obviously similar, but also 
close to the expected Fresnel absorption value that one would 
obtain from two reflections off a liquid steel surface [30, 31, 8]. 
This may imply that regardless of processing conditions the 
start of keyhole mode is the formation of a shallow cavity that 
supports two reflections (e.g., a cone with an aspect ratio of 1). 
This condition has been predicted in models for moving welds 
[32, 24]. 

In keyhole mode, the coupling efficiencies in both 
environments start to approach similar behavior. In this regime, 
factors that dominate absorptance in conduction and transition 
mode are now dwarfed by the geometric effects of keyholes 
and the multiple reflections they facilitate. Interestingly, the 
coupling efficiencies are closer than one would expect when 
considering that the argon spot welds have disproportionately 
lower average depth in this regime. Firstly, this may simply be 
because absorptance has a reduced sensitivity to depth as depth 
increases [6]. At a certain point, more reflections will have a 
negligible effect on the absorptance, so keyholes over a range 
of depths can all give similar absorptance. Another possibility 
is that the shape of the keyhole is generally different between 
the two environments, allowing the shallower keyholes in 
argon to give similar absorptance as those deeper ones in air. 
Regardless of the exact mechanisms, the coupling efficiency in 
keyhole mode in argon compared to air is reduced by only 
8 % ± 3 %. 

3.3. Time-frequency data from transition mode in argon 

Time-resolved data from the transition mode in argon 
suggests oscillatory behavior, but the relationship between 
frequency of depth and absorptance fluctuations is not obvious 
from simple inspection of Fig 1 c. We use a short-time Fourier 
transform (STFT) to quantify oscillation frequencies of the 
time-resolved depth and absorptance data and see how they 
evolve in time. STFTs cannot be performed on sparse data sets, 
and since ICI experiences occasional signal loss in this regime 
due to off-axis specular reflections, gaps in the depth 
measurements are linearly interpolated before frequency 
analysis. STFTs were performed on depth and absorptance data 
independently, using a Hann window with a length of 1 ms and 
50 % overlap (to ensure equal sampling of all data points). 
Since absorptance data only starts at 0.57 ms (see Section 2.3) 
and because the pulse durations are not a full 10 ms, the STFTs 
exclude data from the first 1.07 ms and last 0.93 ms of the spot 
weld. 

Figure 3 a-b show the results of STFTs performed on the 
time-resolved data in Fig. 1 c. In both the absorptance and 
depth spectrograms there is a distinct curve that starts near 15 
kHz and decreases to 10 kHz over the weld duration. There are 
also fainter curves at multiples of these frequency values. These 
higher harmonics suggest that the oscillations are not perfectly 
sinusoidal. Also notable from the spectrograms is the width of 
the fundamental frequency peaks. These peaks are modeled 
well by Gaussian functions and all have full width at half Fig. 2. Time-averaged data for (a) coupling efficiency and (b) average 

depth, for both argon and air environments. 
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maximum close to 2 kHz. This gives a good estimate on the 
frequency resolution of this method, although the fit 
uncertainties on the center frequency positions are much lower 
(less than 10 Hz).  

Figure 3 c plots the peak frequency (found by Gaussian 
fitting) as a function of time for both depth and absorptance. 
This shows more clearly how the fundamental frequency 
decreases over time, which is expected to occur as the melt pool 
volume grows [33]. The analogy of a vibrating drumhead is 
useful: a larger surface area drum has a lower resonance 
frequency. The second point is that the frequency of 
oscillations in depth and absorptance, which are measured 
independently, evolve together with similar values. This 
suggests that these non-keyhole surface oscillations are directly 
responsible for the oscillations in absorptance. 

As mentioned in Section 3.1, we observe these strong 
surface oscillations throughout the transition mode in argon, 
but sometimes a repeated trial at the same irradiance will show 
temporary keyhole formation. Being so close to the threshold 
of keyhole formation, it is possible that the amplitude of the 

absorptance oscillations may dictate when these temporary 
keyholes form. As other work has shown, the fundamental 
frequency of the melt pool can be driven by modulating the 
laser beam at the same frequency to assist in laser drilling [34]. 
Here we show that driving these surface oscillations may not 
work only by mechanical resonance, but also by dynamic 
increases in energy coupling. This may open the possibility of 
fine control over keyhole formation (or suppression) by 
monitoring and exploiting surface mode oscillations. 

4. Conclusion 

By implementing ICI and ISR simultaneously to monitor 
laser spot welding of AISI 316 stainless steel, we have revealed 
unique insights into the underlying physics of laser-metal 
interaction. We showed that processing in argon compared to 
air significantly reduces coupling efficiency in conduction 
mode due to the lack of oxide formation. We observed that 
transition mode melt pools in argon undergo well-defined 
surface oscillations, decrease in frequency from 15 kHz to 
10 kHz over time, and sometimes form temporary keyholes. 
These surface oscillations also produced highly correlated 
oscillations in absorptance. In a range of irradiance where 
sustainable keyholes could be formed, time-resolved and time-
averaged data for spot welds in argon and in air become more 
similar, providing further evidence that multiple reflections is 
the dominant factor that influences absorptance in keyhole 
mode. These observations will be valuable for development of 
models and active control schemes, highlighting the 
importance of hybrid monitoring tools that measure multiple 
aspects of the process simultaneously. 
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3.2. Average depth and coupling efficiency in argon and in air 

Time-averaged data, while only giving limited information 
about the dynamics of the process, are still useful for 
distinguishing thresholds between conduction and keyhole 
mode and for comparing general trends between processing 
parameters. From the time-resolved data shown in Section 3.1, 
it is straightforward to calculate the average absorptance 
(coupling efficiency) and average depth for each irradiance, as 
shown in Fig. 2. 

For coupling efficiency, there is a striking gap at low 
irradiance due to lack of oxidation in inert environments. The 
largest difference is observed at an irradiance of 0.23 MW/cm2, 
with argon and air environments giving coupling efficiencies 
of 0.08 and 0.42, respectively. As irradiance increases the 
argon coupling efficiency rises until the point where we start to 
observe temporary keyholes (the end of the conduction mode). 
In the absence of oxide formation this can be explained by the 
temperature dependence of absorptance [28, 29]. Over the 
same range in air, the measured coupling efficiency is relatively 
stable and even drops slightly before the transition mode starts, 
suggesting that oxide formation has a stronger influence than 
temperature on absorptance under these conditions. The slight 
drop may be caused by irradiance becoming high enough for 
oxide vaporization, but not yet high enough to generate 
sufficient recoil pressure to open a keyhole. Overall, 
conduction mode in argon compared to air has a 50 % ± 11 % 
reduction in coupling efficiency. 

The main differences that occur in the transition regime 
between argon and air were described above alongside the 
time-resolved data, but here the difference in keyhole threshold 

is better displayed. At 0.45 MW/cm2, both environments start 
to allow temporary keyholes to form. By 0.52 MW/cm2, spot 
welds in air consistently form sustained keyholes. In argon, we 
do not observe this until 0.58 MW/cm2. The coupling 
efficiencies measured at these thresholds are 0.58 for air and 
0.59 for argon. These values are obviously similar, but also 
close to the expected Fresnel absorption value that one would 
obtain from two reflections off a liquid steel surface [30, 31, 8]. 
This may imply that regardless of processing conditions the 
start of keyhole mode is the formation of a shallow cavity that 
supports two reflections (e.g., a cone with an aspect ratio of 1). 
This condition has been predicted in models for moving welds 
[32, 24]. 

In keyhole mode, the coupling efficiencies in both 
environments start to approach similar behavior. In this regime, 
factors that dominate absorptance in conduction and transition 
mode are now dwarfed by the geometric effects of keyholes 
and the multiple reflections they facilitate. Interestingly, the 
coupling efficiencies are closer than one would expect when 
considering that the argon spot welds have disproportionately 
lower average depth in this regime. Firstly, this may simply be 
because absorptance has a reduced sensitivity to depth as depth 
increases [6]. At a certain point, more reflections will have a 
negligible effect on the absorptance, so keyholes over a range 
of depths can all give similar absorptance. Another possibility 
is that the shape of the keyhole is generally different between 
the two environments, allowing the shallower keyholes in 
argon to give similar absorptance as those deeper ones in air. 
Regardless of the exact mechanisms, the coupling efficiency in 
keyhole mode in argon compared to air is reduced by only 
8 % ± 3 %. 

3.3. Time-frequency data from transition mode in argon 

Time-resolved data from the transition mode in argon 
suggests oscillatory behavior, but the relationship between 
frequency of depth and absorptance fluctuations is not obvious 
from simple inspection of Fig 1 c. We use a short-time Fourier 
transform (STFT) to quantify oscillation frequencies of the 
time-resolved depth and absorptance data and see how they 
evolve in time. STFTs cannot be performed on sparse data sets, 
and since ICI experiences occasional signal loss in this regime 
due to off-axis specular reflections, gaps in the depth 
measurements are linearly interpolated before frequency 
analysis. STFTs were performed on depth and absorptance data 
independently, using a Hann window with a length of 1 ms and 
50 % overlap (to ensure equal sampling of all data points). 
Since absorptance data only starts at 0.57 ms (see Section 2.3) 
and because the pulse durations are not a full 10 ms, the STFTs 
exclude data from the first 1.07 ms and last 0.93 ms of the spot 
weld. 

Figure 3 a-b show the results of STFTs performed on the 
time-resolved data in Fig. 1 c. In both the absorptance and 
depth spectrograms there is a distinct curve that starts near 15 
kHz and decreases to 10 kHz over the weld duration. There are 
also fainter curves at multiples of these frequency values. These 
higher harmonics suggest that the oscillations are not perfectly 
sinusoidal. Also notable from the spectrograms is the width of 
the fundamental frequency peaks. These peaks are modeled 
well by Gaussian functions and all have full width at half Fig. 2. Time-averaged data for (a) coupling efficiency and (b) average 

depth, for both argon and air environments. 
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maximum close to 2 kHz. This gives a good estimate on the 
frequency resolution of this method, although the fit 
uncertainties on the center frequency positions are much lower 
(less than 10 Hz).  

Figure 3 c plots the peak frequency (found by Gaussian 
fitting) as a function of time for both depth and absorptance. 
This shows more clearly how the fundamental frequency 
decreases over time, which is expected to occur as the melt pool 
volume grows [33]. The analogy of a vibrating drumhead is 
useful: a larger surface area drum has a lower resonance 
frequency. The second point is that the frequency of 
oscillations in depth and absorptance, which are measured 
independently, evolve together with similar values. This 
suggests that these non-keyhole surface oscillations are directly 
responsible for the oscillations in absorptance. 

As mentioned in Section 3.1, we observe these strong 
surface oscillations throughout the transition mode in argon, 
but sometimes a repeated trial at the same irradiance will show 
temporary keyhole formation. Being so close to the threshold 
of keyhole formation, it is possible that the amplitude of the 

absorptance oscillations may dictate when these temporary 
keyholes form. As other work has shown, the fundamental 
frequency of the melt pool can be driven by modulating the 
laser beam at the same frequency to assist in laser drilling [34]. 
Here we show that driving these surface oscillations may not 
work only by mechanical resonance, but also by dynamic 
increases in energy coupling. This may open the possibility of 
fine control over keyhole formation (or suppression) by 
monitoring and exploiting surface mode oscillations. 

4. Conclusion 

By implementing ICI and ISR simultaneously to monitor 
laser spot welding of AISI 316 stainless steel, we have revealed 
unique insights into the underlying physics of laser-metal 
interaction. We showed that processing in argon compared to 
air significantly reduces coupling efficiency in conduction 
mode due to the lack of oxide formation. We observed that 
transition mode melt pools in argon undergo well-defined 
surface oscillations, decrease in frequency from 15 kHz to 
10 kHz over time, and sometimes form temporary keyholes. 
These surface oscillations also produced highly correlated 
oscillations in absorptance. In a range of irradiance where 
sustainable keyholes could be formed, time-resolved and time-
averaged data for spot welds in argon and in air become more 
similar, providing further evidence that multiple reflections is 
the dominant factor that influences absorptance in keyhole 
mode. These observations will be valuable for development of 
models and active control schemes, highlighting the 
importance of hybrid monitoring tools that measure multiple 
aspects of the process simultaneously. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

Directed Energy Deposition (DED) processes are known for producing parts close to their final shape where only a post-process finish machining 
is required. However, geometrical deviations due to thermal effects may occur during the process, which results in the final geometry not being 
achieved or in the necessity of oversizing the part in order to compensate the distortion in the subsequent machining. In this article, a 3D scanning 
methodology of the manufactured part will be used to measure the geometry at different stages of the Laser Metal Deposition (LMD) process. In 
this way it is possible to assist the manufacturing as well as to make a comparison with the theoretical geometry during the process. This results 
in a higher probability of manufacturing the part without process failures and obtaining a precise reproduction of the geometry to be manufactured, 
reducing the subsequent post-processing operations and saving manufacturing time and cost. 
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1. Introduction

Additive Manufacturing (AM) methods based on Directed
Energy Deposition (DED) offer the opportunity to generate 
medium to large sized and moderately complex parts in a near 
net shape way, i.e. close to the geometry of the final part. This 
makes them an alternative to conventional manufacturing 
methods with great flexibility and high savings in waste 
material [1,2]. 

However, the precision with which the parts are achieved 
together with the surface finish obtained after the process 
means that in most cases a subsequent machining finishing 
operation is required. In addition, due to the high heat input on 
the part, it is usual to have geometrical deviations on the 
component due to the induced residual stresses that may require 
rejects in manufacturing or an oversizing of the part. On the 

other hand, there is often irregular growth in the different areas 
of the part due to thermal effects, part geometry or deposition 
patterns. For this reason there is an increasing interest in 
dimensionally controlling the part while it is being 
manufactured [3]. 

In [4] Stravroulakis et al. reviewed current metrological 
methods and studied their possible incorporation into AM 
processes. From their point of view, new sensors with software 
and hardware improvements could appear in the future, with a 
higher precision and measurement range than the current ones 
and that would allow working under process conditions. 

In some cases, geometrical analyses have been carried out 
by digitizing the parts after their manufacture. In [5] Möller and 
Emmelmann conducted a study of the deviations of the 
manufactured part from the original CAD by relating them to 
the residual stresses resulting from the process. Turichin et al. 
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1. Introduction

Additive Manufacturing (AM) methods based on Directed
Energy Deposition (DED) offer the opportunity to generate 
medium to large sized and moderately complex parts in a near 
net shape way, i.e. close to the geometry of the final part. This 
makes them an alternative to conventional manufacturing 
methods with great flexibility and high savings in waste 
material [1,2]. 

However, the precision with which the parts are achieved 
together with the surface finish obtained after the process 
means that in most cases a subsequent machining finishing 
operation is required. In addition, due to the high heat input on 
the part, it is usual to have geometrical deviations on the 
component due to the induced residual stresses that may require 
rejects in manufacturing or an oversizing of the part. On the 

other hand, there is often irregular growth in the different areas 
of the part due to thermal effects, part geometry or deposition 
patterns. For this reason there is an increasing interest in 
dimensionally controlling the part while it is being 
manufactured [3]. 

In [4] Stravroulakis et al. reviewed current metrological 
methods and studied their possible incorporation into AM 
processes. From their point of view, new sensors with software 
and hardware improvements could appear in the future, with a 
higher precision and measurement range than the current ones 
and that would allow working under process conditions. 

In some cases, geometrical analyses have been carried out 
by digitizing the parts after their manufacture. In [5] Möller and 
Emmelmann conducted a study of the deviations of the 
manufactured part from the original CAD by relating them to 
the residual stresses resulting from the process. Turichin et al. 
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employed a similar procedure in the manufacture of a large 
cylinder, again analysing distortions due to residual stresses 
[6]. In these cases, the distortions were measured after the 
process once the part had cooled down. Nevertheless, it is 
possible that under certain conditions the geometrical 
deviations are such that a process failure occurs, so a 
measurement would be necessary during the manufacturing 
process.  

Some works have aimed at making measurements during the 
deposition process by projecting laser light on the beads 
already deposited and processing the image obtained by a 
vision camera [7,8]. These systems are focused on providing 
closed-loop control over the process, although they present 
challenges such as the directionality of the measurement and 
the difficulty of making precise measurements on the area close 
to the melt pool. On the other hand, there are some works in 
which measurements of the part were made in intermediate 
stages of manufacture, either with the use of line scanners [9] 
or scanners based on structured light projection [10–12]. 

Moreover, the exposed works perform measurements only 
on the last deposited layer or on the complete part once 
manufacturing has been completed and the component moved 
from the manufacturing system to the measurement 
environment, so developments are still needed to incorporate 
these dimensional measurements in-process. 

This work presents a methodology that allows the 
incorporation of the digitalization of the piece in the DED AM 
system, establishing a quality control as an intermediate stage 
of the manufacture, and can provide an auxiliary tool for the 
process trajectory generation. 

2. Experimental set-up 

The LMD cell in Fig. 1 was used for the development of this 
work. A 4kW IPG YLS4000 processing laser an ABB IRB4400 
robot with an IRBP 250A positioner were used. Ti6Al4V wire 
of 0.8 mm diameter was deposited by means of a DINSE wire 
feeder and the COAXwire deposition head developed by 
Fraunhofer IWS [13].  

The structured light based GOCATOR 3109 3D scanner was 
used to scan the manufactured part. The scanner has a near field 
of view of 67x86 mm and a far field of view of 93x88 mm, with 
a measurement range of 70 mm. As the part to be scanned was 
larger than the scanning volume, multiple scans from different 
robot poses were necessary to acquire the complete surface. 
The source of the projected light consists of blue LED emitted 
at a wavelength around 460 nm. The measurement accuracy is 
of +/- 50μm. 

 

 

Fig. 1. Laser Metal Deposition robotic cell consisting of an industrial robot 
and a two-axis positioner. 

 

Fig. 2. Robotic trajectories with deposition (blue) and air (red) movements. 

3. Methodology 

3.1. DED robotic trajectory generation 

The manufactured part consisted of a solid cylinder 
composed of coaxial circles with a distance between layers of 
1.08 mm (Fig. 2). The separation between the cylinders was set 
at 1.76 mm corresponding to a 40% overlap. In order to avoid 
the possible appearance of defects at the union between the end 
and the beginning of each circle, both the starting point and the 
direction of rotation were set randomly. Also, the direction in 
which the cylinders were deposited was alternated from inside 
to outside and from outside to inside. 

In this case, the rotation of the vertical axis of the positioner 
was used to reproduce the circular movements. Since the 
robot's working coordinate system, referred to as Work Object 
Coordinate System (𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊) moves together with the positioner, 
it is necessary to introduce a rotation in the head opposite to the 
rotation of the positioner. In this way, the head is kept with a 
constant orientation while the positioner rotates. On the other 
hand, the rotation of the positioner has angular limits ranging 
from -720° to 720°, which makes it impossible to deposit all 
the cylinders continuously. For this reason, after each cylinder 
has been deposited, the rotation of the positioner is restored. 
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3.2. Hand-eye calibration 

The purpose of a hand-eye calibration is to obtain the 
coordinates of a scan, which by default are referenced to a 
scanner's coordinate system, 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 , referenced to the robot’s 
𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊, 

{𝑝𝑝𝑝𝑝}𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 = [𝑇𝑇𝑇𝑇]𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 {𝑝𝑝𝑝𝑝}𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠                             (1) 

where: 
• {𝑝𝑝𝑝𝑝}𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 are the coordinates of a scanned point referenced in 

the 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊. 
• {𝑝𝑝𝑝𝑝}𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 are the coordinates of a scanned point referenced 

in the 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠. 
• [𝑇𝑇𝑇𝑇]scan𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊  is the transformation matrix from 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 to 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊. 
 

In order to obtain [𝑇𝑇𝑇𝑇]𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊  a new coordinate system is 
introduced, the Tool Center Point, TCP, of the robot, 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇. 
Typically, this coordinate system refers to the tool tip or laser 
spot during AM, but in the case of the calibration, any 
coordinate system fixed in the deposition head can be used. 
Thus, [𝑇𝑇𝑇𝑇]𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊  is divided into two new transformation matrices, 

{𝑝𝑝𝑝𝑝}𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 = [𝑇𝑇𝑇𝑇]𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 [𝑇𝑇𝑇𝑇]𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 {𝑝𝑝𝑝𝑝}𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠                             (2) 

where: 
• [𝑇𝑇𝑇𝑇]𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊  is the transformation matrix from 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 to 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊, 

which is obtained as the pose of the robot on each scan. 
• [𝑇𝑇𝑇𝑇]𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇  is the transformation matrix from 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠  to 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇, 

and corresponds to the fixed relation between the scanner 
and the TCP of the robot, which is obtained by the hand-
eye calibration. 
To solve the calibration, a variant of equation (2) is used, 

which instead of working with the coordinates of a scanned 
point,  {𝑝𝑝𝑝𝑝}𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 , takes the position and orientation of the 
coordinate system of a calibration object, [𝑇𝑇𝑇𝑇]𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠: 

[𝑇𝑇𝑇𝑇]𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 = [𝑇𝑇𝑇𝑇]𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇[𝑇𝑇𝑇𝑇]𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊[𝑇𝑇𝑇𝑇]𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜                              (3) 

An illustration of the coordinate systems involved in the 
calibration is shown in Fig. 3a. In this case, the Tsai-Lenz hand-
eye calibration method was chosen to solve the calibration [14]. 
The procedure was set up by fixing the scanner on the 
deposition head. This method solves two transformation 
matrices at the same time, [𝑇𝑇𝑇𝑇]𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 and [𝑇𝑇𝑇𝑇]𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 , so as [𝑇𝑇𝑇𝑇]𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊

𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 is 
known for each robot pose, it is only necessary to solve [𝑇𝑇𝑇𝑇]𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 . 
Scans from various positions are necessary to resolve the 
system and reduce the calibration error, while the placement of 
the calibration object is indifferent. In this case, 10 different 
robot poses were used for the calibration. 

[𝑇𝑇𝑇𝑇]𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜  was obtained in this case by scanning a four-sphere 
pattern made of plastic using Fused Deposition Modeling 
(FDM) AM technology. The spheres were detected by means 
of sphere fitting, and knowing the coordinates of their centres 
with respect to the scanner and to the coordinate system of the 
object, the transformation was obtained (Fig. 3b). 

 

 
 

Fig. 3. (a) Representation of the coordinate systems involved in the hand-eye 
calibration; (b) Sphere fitting performed to obtain the calibration object to 

scanner transformation. 

 

Fig. 4. Validation of the calibration output, showing the coordinate systems 
obtained from the different robot poses. As a result of the hand-eye 

calibration, 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜, matches for all scanning poses. 

Finally, equation (3) is computed and  [𝑇𝑇𝑇𝑇]𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇  is obtained, 
i.e. the position and orientation of the scanner relative the TCP 
of the robot. Fig. 4 shows the validation of the calibration 
where 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 is overlaid for the different robot poses used in the 
calibration. Red arrows indicate the transformations needed to 
obtain the transformation from 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜  to 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 , or in other 
words, the path used to reference a acquired point in the 
scanner's coordinate system,  {𝑝𝑝𝑝𝑝}𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 , to the robot's coordinate 
system, {𝑝𝑝𝑝𝑝}𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊.  

3.3. Laser Metal Deposition 

The part in Fig. 5 was manufactured with a laser power of 
1800 W, a robot speed of 25 mm/s and a wire insertion speed 
of 5 m/min resulting in a feed rate of 0.667 kg/h. Argon was 
used as protective gas through the deposition nozzle. In this 
case work was done with the laser defocused at 0.5 mm above 
the focus. 

The result was a part with an outer diameter of 85 mm and 
an inner diameter of 63.5 mm with a height of 49.6 mm. 

To avoid surface oxidation of the part in the future, a robotic 
bag with a protective atmosphere should be integrated, capable 
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employed a similar procedure in the manufacture of a large 
cylinder, again analysing distortions due to residual stresses 
[6]. In these cases, the distortions were measured after the 
process once the part had cooled down. Nevertheless, it is 
possible that under certain conditions the geometrical 
deviations are such that a process failure occurs, so a 
measurement would be necessary during the manufacturing 
process.  

Some works have aimed at making measurements during the 
deposition process by projecting laser light on the beads 
already deposited and processing the image obtained by a 
vision camera [7,8]. These systems are focused on providing 
closed-loop control over the process, although they present 
challenges such as the directionality of the measurement and 
the difficulty of making precise measurements on the area close 
to the melt pool. On the other hand, there are some works in 
which measurements of the part were made in intermediate 
stages of manufacture, either with the use of line scanners [9] 
or scanners based on structured light projection [10–12]. 

Moreover, the exposed works perform measurements only 
on the last deposited layer or on the complete part once 
manufacturing has been completed and the component moved 
from the manufacturing system to the measurement 
environment, so developments are still needed to incorporate 
these dimensional measurements in-process. 

This work presents a methodology that allows the 
incorporation of the digitalization of the piece in the DED AM 
system, establishing a quality control as an intermediate stage 
of the manufacture, and can provide an auxiliary tool for the 
process trajectory generation. 

2. Experimental set-up 

The LMD cell in Fig. 1 was used for the development of this 
work. A 4kW IPG YLS4000 processing laser an ABB IRB4400 
robot with an IRBP 250A positioner were used. Ti6Al4V wire 
of 0.8 mm diameter was deposited by means of a DINSE wire 
feeder and the COAXwire deposition head developed by 
Fraunhofer IWS [13].  

The structured light based GOCATOR 3109 3D scanner was 
used to scan the manufactured part. The scanner has a near field 
of view of 67x86 mm and a far field of view of 93x88 mm, with 
a measurement range of 70 mm. As the part to be scanned was 
larger than the scanning volume, multiple scans from different 
robot poses were necessary to acquire the complete surface. 
The source of the projected light consists of blue LED emitted 
at a wavelength around 460 nm. The measurement accuracy is 
of +/- 50μm. 

 

 

Fig. 1. Laser Metal Deposition robotic cell consisting of an industrial robot 
and a two-axis positioner. 

 

Fig. 2. Robotic trajectories with deposition (blue) and air (red) movements. 

3. Methodology 

3.1. DED robotic trajectory generation 

The manufactured part consisted of a solid cylinder 
composed of coaxial circles with a distance between layers of 
1.08 mm (Fig. 2). The separation between the cylinders was set 
at 1.76 mm corresponding to a 40% overlap. In order to avoid 
the possible appearance of defects at the union between the end 
and the beginning of each circle, both the starting point and the 
direction of rotation were set randomly. Also, the direction in 
which the cylinders were deposited was alternated from inside 
to outside and from outside to inside. 

In this case, the rotation of the vertical axis of the positioner 
was used to reproduce the circular movements. Since the 
robot's working coordinate system, referred to as Work Object 
Coordinate System (𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊) moves together with the positioner, 
it is necessary to introduce a rotation in the head opposite to the 
rotation of the positioner. In this way, the head is kept with a 
constant orientation while the positioner rotates. On the other 
hand, the rotation of the positioner has angular limits ranging 
from -720° to 720°, which makes it impossible to deposit all 
the cylinders continuously. For this reason, after each cylinder 
has been deposited, the rotation of the positioner is restored. 
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3.2. Hand-eye calibration 

The purpose of a hand-eye calibration is to obtain the 
coordinates of a scan, which by default are referenced to a 
scanner's coordinate system, 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 , referenced to the robot’s 
𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊, 

{𝑝𝑝𝑝𝑝}𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 = [𝑇𝑇𝑇𝑇]𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 {𝑝𝑝𝑝𝑝}𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠                             (1) 

where: 
• {𝑝𝑝𝑝𝑝}𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 are the coordinates of a scanned point referenced in 

the 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊. 
• {𝑝𝑝𝑝𝑝}𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 are the coordinates of a scanned point referenced 

in the 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠. 
• [𝑇𝑇𝑇𝑇]scan𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊  is the transformation matrix from 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 to 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊. 
 

In order to obtain [𝑇𝑇𝑇𝑇]𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊  a new coordinate system is 
introduced, the Tool Center Point, TCP, of the robot, 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇. 
Typically, this coordinate system refers to the tool tip or laser 
spot during AM, but in the case of the calibration, any 
coordinate system fixed in the deposition head can be used. 
Thus, [𝑇𝑇𝑇𝑇]𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊  is divided into two new transformation matrices, 

{𝑝𝑝𝑝𝑝}𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 = [𝑇𝑇𝑇𝑇]𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 [𝑇𝑇𝑇𝑇]𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 {𝑝𝑝𝑝𝑝}𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠                             (2) 

where: 
• [𝑇𝑇𝑇𝑇]𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊  is the transformation matrix from 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 to 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊, 

which is obtained as the pose of the robot on each scan. 
• [𝑇𝑇𝑇𝑇]𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇  is the transformation matrix from 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠  to 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇, 

and corresponds to the fixed relation between the scanner 
and the TCP of the robot, which is obtained by the hand-
eye calibration. 
To solve the calibration, a variant of equation (2) is used, 

which instead of working with the coordinates of a scanned 
point,  {𝑝𝑝𝑝𝑝}𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 , takes the position and orientation of the 
coordinate system of a calibration object, [𝑇𝑇𝑇𝑇]𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠: 

[𝑇𝑇𝑇𝑇]𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 = [𝑇𝑇𝑇𝑇]𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇[𝑇𝑇𝑇𝑇]𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊[𝑇𝑇𝑇𝑇]𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜                              (3) 

An illustration of the coordinate systems involved in the 
calibration is shown in Fig. 3a. In this case, the Tsai-Lenz hand-
eye calibration method was chosen to solve the calibration [14]. 
The procedure was set up by fixing the scanner on the 
deposition head. This method solves two transformation 
matrices at the same time, [𝑇𝑇𝑇𝑇]𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 and [𝑇𝑇𝑇𝑇]𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 , so as [𝑇𝑇𝑇𝑇]𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊

𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇 is 
known for each robot pose, it is only necessary to solve [𝑇𝑇𝑇𝑇]𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 . 
Scans from various positions are necessary to resolve the 
system and reduce the calibration error, while the placement of 
the calibration object is indifferent. In this case, 10 different 
robot poses were used for the calibration. 

[𝑇𝑇𝑇𝑇]𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜  was obtained in this case by scanning a four-sphere 
pattern made of plastic using Fused Deposition Modeling 
(FDM) AM technology. The spheres were detected by means 
of sphere fitting, and knowing the coordinates of their centres 
with respect to the scanner and to the coordinate system of the 
object, the transformation was obtained (Fig. 3b). 

 

 
 

Fig. 3. (a) Representation of the coordinate systems involved in the hand-eye 
calibration; (b) Sphere fitting performed to obtain the calibration object to 

scanner transformation. 

 

Fig. 4. Validation of the calibration output, showing the coordinate systems 
obtained from the different robot poses. As a result of the hand-eye 

calibration, 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜, matches for all scanning poses. 

Finally, equation (3) is computed and  [𝑇𝑇𝑇𝑇]𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑇𝑇𝑇𝑇𝐶𝐶𝐶𝐶𝑇𝑇𝑇𝑇  is obtained, 
i.e. the position and orientation of the scanner relative the TCP 
of the robot. Fig. 4 shows the validation of the calibration 
where 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 is overlaid for the different robot poses used in the 
calibration. Red arrows indicate the transformations needed to 
obtain the transformation from 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜  to 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 , or in other 
words, the path used to reference a acquired point in the 
scanner's coordinate system,  {𝑝𝑝𝑝𝑝}𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 , to the robot's coordinate 
system, {𝑝𝑝𝑝𝑝}𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊.  

3.3. Laser Metal Deposition 

The part in Fig. 5 was manufactured with a laser power of 
1800 W, a robot speed of 25 mm/s and a wire insertion speed 
of 5 m/min resulting in a feed rate of 0.667 kg/h. Argon was 
used as protective gas through the deposition nozzle. In this 
case work was done with the laser defocused at 0.5 mm above 
the focus. 

The result was a part with an outer diameter of 85 mm and 
an inner diameter of 63.5 mm with a height of 49.6 mm. 

To avoid surface oxidation of the part in the future, a robotic 
bag with a protective atmosphere should be integrated, capable 



428 Iker Garmendia  et al. / Procedia CIRP 94 (2020) 425–429
4 Iker Garmendia / Procedia CIRP 00 (2020) 000–000 

of working with the coordinated movement between the robot 
and the positioner. 
 

 

Fig. 5. Cylindrical Ti6Al4V part manufactured by wire Laser Metal 
Deposition. 

4. Results 

After the hand-eye calibration and manufacturing of the 
part, a scanning from different locations was conducted. Fig. 6 
shows one of the positions in which the side wall of the 
manufactured cylinder was scanned. The positioner was again 
employed to rotate the part and achieve relative positioning 
between scanner and part. As a result of the calibration, the 
coordinates obtained from the different points of view were 
referenced to the coordinate system of the manufacturing 
system, so no further translation or orientation transformations 
were required. 

 

 

Fig. 6. Scanning of the manufactured cylinder from one of the robot poses. 

However, the point clouds obtained were filtered and 
downsampled to reduce their size and facilitate their handling. 
Fig. 7 shows the result after the stitching of the different point 
clouds acquired. The colour scales represent the height reached 
in the piece with respect to the base of the manufacture (top) 
and to the mean height of the last deposited layer (bottom). This 
information can be especially useful to determine if the growth 
of the part is being adequate, allowing to implement corrections 
on the robot position in order to maintain an optimal distance 
between deposition nozzle and part. 

 

Fig. 7. Point cloud obtained after stitching the scans obtained from different 
positions, indicating the height obtained in the deposition. 

 

Fig. 8. Comparison of the scan of the manufactured part against the CAD 
model showing the geometrical differences. 

Finally, in Fig. 8 a comparison against the CAD model of 
the manufactured part is presented. The geometrical deviations 
due to the process can therefore be examined. 

5. Conclusion 

This study has introduced a methodology for the integration 
of a three-dimensional measurement system into an AM system 
based on DED technologies. Compared to other part digitizing 
methods, which only obtain information from the last layer or 
bead deposited, the developed approach allows to obtain a 
complete reconstruction of the manufactured geometry in the 
coordinates of the manufacturing machine or robot and in an 
efficient and automatable way. 

As a result, in-process dimensional quality control of the 
part can be performed, without the need to conclude production 
and dismount the part to an external 3D measurement 
environment. This allows an early control of geometric 
distortions through comparison against the CAD of the 
component to be manufactured. On the other hand, the 
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development can be employed to digitalize component surfaces 
and generate robot or machine trajectories without the need of 
a CAD model, enabling its implementation in cutting, 
deburring, cladding or AM applications. 

Future challenges include the construction of a more 
accurate calibration object and the verification of the 
uncertainty of the calibration method as a result of errors 
induced by the scanning, calibration methodology and robot 
movement. 

In addition, their suitability for DED processes, and in 
particular the LMD, will be investigated by incorporating 
intermediate scans in the manufacture of geometrically 
complex components. The effect of the part shrinkage due to 
cooling and geometrical distortion due to thermal stresses will 
be further studied. 

Acknowledgements 

The authors wish to acknowledge the financial support 
given by ASSALA project under H2020-EU.3.4.5 
CLEANSKY2 programme (Grant agreement ID: 831857), and 
by the Basque Government through the ADDISEND and 
LASPRINT projects part of the Elkartek 2018 and Hazitek 
2018 programmes. 

References 

[1] Thomas, D.; Gilbert, S. Costs and Cost Effectiveness of Additive 
Manufacturing. In Proceedings of the NIST Special Publication; 2014; Vol. 
1176, pp. 1–77. 

[2] Allen, J. An Investigation into the Comparative Costs of Additive 
Manufacture vs. Machine from Solid for Aero Engine Parts. In Proceedings 
of the Cost Effective Manufacture via Net Shape Processing.; 2006; pp. 17-
1-17–10. 

[3] Mani, M.; Lane, B.M.; Donmez, M.A.; Feng, S.C.; Moylan, S.P. 
Measurement science needs for real-time control of additive manufacturing 
metal powder bed fusion processes; 2016. 

[4] Stavroulakis, P.I.; Leach, R.K. Stavroulakis , P . I . and Leach , Richard K 
. ( 2016 ) Review of post-process optical form metrology for industrial- 
grade metal additive manufactured parts . Review of. 2016, 87, 
https://doi.org/10.1063/1.4944983. 

[5] Möller, M.; Emmelmann, C. Quality target-based control of geometrical 
accuracy and residual stresses in laser metal deposition. J. Laser Appl. 
2018, 30, 32303, https://doi.org/10.2351/1.5040623. 

[6] Turichin, G.; Zemlyakov, E.; Babkin, K.; Ivanov, S.; Vildanov, A. Analysis 
of distortion during laser metal deposition of large parts. Procedia CIRP 
2018, 74, 154–157, https://doi.org/10.1016/j.procir.2018.08.068. 

[7] Davis, T.A.; Shin, Y.C. Vision-based clad height measurement. Mach. Vis. 
Appl. 2011, 22, 129–136, https://doi.org/10.1007/s00138-009-0240-9. 

[8] Heralić, A.; Christiansson, A.K.; Ottosson, M.; Lennartson, B. Increased 
stability in laser metal wire deposition through feedback from optical 
measurements. Opt. Lasers Eng. 2010, 48, 478–485, 
https://doi.org/10.1016/j.optlaseng.2009.08.012. 

[9] Heralić, A.; Christiansson, A.-K.; Lennartson, B. Height control of laser 
metal-wire deposition based on iterative learning control and 3D scanning. 
Opt. Lasers Eng. 2012, 50, 1230–1241, 
https://doi.org/http://dx.doi.org/10.1016/j.optlaseng.2012.03.016. 

[10] Buhr, M.; Weber, J.; Wenzl, J.-P.; Möller, M.; Emmelmann, C. Influences 
of process conditions on stability of sensor controlled robot-based laser 
metal deposition. Procedia CIRP 2018, 74, 149–153, 
https://doi.org/10.1016/j.procir.2018.08.067. 

[11] Garmendia, I.; Pujana, J.; Lamikiz, A.; Flores, J.; Madarieta, M. 
Development of an Intra-Layer Adaptive Toolpath Generation Control 
Procedure in the Laser Metal Wire Deposition Process. Materials (Basel). 
2019, 12, 352, https://doi.org/10.3390/ma12030352. 

[12] Garmendia, I.; Pujana, J.; Lamikiz, A.; Madarieta, M.; Leunda, J. 
Structured light-based height control for laser metal deposition. J. Manuf. 
Process. 2019, 42, 20–27, https://doi.org/10.1016/j.jmapro.2019.04.018. 

[13] Ocylok, S.; Leichnitz, M.; Thieme, S.; Ocylok, S. Investigations on laser 
metal deposition of stainless steel 316L with coaxial wire feeding. In 
Proceedings of the 9th International Conference on Photonic Technologies 
LANE 2016; 2016; pp. 1–4. 

[14] Tsai, R.Y. An Efficient and Accurate Camera Calibration Technique for 
3D Machine Vision. In Proceedings of IEEE Conference on Computer 
Vision and Pattern Recognition; 1986; pp. 364–374. 

 

 



 Iker Garmendia  et al. / Procedia CIRP 94 (2020) 425–429 429
4 Iker Garmendia / Procedia CIRP 00 (2020) 000–000 

of working with the coordinated movement between the robot 
and the positioner. 
 

 

Fig. 5. Cylindrical Ti6Al4V part manufactured by wire Laser Metal 
Deposition. 

4. Results 

After the hand-eye calibration and manufacturing of the 
part, a scanning from different locations was conducted. Fig. 6 
shows one of the positions in which the side wall of the 
manufactured cylinder was scanned. The positioner was again 
employed to rotate the part and achieve relative positioning 
between scanner and part. As a result of the calibration, the 
coordinates obtained from the different points of view were 
referenced to the coordinate system of the manufacturing 
system, so no further translation or orientation transformations 
were required. 

 

 

Fig. 6. Scanning of the manufactured cylinder from one of the robot poses. 

However, the point clouds obtained were filtered and 
downsampled to reduce their size and facilitate their handling. 
Fig. 7 shows the result after the stitching of the different point 
clouds acquired. The colour scales represent the height reached 
in the piece with respect to the base of the manufacture (top) 
and to the mean height of the last deposited layer (bottom). This 
information can be especially useful to determine if the growth 
of the part is being adequate, allowing to implement corrections 
on the robot position in order to maintain an optimal distance 
between deposition nozzle and part. 

 

Fig. 7. Point cloud obtained after stitching the scans obtained from different 
positions, indicating the height obtained in the deposition. 

 

Fig. 8. Comparison of the scan of the manufactured part against the CAD 
model showing the geometrical differences. 

Finally, in Fig. 8 a comparison against the CAD model of 
the manufactured part is presented. The geometrical deviations 
due to the process can therefore be examined. 

5. Conclusion 

This study has introduced a methodology for the integration 
of a three-dimensional measurement system into an AM system 
based on DED technologies. Compared to other part digitizing 
methods, which only obtain information from the last layer or 
bead deposited, the developed approach allows to obtain a 
complete reconstruction of the manufactured geometry in the 
coordinates of the manufacturing machine or robot and in an 
efficient and automatable way. 

As a result, in-process dimensional quality control of the 
part can be performed, without the need to conclude production 
and dismount the part to an external 3D measurement 
environment. This allows an early control of geometric 
distortions through comparison against the CAD of the 
component to be manufactured. On the other hand, the 

 Iker Garmendia / Procedia CIRP 00 (2020) 000–000  5 

development can be employed to digitalize component surfaces 
and generate robot or machine trajectories without the need of 
a CAD model, enabling its implementation in cutting, 
deburring, cladding or AM applications. 

Future challenges include the construction of a more 
accurate calibration object and the verification of the 
uncertainty of the calibration method as a result of errors 
induced by the scanning, calibration methodology and robot 
movement. 

In addition, their suitability for DED processes, and in 
particular the LMD, will be investigated by incorporating 
intermediate scans in the manufacture of geometrically 
complex components. The effect of the part shrinkage due to 
cooling and geometrical distortion due to thermal stresses will 
be further studied. 

Acknowledgements 

The authors wish to acknowledge the financial support 
given by ASSALA project under H2020-EU.3.4.5 
CLEANSKY2 programme (Grant agreement ID: 831857), and 
by the Basque Government through the ADDISEND and 
LASPRINT projects part of the Elkartek 2018 and Hazitek 
2018 programmes. 

References 

[1] Thomas, D.; Gilbert, S. Costs and Cost Effectiveness of Additive 
Manufacturing. In Proceedings of the NIST Special Publication; 2014; Vol. 
1176, pp. 1–77. 

[2] Allen, J. An Investigation into the Comparative Costs of Additive 
Manufacture vs. Machine from Solid for Aero Engine Parts. In Proceedings 
of the Cost Effective Manufacture via Net Shape Processing.; 2006; pp. 17-
1-17–10. 

[3] Mani, M.; Lane, B.M.; Donmez, M.A.; Feng, S.C.; Moylan, S.P. 
Measurement science needs for real-time control of additive manufacturing 
metal powder bed fusion processes; 2016. 

[4] Stavroulakis, P.I.; Leach, R.K. Stavroulakis , P . I . and Leach , Richard K 
. ( 2016 ) Review of post-process optical form metrology for industrial- 
grade metal additive manufactured parts . Review of. 2016, 87, 
https://doi.org/10.1063/1.4944983. 

[5] Möller, M.; Emmelmann, C. Quality target-based control of geometrical 
accuracy and residual stresses in laser metal deposition. J. Laser Appl. 
2018, 30, 32303, https://doi.org/10.2351/1.5040623. 

[6] Turichin, G.; Zemlyakov, E.; Babkin, K.; Ivanov, S.; Vildanov, A. Analysis 
of distortion during laser metal deposition of large parts. Procedia CIRP 
2018, 74, 154–157, https://doi.org/10.1016/j.procir.2018.08.068. 

[7] Davis, T.A.; Shin, Y.C. Vision-based clad height measurement. Mach. Vis. 
Appl. 2011, 22, 129–136, https://doi.org/10.1007/s00138-009-0240-9. 

[8] Heralić, A.; Christiansson, A.K.; Ottosson, M.; Lennartson, B. Increased 
stability in laser metal wire deposition through feedback from optical 
measurements. Opt. Lasers Eng. 2010, 48, 478–485, 
https://doi.org/10.1016/j.optlaseng.2009.08.012. 

[9] Heralić, A.; Christiansson, A.-K.; Lennartson, B. Height control of laser 
metal-wire deposition based on iterative learning control and 3D scanning. 
Opt. Lasers Eng. 2012, 50, 1230–1241, 
https://doi.org/http://dx.doi.org/10.1016/j.optlaseng.2012.03.016. 

[10] Buhr, M.; Weber, J.; Wenzl, J.-P.; Möller, M.; Emmelmann, C. Influences 
of process conditions on stability of sensor controlled robot-based laser 
metal deposition. Procedia CIRP 2018, 74, 149–153, 
https://doi.org/10.1016/j.procir.2018.08.067. 

[11] Garmendia, I.; Pujana, J.; Lamikiz, A.; Flores, J.; Madarieta, M. 
Development of an Intra-Layer Adaptive Toolpath Generation Control 
Procedure in the Laser Metal Wire Deposition Process. Materials (Basel). 
2019, 12, 352, https://doi.org/10.3390/ma12030352. 

[12] Garmendia, I.; Pujana, J.; Lamikiz, A.; Madarieta, M.; Leunda, J. 
Structured light-based height control for laser metal deposition. J. Manuf. 
Process. 2019, 42, 20–27, https://doi.org/10.1016/j.jmapro.2019.04.018. 

[13] Ocylok, S.; Leichnitz, M.; Thieme, S.; Ocylok, S. Investigations on laser 
metal deposition of stainless steel 316L with coaxial wire feeding. In 
Proceedings of the 9th International Conference on Photonic Technologies 
LANE 2016; 2016; pp. 1–4. 

[14] Tsai, R.Y. An Efficient and Accurate Camera Calibration Technique for 
3D Machine Vision. In Proceedings of IEEE Conference on Computer 
Vision and Pattern Recognition; 1986; pp. 364–374. 

 

 



ScienceDirect

Available online at www.sciencedirect.comAvailable online at www.sciencedirect.com

ScienceDirect
Procedia CIRP 00 (2017) 000–000

  www.elsevier.com/locate/procedia 

2212-8271 © 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 

28th CIRP Design Conference, May 2018, Nantes, France

A new methodology to analyze the functional and physical architecture of 
existing products for an assembly oriented product family identification 

Paul Stief *, Jean-Yves Dantan, Alain Etienne, Ali Siadat 
École Nationale Supérieure d’Arts et Métiers, Arts et Métiers ParisTech, LCFC EA 4495, 4 Rue Augustin Fresnel, Metz 57078, France 

* Corresponding author. Tel.: +33 3 87 37 54 30; E-mail address: paul.stief@ensam.eu

Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 

Keywords: Assembly; Design method; Family identification

1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

The present work demonstrates a multi-parameter control for constant track geometry and consistent layer height in laser metal deposition 
process. A two-channel pyrometric camera is used to maintain a constant melt pool size by a laser power control, whereby a constant bead 
geometry can be provided. In addition, laser triangulation sensors are used to observe the layer shape and maintain an optimum overlap by the 
lateral movement of the processing head. Without prior parameter studies a net shape geometry with a machining allowance of only 2% can be 
achieved. 
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1. Introduction 

Laser metal deposition (LMD) is widely used as a 
reconditioning process for machine parts or as cladding 
process for the functionalization of part surfaces. After the 
cladding process, machining is mandatory in many cases. The 
post processing effort can be reduced by near net shape 
production. The layer geometry is especially influenced by the 
geometry of the single tracks and the overlap between 
neighboring beads. Therefore, the laser metal deposition 
process is usually validated by the dilution and the height of 
the resulting layer. Different approaches are known from 
literature to provide optimal overlap and dilution, but up to 
today extensive parameter studies are done in most cases. 

1.1. Dilution and thermal process monitoring 

The dilution influences the purity of the clad material and 
thus the resulting properties. The dilution is commonly 

validated by the help of a cross-section. The melted area 
under the substrate surface is related to the total melted area 
[1]. The dilution is primarily influenced by the relation of 
energy per unit length and powder mass per unit length. For a 
constant layer quality, the thermal conditions have to be 
controlled. Hence, the temperature field of the process zone is 
a suitable indicator for the current state of the process [2].  

Temperature measurement in LMD process is demanding 
because of high temperature ranges and the high welding 
speeds [3]. Optical measurement methods with high frame 
rates are necessary. The most common method for the 
temperature measurement in LMD is a lateral or coaxial 
pyrometer measurement [4]. Sometimes a camera is used for a 
correlation of grayscale and temperature [5] or IR-cameras are 
used to determine the temperature laterally [6]. There are 
experiments that combine the temperature measurement of a 
pyrometer and the images of a camera to determine the 
temperatures field [7]. In other cases, pyrometers in the near 
infrared range are integrated coaxially into the beam path to 
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1. Introduction 

Laser metal deposition (LMD) is widely used as a 
reconditioning process for machine parts or as cladding 
process for the functionalization of part surfaces. After the 
cladding process, machining is mandatory in many cases. The 
post processing effort can be reduced by near net shape 
production. The layer geometry is especially influenced by the 
geometry of the single tracks and the overlap between 
neighboring beads. Therefore, the laser metal deposition 
process is usually validated by the dilution and the height of 
the resulting layer. Different approaches are known from 
literature to provide optimal overlap and dilution, but up to 
today extensive parameter studies are done in most cases. 

1.1. Dilution and thermal process monitoring 

The dilution influences the purity of the clad material and 
thus the resulting properties. The dilution is commonly 

validated by the help of a cross-section. The melted area 
under the substrate surface is related to the total melted area 
[1]. The dilution is primarily influenced by the relation of 
energy per unit length and powder mass per unit length. For a 
constant layer quality, the thermal conditions have to be 
controlled. Hence, the temperature field of the process zone is 
a suitable indicator for the current state of the process [2].  

Temperature measurement in LMD process is demanding 
because of high temperature ranges and the high welding 
speeds [3]. Optical measurement methods with high frame 
rates are necessary. The most common method for the 
temperature measurement in LMD is a lateral or coaxial 
pyrometer measurement [4]. Sometimes a camera is used for a 
correlation of grayscale and temperature [5] or IR-cameras are 
used to determine the temperature laterally [6]. There are 
experiments that combine the temperature measurement of a 
pyrometer and the images of a camera to determine the 
temperatures field [7]. In other cases, pyrometers in the near 
infrared range are integrated coaxially into the beam path to 
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overcome the direction dependency of lateral observation [8]. 
The coaxial integration of IR-cameras is limited however, 
because of the optical properties of common lenses. 
Pyrometers and two-channel-pyrometers enable the 
measurement of an average temperature or a maximum 
temperature value within the process zone. The coaxial 
observation with a pyrometer can be disturbed because of 
spatter and powder that attenuates the process zone [9]. In 
addition, the averaging measurement may lead to 
misinterpretation of different shaped melt pool geometries. 
Two-channel pyrometers are preferred for the measurement, 
but only allow the measurement of maximum temperature 
values [10]. 

A novel two-channel-pyrometer camera is known from 
other cladding processes which enables the emissivity 
corrected temperature field measurement [11]. Different 
temperature field related values become available for 
evaluation like melt pool geometry [12] or temperature 
gradients [13] and have been used for close loop control in 
wire-based cladding process [14]. 

1.2. Near net-shape production and geometrical monitoring 

The geometry of a single bead is determined by the thermal 
conditions during process. Constant energy balance is 
necessary for a consistent width and height of the bead which 
is mandatory for a uniform layer geometry like was 
mentioned in the previous section. 

Several welding beads have to be deposited side-by-side to 
generate a consistent layer. The distance between single beads 
usually is related to the width of a single bead and specified as 
overlap parameter. It determines the depth of the valleys 
between the beads and the height of the layer in a cross-
section view. 

The difference of peak height and target height determines 
the effort of post processing, like milling. A reduction of post-
processing can be achieved by a near net-shape production 
due to the minimization of the difference between peak height 
hmax. and target height htarget. A novel parameter is defined to 
describe the relation between target height and peak height 
and thus to validate the degree of net-shape. The overfill 
𝜂𝜂𝜂𝜂𝑠𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 is calculated by: 

𝜂𝜂𝜂𝜂𝑠𝑠𝑠𝑠𝑠𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 =
ℎ𝑚𝑚𝑚𝑚𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚. − ℎ𝑡𝑡𝑡𝑡𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡

ℎ𝑡𝑡𝑡𝑡𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡
 

In the present work the minimum height of the layer h2 
defines the target value as effective height, whereas h1 is the 
maximum height.  

Different approaches for bead geometry and overlap 
prediction are known from literature. In most case simulations 
are used to predict the single bead geometry [15] or to 
optimize the overlap in laser cladding processes [16]. 
Different approaches rely on more or less complex models of 
welding bead and layer formation [17] by the help of thermal 
based [18] or geometrical based models [19]. However, 
usually extensive parameter studies are necessary for 
reference values beforehand.  

The required geometrical indicators are often determined 
in metallographic cross-section [20]. Sometimes optical 
measurement methods are used to determine the bead 

geometry after welding [21] whereas a known in-process 
measurement is rather popular in laser welding as seam 
tracking [22]. Usually laser triangulation [23] or recently OCT 
systems are used for geometry monitoring & control [24]. 

2. Experimental & methodology 

Figure 1 shows the experimental set-up. A fiber laser 
(YLS-8000, IPG) and a beam guidance with beam splitter 
(BEO70, TRUMPF) are used for the investigation applying a 
maximum laser power of 8 kW and a laser spot diameter of 
2.5 mm.  

 

Fig. 1. Experimental setup with a) PyroCam, b) beam splitter, c) laser-line 
triangulation sensors and d) linear stage. 

Different thermal and geometrical sensors are used in the 
investigation. The PyroCam is a novel two-channel-pyrometer 
camera which was applied for emissivity corrected 
temperature field measurement in a range of 600 °C up to 
1900 °C. The camera is coaxially integrated into the beam 
path of the processing head by the help of a beam splitter to 
observe the whole process zone with a frequency of 100 Hz.  

A pair of laser-line-triangulation-sensors (S5 Wide 78, 
Falldorf Sensor) is assembled next to the process zone to 
observe the deposited welding beads in leading and trailing 
position with a frequency of 330 Hz. The high laser power at 
ca. 660 nm enables accuracy in height of 35 µm and a lateral 
resolution of 25 µm. A dust protected high accuracy linear 
stage (PMT160-DC, Steinmeyer) enables movements of the 
processing head with a speed of up to 30 mm/s which is 
independent from the taught path of CNC-control.  

Figure 2 shows the investigated geometries. Tubes of 
carbon steel JIS G3101 with an outer diameter d1 of 115 mm 
and a wall thickness of 6 mm are cladded with a nickel-based 
alloy (2.4668, LPW718). The particle size is specified from 
44 µm up to 88 µm. The powder is fed by a 3-jet coaxial 
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nozzle. In a further experiment a geometry is cladded which is 
consisting of two truncated cones with a slope α of 30 ° and β 
of 20 °. The transition is performed as a radius of 100 mm and 
thus a minimum diameter of 50 mm is generated in the 
middle. The diameter d2 is 110 mm and d3 is 130 mm 

 

Fig. 2. Schematic of investigated geometries. A tube is used as simple 
geometry to develop the control approaches, shown on the left side. A 

complex geometry with different angles and diameters is used to evaluate 
limitations of the measurement system. 

The experiments on tube applies a laser power of 3000 W, 
a powder feed rate of 20 g/min and a fixed rotation speed of 
5.8 U/min which leads to a welding speed of 2.1 m/min. A 
fixed lateral speed of 0.1 mm/min is used for thermal control 
approach whereas 0.3 mm/min is used for the geometrical 
control approach.  

The experiments on complex shaped geometry applies a 
laser power of 2500 W, feed rate of 18 g/min, a fixed lateral 
speed of 0.2 mm/min and a fixed rotation speed of 5.8 U/min 
which leads to variations of welding speed between 0.9 m/min 
up to 2.1 m/min. Several layers are cladded and observed by 
the sensor system. The raw signals are evaluated by a 
LabView based algorithm. 

The thermal images are used to determine the melt pool 
area by summarizing the total number of pixels with melt 
temperature or above. The recognized melt pool has to be 
assembled by more than 10 pixels to avoid an incorrect 
detection. The melt pool width, length and area are 
determined, like shown in figure 3. The control approach 
requires the input of a melt pool area and the melt temperature 
as set-value. A PID control maintains the melt pool area by a 
variation of laser power. 

 

Fig. 3. In-situ process images of the emissivity corrected PyroCam and 
schematic evaluation method for the thermal control approach. 

The height signals of the triangulation sensors have to be 
extensively filtered in temporal and lateral dimension for 
further evaluation. Two different approaches are developed 
for the geometrical control. 

The first control approach measures the height and the 
width of the initial welding bead during the first rotation of 
the cylindrical substrate. The information is used to determine 
the positions of the layer in leading and trailing signal in 
further rotations and calculate the actual overlap. A PID 
control algorithm moves the linear stage to reach and to 
maintain the set overlap like shown in figure 4. The control 
only requires the input of the relative overlap s1 as set-value.  

The second control approach is composed of inner and 
outer control loop. The inner control loop is the mentioned 
first control approach which maintains a given set overlap s1. 
The outer control loop starts after the first rotation of the 
cylindrical substrate and measures the height of the existing 
layer over the length a of one bead width. The lowest height 
h2 value in this interval is compared with the peak height h1, 
like shown in figure 4. There is no control action for a 
difference of less than 2 % whereas a difference of more than 
2 % leads to an adjustment of the set overlap. The adjustment 
depends on the magnitude of the difference. The inner control 
loop is processed 100 times faster than the outer loop. The 
second approach requires no set-values for laser cladding but 
a suitable start value for overlap assists a fast adjustment of 
the process. 

 

Fig. 4. Schematic of geometrical measurement and evaluation methods of set 
overlap and set overfill control approach. 

3. Results 

3.1. Thermal control experiments on cylindrical geometry 

Figure 5 shows a result of the thermal control experiments. 
Both layers are deposited with the same parameters except of 
the laser power. The first layer applies a suitable parameter 
for laser cladding process. A higher penetration depth at the 
beginning of the layer can be identified like expected and 
already known from literature. The penetration depth of the 
first bead is ca. 2.5 times deeper than of the remaining layers. 
The total dilution is 17.2 %. The dilution varies with a 
coefficient of variation of 4.4 %. The melt pool size is 
measured during the process by the help of the PyroCam. The 
mean value after the first revolutions is selected as set-value 
for the following thermal control experiment. 
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The second layer in figure 5 shows the cross-section of the 
thermal controlled laser cladding process. The closed loop 
control starts at the beginning of cladding and attempts to 
obtain the given melt pool area by a reduction of laser power. 
A lower penetration depth is generated compared to the 
uncontrolled case. The required melt pool area is faster 
reached and constantly maintained. The penetration depth of 
the first bead is ca. 1.5 times deeper than the remaining layer 
and thus it is nearly halved compared to the uncontrolled case. 
The absolute penetration depth is reduced by 28 % compared 
to the uncontrolled case. The total dilution is 16.0 % and thus, 
it is slightly lower. The coefficient of variation is 2.1 % and 
thus it is also more than halved. It is suggested that the 
thermal control maintains the heat input by an adjustment of 
laser power and thus stabilizes bead geometry and dilution. In 
addition, bead geometry is adapted even in first rotation. 

 

Fig. 5. Cross-sections of the thermal control experiments on tubes. First 
section shows a layer without control and the second layer applies thermal 

control on basis of in-process evaluated and controlled melt pool area. 

3.2. Geometrical control experiments on cylindrical geometry 

Figure 6 shows the results of geometrical control 
experiments. The both control approaches are compared to the 
case without control. All layers are deposited with the same 
parameter, including the lateral speed. The beads are 
deposited with a high offset side-by-side in the uncontrolled 
case to demonstrate the potential of the geometrical control 
approach. . The beads have a width of (2.07 ± 0.07) mm and a 
height of (0.51 ± 0.04) mm. The overlap is measured from 
cross-section. The fixed rotation speed and lateral speed 
causes an overlap of (-13.0 ± 1.3) % and leads to an effective 
height of 0 mm. The coefficient of variation is 1.2 % and can 
be used as reference for positioning accuracy. 

The first control approach is used for the second layer, 
shown in figure 6. The control applies a set overlap of 50 %. 
The resulting overlap is measured in the cross-section and is 
(41.8 ± 3.1) %. The overlap is smaller than the set-value but 
almost constant which is demonstrated by a low coefficient of 
variation of overlap of 5.3 %. It is suggested that the 
comparison of leading and trailing signal results in a constant 
overlap of nearly 50 % for the control algorithm. However, 
the distance of the measurement lines and the lateral speed 
causes a constant offset between measured signal and factual 
deposited track. Higher distances between the measurement 
lines and lateral speed increase the offset. A constant overfill 
of 14.9 % is achieved. 

The second control approach is composed by inner and 
outer control loop and is used for the third layer which is 
shown in figure 6. In this case, the algorithm maintains an 
optimal overfill by the continuous adjustment of overlap. The 
resulting overlap is measured in the cross-section and it is 
(61.1 ± 1.4) %. The coefficient of variation of overlap is 
3.6 %. The low value indicates a fast adjustment of an optimal 
overlap which is subsequently maintained over the whole 
layer. The overfill of the layer equals less than 2 %. This 
value was expected because of the condition to stop overlap 
adjustment for a difference lower than 2 %. It is suggested 
that the overfill can further be decreased with an adjustment 
of the outer control loop parameter. The coefficient of 
variation of overlap is low for both control approaches and 
thus, the control approaches demonstrate constant, uniform 
layer quality. 

 

Fig. 6. Cross-sections of the geometrical control experiments on tubes. First 
section shows a layer without control, second layer is geometrical controlled 
with set the overlap of 50 % and the third layer applies geometrical control 

with the set of minimum overfill. 

3.3. Multi-parameter control on complex shaped geometry 

Figure 7 shows a result of laser cladding with thermal and 
geometrical control for a rotational symmetrical geometry 
with double truncated cone. The shape results in a continuous 
variation of diameter and thus causes variations of heat sink 
volume. Nevertheless, a fixed rotation speed and a fixed 
lateral speed are used for a worst-case scenario. The thermal 
control adjusts the laser power to maintain the heat input for a 
constant bead geometry to compensate the changes of 
substrate diameter whereas the geometrical control is used to 
maintain a set overlap of 50 % and to generate a consistent 
layer with homogeneous overfill. 

The dilution measured at different positions of the 
cross-section is 15.4 % at the beginning, 15.3 % in the center 
and 15.0 % at the end of the layer. The coefficient of variation 
is 10 % which indicates a significant higher value than in 
experiment on tube. It is suggested that the slope of the 
substrate influences the thermal measurement. The melt pool 
area changes during downhill and uphill movement because 
of the different perspectives onto the melt pool. However, the 
increasing dilution which commonly results from a reduction 
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of diameter can be avoided by the laser power control. The 
heat accumulation can be compensated.  

The geometrical control achieves a resulting overlap of 
47.1 % at the beginning, 46.5 % in the middle and 44.2 % at 
the end of the layer. The total overlap is (45.8 ± 4.2) %. The 
overlap is smaller than the set-value like already expected 
from previous experiments. A similar overfill of 17.6 % can 
be achieved for the whole layer. It is a slightly smaller value 
than in experiment on tube. However, the coefficient of 
variation is 7.6 % and indicates a strong activity of control. 

 

Fig. 7. Result of a layer on double-truncated-cone-shaped geometry with 
geometrical and thermal control.  

3.4. Limitations of present system 

Figure 8 demonstrates the limitations of the presented 
multi-parameter control. Both layers are cladded under the 
same parameter on a 20° angled truncated cone shaped 
geometry. The first layer is cladded uphill without control. 
The bead height, width and the dilution decrease by ca. 10 % 
because of the higher heat sink volume and the higher 
welding speed, like already expected. The averaged melt pool 
area after the first revolutions was used as set-value for 
thermal control. The overlap is 37 % which lead to a overfill 
of 159.7 %. 

The second layer in figure 8 shows a thermal and 
geometrical controlled cladding process on truncated cone 
geometry in uphill direction. The dilution increases from 
31 % for the first three beads to a dilution of more than 70 % 
for the last three beads. The geometrical control uses a set 
overlap of 50 %. The resulting overlap from cross-section is 
44 % at the beginning of the layer but decreases to a value of 
38 %.  

The cross-section indicates that both controls work as 
expected at the beginning of the experiment. A homogeneous 
dilution including first bead demonstrates the capability of 
thermal control whereas a constant overlap is generated by 
geometrical control, like also demonstrated in experiment on 
tubes. However, pores appear at the interface and the control 
fails after a while. It is suggested that the taught path of 
handling system moves the processing head with a continuous 
speed along the truncated cone uphill with a constant distance 

to the surface. The linear stage is assembled parallel to the 
rotation axis and moves the processing head horizontal 
against the direction of the handling system to maintain the 
set overlap. Thus, the nozzle-to-workpiece-distance increases 
during process and causes a mismatch of laser and powder 
spot diameter. A thinner bead shape with higher dilution and 
pores is generated and complicates the accurate recognition of 
the beads position. In addition, the factual deposited overlap is 
influenced by the modification of bead geometry and the 
shifted distance of the measurement lines of triangulation 
system. 

 

Fig. 8. Result of the layers which are cladded uphill on truncated-cone-shaped 
geometry. a) Without and b) with geometrical and thermal control. 

4. Discussion 

An offset is determined between set-value and resulting 
overlap. The measured deviation of ca. 8 % is composed by 
the given accuracy of handling system, the accuracy of the 
additional linear stage and the quality of the geometrical 
control algorithm. It is suggested that a deviation occurs 
between measured triangulation signal and factual deposited 
track which is caused by the distance between triangulation 
measurement lines as well as the lateral speed. Thus, a 
constant offset is generated between the set-value and 
resulting overlap.  

Nevertheless, for the first time a multi-parameter control is 
demonstrated which controls the bead geometry by the help of 
a laser power adjustment and controls the layer geometry by 
the positing of processing head. A constant bead geometry 
and a high accordance in set overlap can be achieved and 
thus, a overfill of less than 2 % can be reached in experiment 
on cylindrical geometry. The capability of the control is even 
demonstrated in worst-case scenario on double truncated cone 
geometry. In the present case, the functionality was only 
limited by to the arrangement of parallel linear stage which 
causes an impermissible increase of the nozzle-to-workpiece 
distance. An additional vertical linear stage or the direct 
intervene in taught path planning can overcome this 
limitation. 
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5. Conclusion 

A pair of triangulation sensors and a temperature field 
measurement system were integrated into a common laser 
powder cladding head and enables the determination of melt 
pool area and layer geometry in laser powder cladding 
process.  

The PyroCam is used to obtain a set melt pool area by a 
laser power adjustment and thus, control the heat input for a 
constant bead geometry during cladding. 

A novel characteristic value is defined to describe the 
relation of maximum height and target height of a cladded 
layer. The parameter is called overfill 

The triangulation sensor signal is used to obtain a constant 
overlap by the position of the process head or to achieve low 
overfill less than 2 %. 

Both controls obtain applicable results regarding dilution, 
overlap and overfill on cylindrical geometry and even on 
lightly curved geometry like a truncated cone. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

The melt pool temperature is a key parameter in laser metal deposition (LMD) processes. Reliable temperature measurements are of obvious 
interest and essential for supervising and controlling the process. However, pyrometers tend to show a non-negligible directional dependency, 
due to the direction-dependent temperature distribution in the melt pool. We propose a model-based method for determining and physically 
compensating the misalignment of a pyrometer in an LMD process. The approach is based on a brief calibration run based on which the focus 
offset can be determined. The resulting offset is used to physically adjust the pyrometer. 
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1. Introduction 

Laser metal deposition (LMD) is a well-known additive 
manufacturing process, characterized by a laser source and a 
powder feeding system. The powder feeding system is used to 
add material through a nozzle to the melt pool. The melt pool is 
created by the process laser focused on the substrate.  

For supervising and controlling the process, reliable 
measurements of key process parameters are required. 
However, challenging process conditions (e.g. high process 
temperatures of more than 2000K) make reliable measurements 
difficult. Nevertheless, the melt pool temperature and geometry 
are accessible to measurements. For example, Song and 
Mazumder [1] use a pyrometer to monitor and control the melt 
pool temperature. Based on their measurements, they identify a 
state-space model and design a controller. Petrat et al. [2] 
measure and compare the temperature of the substrate near the 
melt pool for different scanning strategies. Bi et al. [3] compare 
a photodiode, pyrometer and a CCD-camera for the 

measurement of the melt pool temperature. They conclude the 
measurement of a laterally mounted pyrometer to depend 
significantly on the scanning direction. This implies a coaxially 
mounted pyrometer is preferable for achieving reliable 
measurements.  

Devesse et al. [4] show the melt pool temperature can be 
characterized by elliptical isotherms. These isotherms have a 
steeper temperature gradient in the direction of motion. 
Therefore, a pyrometer that is not perfectly aligned with the 
heat source measures a temperature depending on the direction 
of motion (see Fig. 2).  

Recently, a model-based method for the calculation of the 
misalignment of the pyrometer was derived [5]. The model is 
based on a solution of the heat conduction equation that 
describes the elliptically shaped temperature distribution in the 
substrate. The method allows to calculate the offset of the 
pyrometer from the center of the melt pool based on a simple 
measurement routine, which takes the pyrometer measurements 
and the direction of motion of the process head into account.  

 

Available online at www.sciencedirect.com 

ScienceDirect 
Procedia CIRP 00 (2020) 000–000 

  
     www.elsevier.com/locate/procedia 

   

 

 

 

2212-8271 © 2020 The Authors. Published by Elsevier B.V. 
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/) 
Peer review statement: Peer-review under responsibility of the Bayerisches Laserzentrum GmbH 

11th CIRP Conference on Photonic Technologies [LANE 2020] on September 7-10, 2020 

Model-based pyrometer alignment method for additive manufacturing by 
laser metal deposition 

David Dillkötter*, Magnus Thiele, Johann Stoppok, Henrik Dobbelstein,  
Cemal Esen, Martin Mönnigmann 

Department of Mechanical Engineering, Ruhr University Bochum, Universitätsstraße 150, 44801 Bochum, Germany  
 

* Corresponding author. Tel.: +49 234 3224035. E-mail address: david.dillkoetter@rub.de 

Abstract 

The melt pool temperature is a key parameter in laser metal deposition (LMD) processes. Reliable temperature measurements are of obvious 
interest and essential for supervising and controlling the process. However, pyrometers tend to show a non-negligible directional dependency, 
due to the direction-dependent temperature distribution in the melt pool. We propose a model-based method for determining and physically 
compensating the misalignment of a pyrometer in an LMD process. The approach is based on a brief calibration run based on which the focus 
offset can be determined. The resulting offset is used to physically adjust the pyrometer. 
 
© 2020 The Authors. Published by Elsevier B.V. 
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/) 
Peer review statement: Peer-review under responsibility of the Bayerisches Laserzentrum GmbH 

 Keywords: additive manufacturing; laser metal deposition; pyrometer; control 

 
1. Introduction 

Laser metal deposition (LMD) is a well-known additive 
manufacturing process, characterized by a laser source and a 
powder feeding system. The powder feeding system is used to 
add material through a nozzle to the melt pool. The melt pool is 
created by the process laser focused on the substrate.  

For supervising and controlling the process, reliable 
measurements of key process parameters are required. 
However, challenging process conditions (e.g. high process 
temperatures of more than 2000K) make reliable measurements 
difficult. Nevertheless, the melt pool temperature and geometry 
are accessible to measurements. For example, Song and 
Mazumder [1] use a pyrometer to monitor and control the melt 
pool temperature. Based on their measurements, they identify a 
state-space model and design a controller. Petrat et al. [2] 
measure and compare the temperature of the substrate near the 
melt pool for different scanning strategies. Bi et al. [3] compare 
a photodiode, pyrometer and a CCD-camera for the 

measurement of the melt pool temperature. They conclude the 
measurement of a laterally mounted pyrometer to depend 
significantly on the scanning direction. This implies a coaxially 
mounted pyrometer is preferable for achieving reliable 
measurements.  

Devesse et al. [4] show the melt pool temperature can be 
characterized by elliptical isotherms. These isotherms have a 
steeper temperature gradient in the direction of motion. 
Therefore, a pyrometer that is not perfectly aligned with the 
heat source measures a temperature depending on the direction 
of motion (see Fig. 2).  

Recently, a model-based method for the calculation of the 
misalignment of the pyrometer was derived [5]. The model is 
based on a solution of the heat conduction equation that 
describes the elliptically shaped temperature distribution in the 
substrate. The method allows to calculate the offset of the 
pyrometer from the center of the melt pool based on a simple 
measurement routine, which takes the pyrometer measurements 
and the direction of motion of the process head into account.  
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We propose a model-based method for calculating and 
physically correcting the offset of a pyrometer measuring a 
point heat source and apply the method to the LMD process. 
While the proposed approach is still applied in a manual way 
here, its automation is straight-forward. In contrast to the 
related work [5], we here physically correct the pyrometer 
alignment, while a software-based correction was proposed in 
[5]. 

In Section 2 we briefly summarize the model on which the 
pyrometer measurement is based, which was already presented 
in [5] in greater detail. We show the model predicts the 
directional dependency of a misaligned pyrometer. In Section 3 
we identify the offset of a pyrometer in a laboratory LMD 
process. The results are used to physically align the pyrometer 
in Section 4.  

 

2. Physical model 

Two Cartesian coordinate systems are required for the 
model. The machine coordinate system (𝑥𝑥, 𝑦𝑦, 𝑧𝑧) describes the 
position of the process head. The origin is an arbitrarily chosen 
but fixed point in the workspace. The second system (𝜉𝜉, 𝜂𝜂) is 
fixed on the substrate in the center of the point heat source with 
the 𝜉𝜉-axis pointing in the opposite direction of the movement. 
The coordinate systems are coplanar. Furthermore, the angle 𝜙𝜙 
refers to the angle between the 𝑥𝑥- and 𝜉𝜉-axis and describes the 
direction of the movement of the nozzle. Note that the nozzle 
(to which the pyrometer is attached) does not rotate and only 
moves linearly along the 𝑥𝑥 -, 𝑦𝑦- and 𝑧𝑧-axis. The coordinate 
systems are illustrated in Fig. 1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

2.1. Directional dependency of temperature measurements 

The heat distribution in the substrate can be described by 
isotherms, which depend on the direction of motion of the 
process head. The mathematical description for a point heat 
source moving with constant velocity ‖𝑈𝑈‖!, assuming a semi-
infinite work piece, is given by the Rosenthal equation [6] 
 

𝑇𝑇(𝜉𝜉, 𝜂𝜂, 𝑈𝑈, 𝑃𝑃) = 𝑇𝑇" +
𝐴𝐴#𝑃𝑃
2𝜋𝜋𝜋𝜋𝜋𝜋 exp 8

(𝜉𝜉 − 𝜋𝜋)‖𝑈𝑈‖!
2𝛼𝛼 ;, (1) 

where 𝜋𝜋 = <𝜉𝜉! + 𝜂𝜂!, 𝐴𝐴# is the absorption coefficient, 𝑃𝑃 is the 
laser power, ‖𝑈𝑈‖! is the relative velocity and 𝛼𝛼 is the thermal 
diffusivity. All parameters are assumed to be independent of 
the temperature and the material is assumed to be isotropic and 
homogeneous. Fig. 2 sketches the resulting elliptical isotherms.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
The melt pool temperature in the LMD process is typically 

measured with IR-cameras and pyrometers [7]. While IR-
cameras have the advantage of measuring the heat distribution 
in the melt pool, their high spatial resolutions usually imply low 
framerates. In contrast, pyrometers measure the temperature in 
a small, point-like area, but do so with high sampling rates.  

More precisely, a pyrometer measures the radiation emitted 
by an area 𝐴𝐴$, which is projected onto the detector by an optical 
system. The alignment of the pyrometer is critical, because 
small deviations of the pyrometer measurement area (𝐴𝐴$) from 
the center of the heat source result in a notable directional 
dependency (see Fig. 3).  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

2.2. Model of the pyrometer with offset 

A detector of a pyrometer integrates the radiation of the melt 
pool projected on the detector. The corresponding black body 
temperature is determined by the Stefan-Boltzmann law, given 
by 
 

𝑃𝑃%&' = 𝜎𝜎> 𝑇𝑇?((𝜉𝜉, 𝜂𝜂; 𝑈𝑈, 𝑃𝑃)𝑑𝑑𝐴𝐴
	

*!
				  

(2) 

Fig. 1. Directional dependence of the measurement of the melt pool 
temperature [4] 

Fig. 2. Isotherms as derived with (1). The elliptical shape and the steeper 
gradient in the movement direction result from the directional dependence 

[5]. 

Fig. 3. The area (𝐴𝐴!) is offset by 𝛿𝛿 at an angle 𝜙𝜙" in the machine coordinate 
system. While 𝛿𝛿 and 𝜙𝜙" are constant, the orientation of the elliptical 

isotherms depends on the vector of the velocity 𝑈𝑈,	which is a function of 
time. As a result, the measurement error induced by the misplacement 

depends on 𝑈𝑈 and is a function of time [5]. 
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The temperature 𝑇𝑇?  describes the temperature given by the 
Rosenthal equation (1) up to a saturation temperature 
depending on the pyrometer. 𝑇𝑇$ is the temperature value 
measured by the pyrometer. Assuming a circular aperture, the 
area 𝑑𝑑+ is given by 

 
𝑑𝑑$ = 𝜋𝜋𝑟𝑟$,%-! . (3) 

 
By applying the coordinate transformation shown in Fig. 3 and 
integrating the temperature over the offset area 𝑑𝑑$, a prediction 
of the temperature measured by a pyrometer with offset can be 
determined. The dependencies of the measured temperature 𝑇𝑇$ 
on the discussed quantities can be summarized by 

 
𝑇𝑇$D𝑇𝑇?(𝜉𝜉, 𝜂𝜂; 𝑈𝑈, 𝑃𝑃), 𝜙𝜙", ‖𝛿𝛿‖!, 𝑟𝑟$,%-F (4) 

 
These quantities are the velocity of the process head 𝑈𝑈, the 
laser power 𝑃𝑃, the offset angle 𝜙𝜙" and offset radius ‖𝛿𝛿‖!, and 
the radius of the pyrometer measurement area 𝑟𝑟$,%-.  

We illustrate the directional dependency (4) with Fig. 4. Fig. 
4 shows the relative error of 𝑇𝑇$ for a list of offsets ‖𝛿𝛿‖! as a 
function of the velocity	‖𝑈𝑈‖!. If there is no offset, the relative 
error equals zero. Both an increasing offset and an increasing 
velocity result in a higher absolute minimum relative error. 
Note that the minimum relative error is given for 𝜙𝜙 − 𝜙𝜙" = 𝜋𝜋. 
This corresponds to 𝑑𝑑$  located in front of the moving heat 
source. Correspondingly, the maximum relative error occurs if 
𝑑𝑑$ is located behind the moving heat source. 

 

 

Fig. 4. Maximum and minimum relative error of the temperature 
measurement of a pyrometer offset by ‖𝛿𝛿‖# as a function of the 

velocity	‖𝑈𝑈‖# for 𝑃𝑃 = 250W and 𝑟𝑟$%&' = 1mm. 

3. Physical correction 

In this section, we present techniques for determining the 
offset of the pyrometer and for correcting the misalignment.  

3.1. Pyrometer offset estimation 

Essentially, the offset of the pyrometer is determined by 
fitting measurements to the model (4). A best fit for the 
unknown parameters 𝑟𝑟$,%-, 𝜙𝜙" and ‖𝛿𝛿‖! can be determined by 
solving the nonlinear least-squares optimization problem 

min
‖"‖!,$",%#$%&

$%𝑇𝑇&'(
(*) − 𝑇𝑇((𝑇𝑇)(𝜉𝜉, 𝜂𝜂; 𝑈𝑈(*), 𝑃𝑃0, 𝑈𝑈(*); 𝜙𝜙,, ‖𝛿𝛿‖-, 𝑟𝑟(.%/05 ,

0

*12

 

(5) 

where 𝑇𝑇./$
(1), 𝑘𝑘 = 1,… , 𝐾𝐾, refers to 𝐾𝐾 measured temperatures. 

We propose a simple routine for determining 𝑇𝑇./$
(1). It is based 

on a continuous movement of the process head along a circular 
path with a constant laser power and the powder feeder 
disabled. Due to the circular path, temperature measurements 
of every direction of the processing head are recorded. Note 
that no measurement is conducted for the first rotations to 
ensure transients have decayed. We propose to use the 
maximum temperature deviation along the circular path for 
benchmarking. A higher temperature deviation corresponds to 
a higher offset ‖𝛿𝛿‖! of the pyrometer.  

3.2. Physical offset correction 

We mounted the pyrometer to a kinematic mirror mount, 
usually used to fix optical devices, to allow for adjustments of 
the offset of the pyrometer. 

 

 

Fig. 5. Setup of the angular adjustment device of the pyrometer. The two 
knurled wheels are used to adjust the angle of the pyrometer. The left wheel is 
used to adjust the 𝑦𝑦-offset, the right wheel adjusts the 𝑥𝑥-offset. The beam path 

is secured by a protective glass. 

Specifically, the mount allows to adjust the angle of the 
pyrometer and thus the position of 𝑑𝑑$. The setup, including the 
mirror mount and coaxial input to the process head, is shown 
in Fig. 5. 

4. Results 

To obtain reliable temperature data for supervising and 
controlling the LMD process, the pyrometer must be adjusted 
to measure the temperature at (𝜉𝜉, 𝜂𝜂) = (0,0). We combine the 
offset estimation with the physical correction in an iterative 
manner. The laboratory machine is an OR-Laser Evo Cube. 

pyrometer kinematic 
mirror mount 

protective 
glass 
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The pyrometer is a Metis M3 H322. The process was carried 
out as follows, starting with a pyrometer that was carefully 
aligned according to the vendor instructions: 

• At first, the initial offset of the pyrometer is 
determined.  

• Based on the offset, the most misaligned axis (𝑥𝑥, 𝑦𝑦) is 
corrected by one tick of the corresponding adjustment 
screw and the resulting offset is determined again. 
Using the resulting offset and the initial offset, the 
gradient is determined. 

• The remaining offset is iteratively compensated by 
adjusting the pyrometer by 2/3 of the theoretically 
necessary value. 

We performed the adjustment of the pyrometer with the 
proposed procedure and achieved a sufficient result after two 
iterations. Fig. 6 shows the result of the alignment process. The 
offset estimation of the initial measurement resulted in ‖𝛿𝛿‖! ≈
0.4 mm. Based on the gradient derived with the sec-ond 
measurement, the pyrometer was adjusted close to the origin to 
yield ‖𝛿𝛿‖! ≈ 0.06 mm. A final iteration resulted in an 
unmeasurable offset. Note that the first iteration resulted in an 
offset compensation of more than 2/3 of the distance, possibly 
due to a slight model mismatch or measurement noise.   

 

Fig. 6. Process of the iterative correction of the pyrometer. The leftmost circle 
shows the start of the 4 steps. The final offset (4) is close to the origin. 

The decreasing offset of the pyrometer leads to a decreased 
variation of the temperature on the circular path. The 
correlation is shown in Fig. 7. The initially aligned pyrometer 
shows a significant directional dependency of 147.9K at an 
offset of 0.41mm. After the first gradient based alignment 
(cycle 3) the variation could be reduced to 13.45K and 0.06mm 
offset, respectively. The final adjustment lead to a variation of 
4.75K and an unmeasurable offset. 

While the correction has been implemented in a manual 
way, the method can obviously be automated with a motorized 
kinematic mirror mount. 
 

 

Fig. 7. The blue circles show the determined offset of the pyrometer. After 
the initial measurement (cycle 1) and the adjustment of a single tick (cycle 2), 
the pyrometer was adjusted by 2/3 of the derived ticks. The red line shows the 

measured temperature variation within a circular move. 

 

5. Conclusion 

We developed a model-based method for aligning a 
pyrometer in an LMD process. With the proposed method, a 
pyrometer can be used as a reliable measurement device to 
control or supervise the LMD process. 

The paper presented a method for the physical alignment of 
a pyrometer. A simple iterative calibration run was presented 
that simplifies the manual process considerably. Due to the 
gradient-based approach, no information on the optical system 
is necessary. The results underline the importance of a carefully 
executed alignment process. Furthermore, the procedure can 
easily be extended to an automatic calibration. Future work will 
focus on this automation and on techniques for adjusting the 
pyrometer without requiring a calibration run but using 
production run data instead.   
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Parameters 

A.1. Table of physical parameters 

Parameter Symbol Value 
Thermal diffusivity 𝛼𝛼 5.006	10()m2/s 

Specific heat 𝐶𝐶$ 500J/(kgK) 
Thermal conductivity 𝑘𝑘 20W/(Km) 

Density 𝜌𝜌 7990kg/m3 
Melting temperature 𝑇𝑇* 1713.15K 
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A.2. Table of other parameters 

Parameter Symbol Value 
Maximum measurable temperature 𝑇𝑇*+, 2573K 

Maximum motion speed 𝑈𝑈 20mm/s 
Maximum laser power 𝑃𝑃*+, 450W 

Laser power (calibration) 𝑃𝑃 250W 
Absorption coefficient 𝐴𝐴- 0.625 

Process laser wavelength 𝜆𝜆 1070nm 
Pyrometer wavelength 𝜆𝜆$ 1450-1800nm 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

Over the last decade, additive manufacturing has become increasingly popular and is used in many industries. Laser metal deposition is used for 
repairing large or expensive tools and for application of coatings. The technique is also increasingly used for the production of three-dimensional 
parts. However, process control is not fully developed, so that errors in terms of the height of the part occur, especially on complex geometries, 
due to an inhomogeneous melt pool temperature. 
In this paper, the melt pool temperature as well as the component height deviation is recorded simultaneously during the process with only one 
thermal-optical camera. 
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1. Introduction 

The past decade has been strongly influenced by additive 
manufacturing in the industry and continues to this day. The 
manufacturing possibilities in the area of polymers by means 
of Fused Deposition Modeling (FDM), Selective Laser 
Sintering (SLS) and Stereolithography, and also in the area of 
metals by means of Selective Laser Melting (SLM) or Laser 
Metal deposition (LMD), are increasing significantly and first 
conquered the prototype scene and now also the aerospace 
sector with focus on special material [1] as well as combination 
of multiple parts into one or design of lightweight parts [2]. Due 
to the high safety requirements in the aerospace sector, only 
limited components have been  

 
 
 

manufactured so far [3]. Highly safety-relevant components 
are still subject to individual testing, which makes it difficult 
for them to reach the break-even point with respect to costs 
despite possible series production. Due to insufficient process 
monitoring and control, it cannot be ensured that the 
component is free of defects, so that individual testing is still 
necessary [4].  

In contrast to the well-known SLM technology for filigree 
components, the LMD process is suitable for larger 
components. Due to the higher deposition rate, these 3D parts 
can be built up faster compared to the SLM process. However, 
process monitoring and control are not yet fully developed for 
either technique but are currently subject to research.  
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monitoring and control, it cannot be ensured that the 
component is free of defects, so that individual testing is still 
necessary [4].  
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Tang et al [5] and Arrizubieta et al [6] determined the 
temperature during the process as well as the weld height of 
each individual layer after deposition. A laser triangulation 
sensor was used for the height determination and a pyrometer 
for the temperature. For the height measurement a separate 
drive over and scan of the produced part was required. 
Similarly, Gegel et al. [7] measured the height of the 
component. They used a laser line triangulation sensor so that 
larger areas of the component could be measured. It resulted 
that component slopes or welding seam ends can cause faulty 
measurements due to the tilted surface. To avoid the 
measurement error and the second drive over, Donadello et al. 
[8] [9] designed an almost coaxial laser triangulation sensor so 
that the height of the component could be determined during 
the process through the powder nozzle and in a sharp angle to 
the component surface. Altenburg et al. [10] and Wargulski et 
al. [11] investigated temperature monitoring by means of 
CMOS cameras, whereby a thermographic image could be 
recorded.  

In this paper the building process of a component is 
monitored by means of a thermographic camera. In addition, 
the height of the component during the process is monitored by 
image evaluation and the offset to the target value is 
determined. The advantage is that a single sensor can be used 
for monitoring the temperature and component height. 

2. Experimental Setup 

The experiments are carried out in a 3-axis laser cladding 
system OR-Cube of the company Coherent OR-Laser. A 
coaxial powder nozzle Coax-36 of the Fraunhofer ILT Aachen 
and a fiber laser of the company IPG with a wavelength of 
1070nm is used for the deposition process. A thermographic 
camera PI05, with a temperature range between 900 and 2000 
°C, of the company Optris GmbH is integrated at a 45° angle, 
which is aligned to the molten bath zone, as shown in Fig. 1. 
The working distance between the nozzle tip and the deposition 

area should be 8mm. It is adjusted with a calibration tool before 
the process is started. The IR-camera is carried along with the 
axes without any relative movement to the powder nozzle. 

The temperature data as well as the position of the hottest 
point (hot spot) in the captured image from the camera are 
recorded by a PC and processed in real time. The temperature 
is averaged from an array of 5x5 pixels around the hot spot. 
The position of the hot spot is determined by the camera and 
given as a coordinate in x and y direction from the image, 
where the x-axis of the IR-Camera 𝑥𝑥𝑥𝑥𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝜉𝜉𝜉𝜉, 𝜂𝜂𝜂𝜂) represents the 
height axis ζ of the machine 𝜁𝜁𝜁𝜁𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑐𝑐𝑐𝑐(𝜉𝜉𝜉𝜉, 𝜂𝜂𝜂𝜂) . Since the IR 
camera is carried along, the change on the x-axis plus the ζ-axis 
of the machine is the total real wall height ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑐𝑐𝑐𝑐𝑡𝑡𝑡𝑡 as described 
in equation (1). 

In order to assign the x-axis values of the camera to the 
corresponding z-axis difference, a calibration run has been 
performed beforehand. For this purpose, the powder nozzle 
was moved to the starting height of 8mm. Then the laser was 
switched on, so that a melt pool was formed on the substrate. 
While the working distance between the powder nozzle and the 
substrate was on the one hand reduced and on the other hand 
increased, the data of the ζ-axis of the machine and the x-values 
of the IR camera were recorded. Thus, a calibration curve could 
be created to convert from the x-values of the IR camera to the 
height change in ζ-direction. If the actual height corresponds to 
the target height, ∆𝑡𝑡𝑡𝑡𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡𝑡𝑡𝑐𝑐𝑐𝑐𝑡𝑡𝑡𝑡−𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡𝑡𝑡𝑎𝑎𝑎𝑎𝑐𝑐𝑐𝑐𝑡𝑡𝑡𝑡 is zero.  

 
𝜁𝜁𝜁𝜁𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑐𝑐𝑐𝑐(𝜉𝜉𝜉𝜉, 𝜂𝜂𝜂𝜂) + 𝑥𝑥𝑥𝑥𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝜉𝜉𝜉𝜉, 𝜂𝜂𝜂𝜂) =  
𝜁𝜁𝜁𝜁𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑐𝑐𝑐𝑐(𝜉𝜉𝜉𝜉, 𝜂𝜂𝜂𝜂) + ∆𝑡𝑡𝑡𝑡𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡𝑡𝑡𝑐𝑐𝑐𝑐𝑡𝑡𝑡𝑡−𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡𝑡𝑡𝑎𝑎𝑎𝑎𝑐𝑐𝑐𝑐𝑡𝑡𝑡𝑡(𝜉𝜉𝜉𝜉, 𝜂𝜂𝜂𝜂) =  ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑐𝑐𝑐𝑐𝑡𝑡𝑡𝑡               (1) 

 
For this paper, walls with the parameters from Table 1 are 

made of the metal 316L.  

Table 1. Parameter to generate different walls 

Wall ID W1 W2 W3 
Laser power 225 Watt 315 Watt 405 Watt 
 
Layers are welded in 𝜂𝜂𝜂𝜂 direction of the system which the IR 

camera records from the side, see Fig. 2. The axis movements 
and the data from the thermal camera are recorded. The 
temperature and the target/actual deviations are graphically 
displayed for each positions of the wall.  

Fig. 1. Experimental setup. The IR camera is mounted in a 45° angle to the z-
axis. The nozzle distance to the processing point is 8mm. 

Fig. 2. Schematic drawing of the coordinate systems and the moving strategy 
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3. Results 

Fig. 3a (wall 1) shows that the temperature is low in the first 
layers and increases in the Z direction. After the first third of 
the finished wall the temperature remains constant. The 
temperature only drops at the ends of the generated layers This 
is due to the build-up strategy. At these points the laser is 
switched off and the process head is moved in Z direction by a 
predefined layer height. 

Fig. 3d shows the target/actual difference at each position of 
the wall at the time of production. At the beginning of build-up 
welding, the actual height is equal to the target height, which is 
specified by a difference of zero. Subsequently, the difference 
changes to positive values which are in the range of 2mm. This 
indicates a higher rate of build-up than expected. As a result, 
the wall is above the target height. After the first third of the 

wall the difference remains constant. In this area, the process 
stabilizes itself, as Haley et al. [12] described. In the figure a 
height difference along the X axis can be observed. The 
variance is in the range between 1.5 and 2.1mm, corresponding 
to the manufactured wall in Fig. 3g and validation 
measurements with a triangulation line sensor with positive 
values between 1.2 and 1.8mm. 

Fig. 3b (wall 2) shows a similar behavior to Fig. 3a. 
However, the static temperature range is already reached after 
the sixth layer and the temperature is higher overall. As 
described above, a lower temperature is measured at the ends 
of the individual layer, due to the process strategy. 

In Fig. 3e, the target/actual differences are minor and in the 
range of 0.7 to 1.3mm. However, the upper right area of the 
figure constitutes an exception. From half the height of the wall 
to the upper end, the difference from the target/actual value 
becomes negative (-0.3mm) and means that the target height is 

Fig. 3. a), b), c) thermographic images of the melt pool temperature. d), e), f) are target / actual differences for each wall position at the time of manufacturing. g), h), i) 
are photos of the prepareted samples. The results for a), d), and g) are from wall W1. The results for b), e), and h) are from wall W2. The results for c), f), and i) are from 

wall W2. 

a) Wall 1 b) Wall 2 c) Wall 3 

d) Wall 1 e) Wall 2 f) Wall 3 

g) Wall 1 h) Wall 2 i) Wall 3 
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Tang et al [5] and Arrizubieta et al [6] determined the 
temperature during the process as well as the weld height of 
each individual layer after deposition. A laser triangulation 
sensor was used for the height determination and a pyrometer 
for the temperature. For the height measurement a separate 
drive over and scan of the produced part was required. 
Similarly, Gegel et al. [7] measured the height of the 
component. They used a laser line triangulation sensor so that 
larger areas of the component could be measured. It resulted 
that component slopes or welding seam ends can cause faulty 
measurements due to the tilted surface. To avoid the 
measurement error and the second drive over, Donadello et al. 
[8] [9] designed an almost coaxial laser triangulation sensor so 
that the height of the component could be determined during 
the process through the powder nozzle and in a sharp angle to 
the component surface. Altenburg et al. [10] and Wargulski et 
al. [11] investigated temperature monitoring by means of 
CMOS cameras, whereby a thermographic image could be 
recorded.  

In this paper the building process of a component is 
monitored by means of a thermographic camera. In addition, 
the height of the component during the process is monitored by 
image evaluation and the offset to the target value is 
determined. The advantage is that a single sensor can be used 
for monitoring the temperature and component height. 

2. Experimental Setup 

The experiments are carried out in a 3-axis laser cladding 
system OR-Cube of the company Coherent OR-Laser. A 
coaxial powder nozzle Coax-36 of the Fraunhofer ILT Aachen 
and a fiber laser of the company IPG with a wavelength of 
1070nm is used for the deposition process. A thermographic 
camera PI05, with a temperature range between 900 and 2000 
°C, of the company Optris GmbH is integrated at a 45° angle, 
which is aligned to the molten bath zone, as shown in Fig. 1. 
The working distance between the nozzle tip and the deposition 

area should be 8mm. It is adjusted with a calibration tool before 
the process is started. The IR-camera is carried along with the 
axes without any relative movement to the powder nozzle. 

The temperature data as well as the position of the hottest 
point (hot spot) in the captured image from the camera are 
recorded by a PC and processed in real time. The temperature 
is averaged from an array of 5x5 pixels around the hot spot. 
The position of the hot spot is determined by the camera and 
given as a coordinate in x and y direction from the image, 
where the x-axis of the IR-Camera 𝑥𝑥𝑥𝑥𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝜉𝜉𝜉𝜉, 𝜂𝜂𝜂𝜂) represents the 
height axis ζ of the machine 𝜁𝜁𝜁𝜁𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑐𝑐𝑐𝑐(𝜉𝜉𝜉𝜉, 𝜂𝜂𝜂𝜂) . Since the IR 
camera is carried along, the change on the x-axis plus the ζ-axis 
of the machine is the total real wall height ℎ𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑐𝑐𝑐𝑐𝑡𝑡𝑡𝑡 as described 
in equation (1). 

In order to assign the x-axis values of the camera to the 
corresponding z-axis difference, a calibration run has been 
performed beforehand. For this purpose, the powder nozzle 
was moved to the starting height of 8mm. Then the laser was 
switched on, so that a melt pool was formed on the substrate. 
While the working distance between the powder nozzle and the 
substrate was on the one hand reduced and on the other hand 
increased, the data of the ζ-axis of the machine and the x-values 
of the IR camera were recorded. Thus, a calibration curve could 
be created to convert from the x-values of the IR camera to the 
height change in ζ-direction. If the actual height corresponds to 
the target height, ∆𝑡𝑡𝑡𝑡𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡𝑡𝑡𝑐𝑐𝑐𝑐𝑡𝑡𝑡𝑡−𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡𝑡𝑡𝑎𝑎𝑎𝑎𝑐𝑐𝑐𝑐𝑡𝑡𝑡𝑡 is zero.  

 
𝜁𝜁𝜁𝜁𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐ℎ𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑐𝑐𝑐𝑐(𝜉𝜉𝜉𝜉, 𝜂𝜂𝜂𝜂) + 𝑥𝑥𝑥𝑥𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐(𝜉𝜉𝜉𝜉, 𝜂𝜂𝜂𝜂) =  
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For this paper, walls with the parameters from Table 1 are 

made of the metal 316L.  

Table 1. Parameter to generate different walls 

Wall ID W1 W2 W3 
Laser power 225 Watt 315 Watt 405 Watt 
 
Layers are welded in 𝜂𝜂𝜂𝜂 direction of the system which the IR 

camera records from the side, see Fig. 2. The axis movements 
and the data from the thermal camera are recorded. The 
temperature and the target/actual deviations are graphically 
displayed for each positions of the wall.  

Fig. 1. Experimental setup. The IR camera is mounted in a 45° angle to the z-
axis. The nozzle distance to the processing point is 8mm. 

Fig. 2. Schematic drawing of the coordinate systems and the moving strategy 
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3. Results 

Fig. 3a (wall 1) shows that the temperature is low in the first 
layers and increases in the Z direction. After the first third of 
the finished wall the temperature remains constant. The 
temperature only drops at the ends of the generated layers This 
is due to the build-up strategy. At these points the laser is 
switched off and the process head is moved in Z direction by a 
predefined layer height. 

Fig. 3d shows the target/actual difference at each position of 
the wall at the time of production. At the beginning of build-up 
welding, the actual height is equal to the target height, which is 
specified by a difference of zero. Subsequently, the difference 
changes to positive values which are in the range of 2mm. This 
indicates a higher rate of build-up than expected. As a result, 
the wall is above the target height. After the first third of the 

wall the difference remains constant. In this area, the process 
stabilizes itself, as Haley et al. [12] described. In the figure a 
height difference along the X axis can be observed. The 
variance is in the range between 1.5 and 2.1mm, corresponding 
to the manufactured wall in Fig. 3g and validation 
measurements with a triangulation line sensor with positive 
values between 1.2 and 1.8mm. 

Fig. 3b (wall 2) shows a similar behavior to Fig. 3a. 
However, the static temperature range is already reached after 
the sixth layer and the temperature is higher overall. As 
described above, a lower temperature is measured at the ends 
of the individual layer, due to the process strategy. 

In Fig. 3e, the target/actual differences are minor and in the 
range of 0.7 to 1.3mm. However, the upper right area of the 
figure constitutes an exception. From half the height of the wall 
to the upper end, the difference from the target/actual value 
becomes negative (-0.3mm) and means that the target height is 

Fig. 3. a), b), c) thermographic images of the melt pool temperature. d), e), f) are target / actual differences for each wall position at the time of manufacturing. g), h), i) 
are photos of the prepareted samples. The results for a), d), and g) are from wall W1. The results for b), e), and h) are from wall W2. The results for c), f), and i) are from 

wall W2. 

a) Wall 1 b) Wall 2 c) Wall 3 

d) Wall 1 e) Wall 2 f) Wall 3 

g) Wall 1 h) Wall 2 i) Wall 3 
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not reached. This can also be seen in Fig. 3h. In comparison to 
this, the measured values from the triangulation line sensor are 
between 0.8 and 1.1mm. The upper right corner is 0.5mm under 
the expected height. 

The construction process of the wall 3 was stopped early, 
because the wall did not built up further shortly after the start 
of the process. In Fig. 3c, a very rapid temperature increase can 
be seen within the first three layers. Subsequently, the 
temperature rises to exceed the measuring range of the IR 
camera. From a height of about 10mm the temperature drops 
again. This is due to the fact that the molten pool is outside the 
field of view of the camera. 

Looking more closely at the height difference in Fig. 3f, it 
can be observed that after 15 layers the difference quickly falls 
into the negative range. Beyond this time and height, the 
process was no longer stable. The defined layer height was 
higher than the real deposited layer height. Fig. 3i shows the 
generated part, which corresponds to the results from height 
measurement.  

4. Conclusion 

This paper successfully demonstrates how a thermal camera 
can be used to monitor the melt pool temperature as well as the 
height of the component during the process. For this purpose, 
the IR camera is directed at the area of the melt pool and is 
moved with the axes without relative movement to the powder 
nozzle. 

This offers the advantage that, on the one hand, only one 
sensor has to be used to determine two measured variables and 
thus costs can be reduced. On the other hand, space and, if 
necessary, also the movement space around the powder nozzle 
can be saved. 

The position of the hot spot in the melt pool is determined 
by image processing. The fixed position to the powder nozzle 
allows to calculate the target/actual difference from the change 
in position of the hot spot. The graphical images of the 
target/actual comparison and the images of the generated 
samples show a good agreement. 

The accuracy of the height measurement is verified with a 
triangulation sensor, which shows excellent agreement and is 
in the range of the melt pool height. The hot spot is located in 
the molten bath, but it can move within the bath due to dynamic 
processes which may create measurement inaccuracies.  

By measuring the height of the wall or the current error, the 
cause of the construction error can be found or compensated in 
the process itself by control of the generation process. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 

Keywords: Assembly; Design method; Family identification

1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

Laser metal deposition is an additive manufacturing process that allows the production of near net shape structures. In order to obtain structures 
with reproducible and excellent material properties, it is necessary to understand the behaviour of the process better. Also the monitoring and 
the development of useful control approaches require a better physical understanding of the process. In this paper we present calibrated spectral 
measurement results from 400 nm up to 850 nm at different locations in the melt pool region of stainless steel (316L). The spectral information 
can be used for temperature estimation and the extraction of spectral characteristics. The collected spectra contain specific discrete spectral 
absorption and emission lines. These lines indicate the onset of the formation of a plasma for the vapor plume and shield gas. The onset takes 
place even at the applied laser power density level. The presented results can contribute to a better understanding of the process. 
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1. Introduction 

Additive manufacturing (AM) is a group of technologies 
used for manufacturing of (near)-net shape products starting 
from 3D computer-aided design (CAD) data or other geometry 
representations.  

Nowadays numerous types of metal alloys, polymers and 
ceramics can be processed with these new technologies. In this 
paper, the focus will be on the metallic laser metal deposition 
(LMD) technology. The additive processes were originally 
developed for the production of prototypes and work typically 
in an open loop configuration without feedback controller. For 
high-end applications a robust and controllable manufacturing 
process is mandatory for a general introduction of these 
techniques. There is a clear interest from the AM community to 
determine and control the temperature online. In the future, 
temperature measurements should prevent the introduction of 
excessive laser power and minimize in this manner the residual 

stress build-up, distortions, the dilution and prevent cracking of 
the components during the production.  

The temperature measurement of the AM process requires a 
non-invasive method in order to avoid inter alia altering the 
flow velocity fields within the melt pool and the region above 
the melt pool. As such, contact measurements would alter the 
temperature distribution too drastically. Also the large 
temperature gradients that appear would be averaged due to the 
large contact surface of the sensors.  

The temperature distribution of the melt pool can be 
measured in contactless manner by measuring the radiation 
emission field of the melt pool and its direct surroundings using 
a thermographic camera without any influence on the process 
itself if the emissivity would be a constant for the melt pool and 
its direct surroundings. However, the emissivity varies with 
composition, observation angle, crystal structure, surface 
morphology, oxide layers, phase, liquid flow turbulence, 
temperature and wavelength. [1-2] The unknown emissivity 
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temperature measurements should prevent the introduction of 
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stress build-up, distortions, the dilution and prevent cracking of 
the components during the production.  

The temperature measurement of the AM process requires a 
non-invasive method in order to avoid inter alia altering the 
flow velocity fields within the melt pool and the region above 
the melt pool. As such, contact measurements would alter the 
temperature distribution too drastically. Also the large 
temperature gradients that appear would be averaged due to the 
large contact surface of the sensors.  

The temperature distribution of the melt pool can be 
measured in contactless manner by measuring the radiation 
emission field of the melt pool and its direct surroundings using 
a thermographic camera without any influence on the process 
itself if the emissivity would be a constant for the melt pool and 
its direct surroundings. However, the emissivity varies with 
composition, observation angle, crystal structure, surface 
morphology, oxide layers, phase, liquid flow turbulence, 
temperature and wavelength. [1-2] The unknown emissivity 
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leads to a mathematical underdetermined system which cannot 
be directly resolved and which forms a fundamental physical 
problem. In literature different approaches can be retrieved to 
circumvent this problem. Two main relevant categories can be 
distinguished for the non-invasive temperature measurement 
for melt pool monitoring. Each category addresses the varying 
emissivity in a different manner. In the first category, the 
varying emissivity is tackled by measuring the reflected energy 
from a monochromatic additional source in order to estimate 
the emissivity [3]. In the second category, only the emitted 
radiation is measured and is used in combination with prior 
knowledge of the behaviour of the emissivity. The well-known 
ratio two-colour pyrometry belongs to this last category due to 
the fact that these systems assume a grey body behaviour. In 
literature different points of view and controversy regarding the 
different methods can be retrieved with respect to the accuracy 
obtained for the true temperature measurements [4].  

Besides a varying emissivity the formation of a plasma could 
also provide an extra challenge. Two types of plasmas have 
been observed during laser welding operations. The first kind 
of plasma is related to the material that is being processed, the 
second is related to the applied shielding gas. It has been 
concluded that the plasma induced by laser welding have a low 
temperature and are weakly ionised plumes [5]. The first type 
of plasma has also been reported by different authors [6, 7], 
which applied optical emission spectroscopy during LMD in 
order to evaluate the vapour plumes.  

In this paper, our measurement setup will be described 
together with the obtained spectral measurement results. In the 
second section the temperature results for seven different 
locations along the longitudinal axis of the melt pool are 
presented. Finally also the appearing spectral peaks are 
examined. 

2. Experimental setup 

A schematic overview of the experimental measurement 
setup is depicted in Fig. 1. A fibre laser operating at a 
wavelength of 1070 nm generates a melt pool with a diameter 
of approximately 1200 µm during the LMD process. The 
radiation emitted by a partial volume of the area of interest is 
captured by the focusing head. The focus plane, that stands 
perpendicular to the optical axis of the focussing head, has a 
diameter of 200 µm. A notch filter with a peak optical density 
(OD) larger than 6 at 1064 nm is integrated within the focusing 
head in order to exclude the collection of reflected high power 
laser light of 1070 nm. The average transmission of the notch 
filter is above 90% in a band from 375 nm to 1027 nm. One 
neutral density filter with an OD of 0,3 is incorporated for the 
presented data. The focussing head collects the emitted light 
and further focuses it on the end facet of an optical fibre. This 
optical fibre transmits the captured light further to the Avantes 
spectrometer (Avaspec-3648-USB2 with grating: UA, from 
200 nm to 1100 nm providing a spectral resolution of 2,2-2,4 
nm). The workpiece is mounted on a linear translation stage. 
This stage enables a motion out of the figure plane as indicated 
in Fig. 1. This configuration prevents relative displacements 
between the  

 

Fig. 1. Schematic overview experimental setup 

focussing head and the laser beam during the deposition of a 
single track. As such the same location is monitored. The 
optical axis of the focussing head forms an angle of 60° with 
respect to the centre line of the laser beam. 

3. Spectral Measurements 

A number of experiments were conducted with the 
experimental setup described above. The spectral radiant 
energy is captured while the LMD machine deposits straight 
tracks of AISI 316L on a flat substrate of the same material. The 
melted powder particles have a size range of 44-106 µm. The 
tracks are only supported by the substrate and have no contact 
with neighbouring tracks. In order to prevent oxidation argon 
shielding gas is provided. The principal LMD production 
parameters of the experiments are depicted in Table 1. 

The spectral measurement results of 7 different deposited 
tracks are presented; for each track a different location of the 
melt pool is monitored. The focus zone of the monitored 
locations are positioned along the longitudinal centre line of the 
laser spot of 1200 µm. The alignment is accomplished by using 
the pilot laser of the main laser system. A graphical 
representation of the different locations, with the focus planes  

 

Fig. 2. Measurement locations 

Table 1. Production parameters. 

Laser power Speed Powder Mass Rate 

450 W 1 m/min 2 g/min 
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is depicted in Fig. 2. Three locations are selected up front the 
centre of the laser beam. The locations will be referred to 
further in the paper with the number and sign specified in the 
red dots. This number represents the centre distance from the 
centre of the location to the centre of the laser beam (reference 
point). All measurements have an exposure time of 300 µs and 
are captured at the maximum sampling frequency of the 
spectrometer 258,4 Hz. The collected radiant energy of each 
location is captured for a number of time points. The number of 
captured time points varies between 58-80 depending on the 
location. In Fig. 3 the relative average spectra are represented 
without taking any calibration factor into account for the 7 
locations. These spectra were obtained directly from the raw 
data of the spectrometer with following formula: 
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In this equation n stands for the total number of time points. 
For each time point a spectrum is obtained.  

The red curve from Fig. 3 is directly observed due to the 
large amount of energy radiated from the location at -200 µm 
(towards the tail of the melt pool). Also the large difference 
between -200 µm and +200 µm is a quite remarkable result. For 
the other symmetric locations -400 µm and +400 µm almost the 
same spectra are obtained. For the locations -600 µm and +600 
µm the averaged values are different but this was expected. 

In a second step the obtained spectra represented in Figure 3 
are multiplied with the calibration factor of the complete optical 
setup. In the next step the obtained spectra are normalised with 
the measurement value with a wavelength of 850 nm for each 
spectrum. In this manner normalised calibrated spectra are 
obtained which all cross 1 at a wavelength of 850 nm. These 
spectra are depicted in Fig. 4. 

The following observations can be made after examining 
Fig. 4. The three curves at the -200 µm, +200 µm and centre 
location have a similar qualitative behaviour: a continuously 
increasing linear graph. The other 4 graphs have also a similar 

 

Fig. 3. Spectral radiant energy at 7 locations 

 

Fig. 4. Normalized calibrated radiant energy at 7 locations 

behaviour but instead of continuously increasing graph up to 
850 nm a clear turning point can be detected in a wavelength 
range from 550 nm – 650 nm. After this turning point the curves 
can be approximated by a constant value. The noise level for 
the location -600 µm is a lot higher compared to the other 
locations, this is of course linked with low signal strength at this 
location, see Fig. 3. A final observation, if all curves in Fig. 4 
would be approximated by a linear equation taking only the 
values into account obtained at 400 nm and at 850 nm, the 
gradients would be ranked from high to low in the following 
order: -200 µm, centre, +200 µm, -400 µm, +400 µm, +600 µm, 
-600 µm.  

The signal strength variation of the average values can 
appear high for the different measurement points but the 
variation between the different time points of each location can 
also be very high without a clear transition between them. The 
reason for this behaviour could be linked with the fact that the 
sampling frequency of the spectrometer is not high enough 
compared to the dynamics of the melt pool. 

The reason for the appearance of this turning point and 
relative building up of spectral energy between 400 nm and 650 
nm will further be discussed in the next sections. 

4. Temperature estimation results 

The temperature estimation based on ratio pyrometry is a 
classical approach. According to Kahn, ratio pyrometry 
methods are shown to be very sensitive to measurement noise. 
This sensitivity grows quickly with respect to the number of 
terms in the ratio. Therefore the recommendation was made to 
use only the two colour method and avoid employing any 
higher number of colour/wavelengths [8]. 

In order to evaluate the impact of the wavelength selection, 
twelve different wavelengths were selected across wavelength 
range with a constant spacing of 40 nm between each other.  

Besides the normalized radiant energy signals, that are 
depicted in Fig. 4 for the different locations, also two post 
processing methods were applied in order to generate two extra 
types of input data. The first type is a moving average with a 
subset size of 15 points, the second procedure applies a least 
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leads to a mathematical underdetermined system which cannot 
be directly resolved and which forms a fundamental physical 
problem. In literature different approaches can be retrieved to 
circumvent this problem. Two main relevant categories can be 
distinguished for the non-invasive temperature measurement 
for melt pool monitoring. Each category addresses the varying 
emissivity in a different manner. In the first category, the 
varying emissivity is tackled by measuring the reflected energy 
from a monochromatic additional source in order to estimate 
the emissivity [3]. In the second category, only the emitted 
radiation is measured and is used in combination with prior 
knowledge of the behaviour of the emissivity. The well-known 
ratio two-colour pyrometry belongs to this last category due to 
the fact that these systems assume a grey body behaviour. In 
literature different points of view and controversy regarding the 
different methods can be retrieved with respect to the accuracy 
obtained for the true temperature measurements [4].  

Besides a varying emissivity the formation of a plasma could 
also provide an extra challenge. Two types of plasmas have 
been observed during laser welding operations. The first kind 
of plasma is related to the material that is being processed, the 
second is related to the applied shielding gas. It has been 
concluded that the plasma induced by laser welding have a low 
temperature and are weakly ionised plumes [5]. The first type 
of plasma has also been reported by different authors [6, 7], 
which applied optical emission spectroscopy during LMD in 
order to evaluate the vapour plumes.  

In this paper, our measurement setup will be described 
together with the obtained spectral measurement results. In the 
second section the temperature results for seven different 
locations along the longitudinal axis of the melt pool are 
presented. Finally also the appearing spectral peaks are 
examined. 

2. Experimental setup 

A schematic overview of the experimental measurement 
setup is depicted in Fig. 1. A fibre laser operating at a 
wavelength of 1070 nm generates a melt pool with a diameter 
of approximately 1200 µm during the LMD process. The 
radiation emitted by a partial volume of the area of interest is 
captured by the focusing head. The focus plane, that stands 
perpendicular to the optical axis of the focussing head, has a 
diameter of 200 µm. A notch filter with a peak optical density 
(OD) larger than 6 at 1064 nm is integrated within the focusing 
head in order to exclude the collection of reflected high power 
laser light of 1070 nm. The average transmission of the notch 
filter is above 90% in a band from 375 nm to 1027 nm. One 
neutral density filter with an OD of 0,3 is incorporated for the 
presented data. The focussing head collects the emitted light 
and further focuses it on the end facet of an optical fibre. This 
optical fibre transmits the captured light further to the Avantes 
spectrometer (Avaspec-3648-USB2 with grating: UA, from 
200 nm to 1100 nm providing a spectral resolution of 2,2-2,4 
nm). The workpiece is mounted on a linear translation stage. 
This stage enables a motion out of the figure plane as indicated 
in Fig. 1. This configuration prevents relative displacements 
between the  

 

Fig. 1. Schematic overview experimental setup 

focussing head and the laser beam during the deposition of a 
single track. As such the same location is monitored. The 
optical axis of the focussing head forms an angle of 60° with 
respect to the centre line of the laser beam. 

3. Spectral Measurements 

A number of experiments were conducted with the 
experimental setup described above. The spectral radiant 
energy is captured while the LMD machine deposits straight 
tracks of AISI 316L on a flat substrate of the same material. The 
melted powder particles have a size range of 44-106 µm. The 
tracks are only supported by the substrate and have no contact 
with neighbouring tracks. In order to prevent oxidation argon 
shielding gas is provided. The principal LMD production 
parameters of the experiments are depicted in Table 1. 

The spectral measurement results of 7 different deposited 
tracks are presented; for each track a different location of the 
melt pool is monitored. The focus zone of the monitored 
locations are positioned along the longitudinal centre line of the 
laser spot of 1200 µm. The alignment is accomplished by using 
the pilot laser of the main laser system. A graphical 
representation of the different locations, with the focus planes  

 

Fig. 2. Measurement locations 

Table 1. Production parameters. 

Laser power Speed Powder Mass Rate 

450 W 1 m/min 2 g/min 
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is depicted in Fig. 2. Three locations are selected up front the 
centre of the laser beam. The locations will be referred to 
further in the paper with the number and sign specified in the 
red dots. This number represents the centre distance from the 
centre of the location to the centre of the laser beam (reference 
point). All measurements have an exposure time of 300 µs and 
are captured at the maximum sampling frequency of the 
spectrometer 258,4 Hz. The collected radiant energy of each 
location is captured for a number of time points. The number of 
captured time points varies between 58-80 depending on the 
location. In Fig. 3 the relative average spectra are represented 
without taking any calibration factor into account for the 7 
locations. These spectra were obtained directly from the raw 
data of the spectrometer with following formula: 
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In this equation n stands for the total number of time points. 
For each time point a spectrum is obtained.  

The red curve from Fig. 3 is directly observed due to the 
large amount of energy radiated from the location at -200 µm 
(towards the tail of the melt pool). Also the large difference 
between -200 µm and +200 µm is a quite remarkable result. For 
the other symmetric locations -400 µm and +400 µm almost the 
same spectra are obtained. For the locations -600 µm and +600 
µm the averaged values are different but this was expected. 

In a second step the obtained spectra represented in Figure 3 
are multiplied with the calibration factor of the complete optical 
setup. In the next step the obtained spectra are normalised with 
the measurement value with a wavelength of 850 nm for each 
spectrum. In this manner normalised calibrated spectra are 
obtained which all cross 1 at a wavelength of 850 nm. These 
spectra are depicted in Fig. 4. 

The following observations can be made after examining 
Fig. 4. The three curves at the -200 µm, +200 µm and centre 
location have a similar qualitative behaviour: a continuously 
increasing linear graph. The other 4 graphs have also a similar 
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Fig. 4. Normalized calibrated radiant energy at 7 locations 

behaviour but instead of continuously increasing graph up to 
850 nm a clear turning point can be detected in a wavelength 
range from 550 nm – 650 nm. After this turning point the curves 
can be approximated by a constant value. The noise level for 
the location -600 µm is a lot higher compared to the other 
locations, this is of course linked with low signal strength at this 
location, see Fig. 3. A final observation, if all curves in Fig. 4 
would be approximated by a linear equation taking only the 
values into account obtained at 400 nm and at 850 nm, the 
gradients would be ranked from high to low in the following 
order: -200 µm, centre, +200 µm, -400 µm, +400 µm, +600 µm, 
-600 µm.  

The signal strength variation of the average values can 
appear high for the different measurement points but the 
variation between the different time points of each location can 
also be very high without a clear transition between them. The 
reason for this behaviour could be linked with the fact that the 
sampling frequency of the spectrometer is not high enough 
compared to the dynamics of the melt pool. 

The reason for the appearance of this turning point and 
relative building up of spectral energy between 400 nm and 650 
nm will further be discussed in the next sections. 

4. Temperature estimation results 

The temperature estimation based on ratio pyrometry is a 
classical approach. According to Kahn, ratio pyrometry 
methods are shown to be very sensitive to measurement noise. 
This sensitivity grows quickly with respect to the number of 
terms in the ratio. Therefore the recommendation was made to 
use only the two colour method and avoid employing any 
higher number of colour/wavelengths [8]. 

In order to evaluate the impact of the wavelength selection, 
twelve different wavelengths were selected across wavelength 
range with a constant spacing of 40 nm between each other.  

Besides the normalized radiant energy signals, that are 
depicted in Fig. 4 for the different locations, also two post 
processing methods were applied in order to generate two extra 
types of input data. The first type is a moving average with a 
subset size of 15 points, the second procedure applies a least 
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squares spline modelling using a piecewise cubic Hermite 
function with 4 knots. The objective of these post processing 
procedures is to evaluate the impact of measurement noise and 
superimposed spectral lines. 

The two-colour temperature estimates are represented in the 
graphs of Fig. 5-10. If the first temperature estimates at 400 nm 
are ignored for the different graphs. It can be noticed, that for 
the location centres, 200 µm and -200 µm, the temperature 
estimates are clustered around a constant value for the different 
wavelengths. These were also the locations with a monotonic 
increasing radiant energy average value as function of the 
wavelength, see Fig. 4. 

The variation of the estimated two-colour temperatures is the 
smallest for the input data of the piecewise cubic Hermite 
functions for the locations centre, 200 µm and -200 µm. This is 
driven by the fact that this post processing procedure is able to 
remove the spectral emission and absorption peaks and reduces 
the impact of other higher frequency variations. This kind of 
input data fits better with one theoretical blackbody curve and 
the grey body assumption.  

The average results (excluding 400 nm values) for this type 
of input data is represented in table 2 for the three locations with 
monotonic increasing radiant energy behaviour. The estimated 
temperature values are higher than expected if they would only 
represent the melt pool temperatures at the different locations. 
Certainly if you take into account that the boiling point of the 
metal is at 3153 K [9]. Besides the temperature values also the 
spatial temperature gradients have an opposite sign compared 
to what is expected. The root cause is probably that other 
phenomena such as an onset of the formation of a plasma are 
also emitting light. These effects are of course relatively 
weaker/stronger depending on the zone where the measurement 
is performed. Also the melt pool locations with the highest 
temperatures will be less influenced due to the fact that these 
points are emitting more light with a specific spectrum 
signature linked to the melt pool temperature. This hypothesis 
could also explain the appearance of the turning point as already 
mentioned in the previous section of spectral measurements for 
the lower signal strengths. Other potential important parameters 
influencing the accuracy of the temperature measurement: 
• The influence of reflected background radiation by the melt 

pool or other reflectors. The specular character of the melt 
pool surface has been indicated [10].  

• The variability of the melt pool surface shape could provide 
an extra challenge. The captured emitted radiance  and 
reflected radiance will vary depending on the orientation of 
melt pool surface with respect to the optical axis of the 
focusing head. The variation of the melt pool shape can 
provide an impact of the relatives strength ratio between 
phenomena driven by the melt pool surface and other 
sources such as a plasma. 

Table 2. Average two-colour temperature results. 

Location Temperature [K]  

+200 µm 3234 

Centre 3024 

-200 µm 2981 

• Calibration errors 

• Non-grey body behaviour of the melt pool.  
• The selection of the two spectral bands or wavelength values 

(spectral width and spectral separation between the 
bands/values). This parameter has partly been evaluated in 
this paper by the evaluation of different wavelengths and the 
results indicate the validity for some measurement locations. 

• Validity of Wien approximation. 
The locations -400 and 400 µm show rather constant ratio 

two-colour temperature estimates at least in the wavelength 
region from 450 nm up to 550 nm. From 600 nm up to 680 nm, 
the input data deviates from a monotonic increasing function, 
see Fig. 4. These deviations are causing fluctuations  

 

 

Fig. 5. Ratio two-colour temperature estimation centre position 

 

Fig. 6. Ratio two-colour temperature estimation 200 µm position 

 

Fig. 7. Ratio two-colour temperature estimation -200 µm position 

of the calculated temperatures for the different input data types. 
These temperature fluctuations at 600, 640 and 680 nm are 
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relatively stronger between the different input data types for 
400 and -400 µm compared to the locations -200 µm and 200 
µm (see Fig. 6-9). The input data of the piecewise cubic 
Hermite functions is able to cope better with these deviations. 
This results in temperature values for this input data type that 
are better in accordance with the obtained values for the lower 
wavelengths.  

The locations -600 and 600 µm have the lowest absolute 
values which results in the worst signal to noise ratio. The 
absolute values for the -600 µm location were even so low that 
the different post processing methods were not able to stabilize 
the estimated ratio two-colour temperatures in any specific 
wavelength region. Therefore, these results were not included 
in this paper. 

 

Fig. 8. Ratio two-colour temperature estimation 400 µm position 

 

Fig. 9. Ratio two-colour temperature estimation -400 µm position 

 

Fig. 10. Ratio two-colour temperature estimation 600 µm position 

 
Another approach is the usage of an emissivity model. The 

best fit between the experimental normalized data (depicted in 

Fig. 4) and theoretical curves of Planck’s law in combination 
with the assumed emissivity model allows the determination of 
the temperature and the parameters of the emissivity model. 
The fitting operation was conducted by using the Levenberg-
Marquardt algorithm, which is suited to solve non-linear 
problems. This method is implemented, in order to determine 
the parameters of a polynomial emissivity model of degree 0, 1 
and 2 and the temperature. The implementation of the 
Levenberg-Marquardt algorithm was also recommended by 
Gathers for the analysis of multi-wavelength pyrometry data 
[11]. The temperature estimation results of the non-linear least-
square minimization (Levenberg-Marquardt) technique are 
depicted in Fig. 11. 

The ratio two colour estimation results of table 2 correspond 
well with the obtained estimated temperatures of the emissivity 
model for the zero-order emissivity model (constant). Similarly 
as for the two colour estimation approach  an opposite spatial 
temperature distribution is obtained compared to the expected 
distribution on the basis of the overall strength of the non-
normalised values shown in Fig. 3. For the second order the 
opposite behavior is less pronounced but still present but to a 
smaller extent. The reason for this behaviour has been discussed 
in the paragraph about the results of the ratio two-colour 
temperature estimation.  

5. Vapour plume & shield gas 

Discrete lines were observed in the spectrum. These lines are 
generated by bound-bound transitions of electrons. 
Characteristic absorption lines occur whenever an electron is 
excited from a specific lower energy level to a specific upper 
level. Characteristic radiation is emitted whenever an electron 
drops from a specific upper level to a specific lower level. 

 The onset of the formation of a plasma was detected by 
observing spectral lines at the following wavelength values, 
772 nm, 769 nm, 629 nm, 591 nm and 523 nm. The wavelength 
772 nm can be linked to the shield gas, namely Argon, from the 
Atomic Spectra Database of NIST. For example, the spectral 
line at 772 nm can be identified in the NIST database as 
772,4207 nm (with a relative intensity of 10000 and a transition 
probability of 1,17 107). The  

 

Fig. 11. Estimated temperatures with emissivity model (index 1= 600 µm, 
2=400 µm, 3=200 µm, 4=centre, 5=-200 µm, 6=-400 µm, 7=-600 µm) 

wavelength 523 nm can be linked to the vapour plume and 
more specifically to Fe I. (NIST database 523,2940 nm, relative 
intensity 123000 and transition probability of 1,94 107). The 
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squares spline modelling using a piecewise cubic Hermite 
function with 4 knots. The objective of these post processing 
procedures is to evaluate the impact of measurement noise and 
superimposed spectral lines. 

The two-colour temperature estimates are represented in the 
graphs of Fig. 5-10. If the first temperature estimates at 400 nm 
are ignored for the different graphs. It can be noticed, that for 
the location centres, 200 µm and -200 µm, the temperature 
estimates are clustered around a constant value for the different 
wavelengths. These were also the locations with a monotonic 
increasing radiant energy average value as function of the 
wavelength, see Fig. 4. 

The variation of the estimated two-colour temperatures is the 
smallest for the input data of the piecewise cubic Hermite 
functions for the locations centre, 200 µm and -200 µm. This is 
driven by the fact that this post processing procedure is able to 
remove the spectral emission and absorption peaks and reduces 
the impact of other higher frequency variations. This kind of 
input data fits better with one theoretical blackbody curve and 
the grey body assumption.  

The average results (excluding 400 nm values) for this type 
of input data is represented in table 2 for the three locations with 
monotonic increasing radiant energy behaviour. The estimated 
temperature values are higher than expected if they would only 
represent the melt pool temperatures at the different locations. 
Certainly if you take into account that the boiling point of the 
metal is at 3153 K [9]. Besides the temperature values also the 
spatial temperature gradients have an opposite sign compared 
to what is expected. The root cause is probably that other 
phenomena such as an onset of the formation of a plasma are 
also emitting light. These effects are of course relatively 
weaker/stronger depending on the zone where the measurement 
is performed. Also the melt pool locations with the highest 
temperatures will be less influenced due to the fact that these 
points are emitting more light with a specific spectrum 
signature linked to the melt pool temperature. This hypothesis 
could also explain the appearance of the turning point as already 
mentioned in the previous section of spectral measurements for 
the lower signal strengths. Other potential important parameters 
influencing the accuracy of the temperature measurement: 
• The influence of reflected background radiation by the melt 

pool or other reflectors. The specular character of the melt 
pool surface has been indicated [10].  

• The variability of the melt pool surface shape could provide 
an extra challenge. The captured emitted radiance  and 
reflected radiance will vary depending on the orientation of 
melt pool surface with respect to the optical axis of the 
focusing head. The variation of the melt pool shape can 
provide an impact of the relatives strength ratio between 
phenomena driven by the melt pool surface and other 
sources such as a plasma. 

Table 2. Average two-colour temperature results. 

Location Temperature [K]  

+200 µm 3234 

Centre 3024 

-200 µm 2981 

• Calibration errors 

• Non-grey body behaviour of the melt pool.  
• The selection of the two spectral bands or wavelength values 

(spectral width and spectral separation between the 
bands/values). This parameter has partly been evaluated in 
this paper by the evaluation of different wavelengths and the 
results indicate the validity for some measurement locations. 

• Validity of Wien approximation. 
The locations -400 and 400 µm show rather constant ratio 

two-colour temperature estimates at least in the wavelength 
region from 450 nm up to 550 nm. From 600 nm up to 680 nm, 
the input data deviates from a monotonic increasing function, 
see Fig. 4. These deviations are causing fluctuations  

 

 

Fig. 5. Ratio two-colour temperature estimation centre position 

 

Fig. 6. Ratio two-colour temperature estimation 200 µm position 

 

Fig. 7. Ratio two-colour temperature estimation -200 µm position 

of the calculated temperatures for the different input data types. 
These temperature fluctuations at 600, 640 and 680 nm are 
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relatively stronger between the different input data types for 
400 and -400 µm compared to the locations -200 µm and 200 
µm (see Fig. 6-9). The input data of the piecewise cubic 
Hermite functions is able to cope better with these deviations. 
This results in temperature values for this input data type that 
are better in accordance with the obtained values for the lower 
wavelengths.  

The locations -600 and 600 µm have the lowest absolute 
values which results in the worst signal to noise ratio. The 
absolute values for the -600 µm location were even so low that 
the different post processing methods were not able to stabilize 
the estimated ratio two-colour temperatures in any specific 
wavelength region. Therefore, these results were not included 
in this paper. 

 

Fig. 8. Ratio two-colour temperature estimation 400 µm position 

 

Fig. 9. Ratio two-colour temperature estimation -400 µm position 

 

Fig. 10. Ratio two-colour temperature estimation 600 µm position 

 
Another approach is the usage of an emissivity model. The 

best fit between the experimental normalized data (depicted in 

Fig. 4) and theoretical curves of Planck’s law in combination 
with the assumed emissivity model allows the determination of 
the temperature and the parameters of the emissivity model. 
The fitting operation was conducted by using the Levenberg-
Marquardt algorithm, which is suited to solve non-linear 
problems. This method is implemented, in order to determine 
the parameters of a polynomial emissivity model of degree 0, 1 
and 2 and the temperature. The implementation of the 
Levenberg-Marquardt algorithm was also recommended by 
Gathers for the analysis of multi-wavelength pyrometry data 
[11]. The temperature estimation results of the non-linear least-
square minimization (Levenberg-Marquardt) technique are 
depicted in Fig. 11. 

The ratio two colour estimation results of table 2 correspond 
well with the obtained estimated temperatures of the emissivity 
model for the zero-order emissivity model (constant). Similarly 
as for the two colour estimation approach  an opposite spatial 
temperature distribution is obtained compared to the expected 
distribution on the basis of the overall strength of the non-
normalised values shown in Fig. 3. For the second order the 
opposite behavior is less pronounced but still present but to a 
smaller extent. The reason for this behaviour has been discussed 
in the paragraph about the results of the ratio two-colour 
temperature estimation.  

5. Vapour plume & shield gas 

Discrete lines were observed in the spectrum. These lines are 
generated by bound-bound transitions of electrons. 
Characteristic absorption lines occur whenever an electron is 
excited from a specific lower energy level to a specific upper 
level. Characteristic radiation is emitted whenever an electron 
drops from a specific upper level to a specific lower level. 

 The onset of the formation of a plasma was detected by 
observing spectral lines at the following wavelength values, 
772 nm, 769 nm, 629 nm, 591 nm and 523 nm. The wavelength 
772 nm can be linked to the shield gas, namely Argon, from the 
Atomic Spectra Database of NIST. For example, the spectral 
line at 772 nm can be identified in the NIST database as 
772,4207 nm (with a relative intensity of 10000 and a transition 
probability of 1,17 107). The  

 

Fig. 11. Estimated temperatures with emissivity model (index 1= 600 µm, 
2=400 µm, 3=200 µm, 4=centre, 5=-200 µm, 6=-400 µm, 7=-600 µm) 

wavelength 523 nm can be linked to the vapour plume and 
more specifically to Fe I. (NIST database 523,2940 nm, relative 
intensity 123000 and transition probability of 1,94 107). The 
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detection frequency of these spectral lines was location 
dependent, the relative strength in Fig. 3 provides an indication 
of the strength and occurrence frequency. The impact of these 
spectral lines on the temperature estimation can be minimized 
with proper filtering. 

Besides the bound-bound transition of electrons also free-
bound and free-free transitions of electrons exist. The 
transitions emit continuum radiation as a result of deexcitation 
and inelastic collisions of high energy free electrons with ions 
(free-free bremsstrahlung and free-bound recombination) or 
neutral atoms (free-free bremsstrahlung). This continuum 
radiation can be superimposed on the thermal radiation of the 
melt pool as consequence of the inherent drawback of all 
spectroscopic measurement systems that the information is 
captured along the line of sight. It has been demonstrated in 
literature that for weakly ionized argon plasma, the continuum 
radiation emitted via interactions of free electrons with neutral 
atoms is significant and has a wavelength distribution that could 
declare the occurrence of the turning point in Fig. 4 [12]. 

6. Conclusions 

In this paper the developed spectral measurement setup was 
presented to perform localized spectroscopic measurements, 
nevertheless the optical emission spectroscopy captures the 
information along the line of sight.  

The obtained spectral radiant energies (see Fig. 3) had an 
expected ranking, in correspondence with the expected 
temperature distribution.  

The estimated temperature values obtained with the current 
setup for the emissivity model approach and for the two-colour 
pyrometry method corresponded acceptably. Both approaches 
also obtained a similar temperature distribution. However this 
distribution is opposed to the expected distribution. Namely the 
location where the highest temperature was expected obtained 
the lowest temperature values for both approaches. The 
temperature values obtained at the other locations were almost 
everywhere above the boiling point of the metal. A number of 
potential root causes for this strange behavior have been 
discussed in the paper. The onset of the plasma formation with 
continuum radiation not directly linked with the thermal 
radiation of the melt pool, has for the current setup probably the 
highest potential impact. The impact of the plasma is higher for 
the locations where a lower melt pool temperature is expected. 
This can explain the too high temperature values and the 
opposed temperature distribution. Further research regarding 
the identification of the disturbing parameters/causes is highly 
recommended. 

For the presented measurement setup the best location to 
monitor the temperature was -200 µm behind the centre point 
of the laser of the LMD machine.  

In order to improve the measurement accuracy in future test 
campaigns it is recommended to apply a spectrometer with a 
higher quantum efficiency in the 700 – 1000 nm range. Also the 
sampling frequency of the spectrometer should be increased in 
order capture the quickly varying phenomena.   

The clear conclusion regarding the vapor plume and shield 
gas is that the occurrence of the spectral lines indicate the onset 
of plasma formation for both the vapour plume and shield gas 

for the LMD process. According to the knowledge of the 
authors the spectral line of 772 nm have not been mentioned in 
literature for the LMD process.  
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

 

A modified laser hot wire cladding process is demonstrated with beam oscillation for high productivity and low dilution. A 2-channel pyrometer 
camera is used to observe the melt pool geometry during process to evaluate the current status of the process. Deviations from a set optimum are 
recognized and automatically compensated by a laser power control. A comparison of uncontrolled and controlled cladding process shows a 
significantly lower standard deviation of the dilution compared to the uncontrolled cladding process. The experiment verifies a relation of 
penetration depth and melt pool length. 
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1. Introduction 

 
Laser cladding is a well-established production technique 

for the protection of a substrate material against high corrosive 
or high abrasive environment by the help of a filler material [1]. 
Also worn parts can be repaired with clads of the same material 
[2]. 

In a conventional (hot) wire-based cladding process 
(LHWC) a melt pool is generated by a large defocused laser 
beam. The wire is plunged into the melt pool and is melted from 
the energy inside the melt pool [3]. As less substrate material 
as possible should be melted to obtain a pure functional layer 
which shows the properties of the filler material. However, 
enough material must be melted to ensure a strong bond. The 
relation between substrate material and filler material within 
the weld bead is an important criterion of quality and is called 
dilution. A higher deposition rate requires a larger melt pool to 
increase the provided energy, but causes higher dilution which 
indisposes the process for applications which demand high

quality. Typical wire-based laser processes provide a high 
deposition rate of 2 kg/h with a dilution of 6.5 % [4]. In single 
cases the deposition rate reaches values of up to 7 kg/h by the 
utilization of three wires [5] or by the help of strips instead of 
wire material but here, with particularly higher dilution [6]. The 
provision of highest possible deposition rates requires more 
than the accurate adjustment of parameters. Here, closed-loop 
control is necessary to provide uniform dilution and a constant 
layer geometry. 

Dilution strongly depends on the energy per unit length and 
the molten mass per unit length which are mostly influenced by 
the laser power, the welding speed and the wire feed rate [7]. 
Variations modify the temperature field in the process zone [8] 
and thus can be recognized by a temperature measurement. 
Thermal process monitoring enables the determination of the 
current process state and the recognition of heat condition 
changes. 

In most cases pyrometers are used for process monitoring 
[9]. Here, the signal correlates with the temperature in the 
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(LHWC) a melt pool is generated by a large defocused laser 
beam. The wire is plunged into the melt pool and is melted from 
the energy inside the melt pool [3]. As less substrate material 
as possible should be melted to obtain a pure functional layer 
which shows the properties of the filler material. However, 
enough material must be melted to ensure a strong bond. The 
relation between substrate material and filler material within 
the weld bead is an important criterion of quality and is called 
dilution. A higher deposition rate requires a larger melt pool to 
increase the provided energy, but causes higher dilution which 
indisposes the process for applications which demand high

quality. Typical wire-based laser processes provide a high 
deposition rate of 2 kg/h with a dilution of 6.5 % [4]. In single 
cases the deposition rate reaches values of up to 7 kg/h by the 
utilization of three wires [5] or by the help of strips instead of 
wire material but here, with particularly higher dilution [6]. The 
provision of highest possible deposition rates requires more 
than the accurate adjustment of parameters. Here, closed-loop 
control is necessary to provide uniform dilution and a constant 
layer geometry. 

Dilution strongly depends on the energy per unit length and 
the molten mass per unit length which are mostly influenced by 
the laser power, the welding speed and the wire feed rate [7]. 
Variations modify the temperature field in the process zone [8] 
and thus can be recognized by a temperature measurement. 
Thermal process monitoring enables the determination of the 
current process state and the recognition of heat condition 
changes. 

In most cases pyrometers are used for process monitoring 
[9]. Here, the signal correlates with the temperature in the 
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process zone and enables the closed-loop control of the process 
[10]. Welding fumes attenuate the process radiation and modify 
the spectral emissions selectively [11]. Sometimes two- 
channel-pyrometers are used to overcome this problem [12]. 
However, pyrometers and two-channel-pyrometers only 
provide low information density because the whole 
temperature field is integrated to one value [13]. 

Cameras ensure spatially resolved information and enable 
the evaluation of geometrical information. Often cameras are 
used to correlate greyscale with temperature, e.g. in laser 
hardening [14]. A novel two-channel-pyrometer camera 
enables the evaluation of melt pool width, length and area in 
laser metal deposition [15] and selective laser melting [16]. In 
addition, temperature gradients can be determined in hybrid 
welding [17]. 

 
2. Experimental set-up 

 
A laser processing head with a 2-dimensional beam 

oscillator (modified ALO-3, Scansonic) is used for the 
investigation. A disc laser (TruDisk 12002, TRUMPF) 
provides a laser power of up to 4 kW which is limited by the 
oscillator. The laser spot diameter can  be  varied  between 
200 µm und 2 mm by defocusing. The filler material is fed in 
leading position at 45° to the work piece. The wire feeder 
(Masterliner MF1, Abicor Binzel) enables wire feed rates of up 
to 10 m/min. The power source delivers a maximum current of 
170 A. A real-time LabView controller operates the different 
devices. Figure 1 shows the experimental set-up. 

 

 
 

Fig. 1. Schematic of thermal process monitoring and experimental set-up for 
laser hot wire cladding [18]. 

 
Different experiments are carried out: 
• Investigation of a thermal-based laser power control 

approach for laser hot wire cladding 
• Development of hot wire process with both, high 

deposition rate and low dilution 
 

The thermal control approach is processed on tubes with a 
diameter of 50 mm and a wall thickness of 5 mm. The tubes of 
1.5415 (16Mo3) are cladded with a stainless-steel filler 1.4430 
(316L) of 1.2 mm, a wire feed rate of 5 m/min, a welding speed 
of 4 m/min, a laser power of 3.5 kW, a laser spot diameter of 
1 mm and a preheating current of 170 A. A triangle oscillation 
with a frequency of 200 Hz and an oscillation width of 3.6 mm 
is applied. 

Current and voltage are monitored by a high frequency of at 
least 100 kHz (P1000-S3 process sensor, HKS). The laser 
power distribution is measured by a beam profile analyzer 
(SP300+LBS300, Ophir Spiricon). The temperature field is 
observed spatially resolved by a two-channel pyrometer 
camera (PyroCam, IMS CHIPS) that enables emissivity 
corrected temperature measurement between 600 °C and  
1900 °C [19]. Optical filters are used to avoid issues with stray 
light and non-thermal radiation. 

A fast FPGA algorithm is developed to determine thermal 
indicator values in the images of the PyroCam. The method 
enables the evaluation of different values like melt pool 
geometry, wire temperature or temperature gradients. The 
evaluation procedure starts with the determination of the 
brightest area within the images which correlates with the laser 
irradiation position. The algorithm starts at this location with 
the identification of the melt pool by the help of the melt 
temperature which is taken from literature. Areas of connected 
pixels of melt temperature or above are recognized as melt 
pool. If there is more than one area detected, the one with the 
highest number of pixels is chosen for further evaluation. The 
expansion in x-direction and in y-direction equals melt pool 
width and length, respectively. The melt pool area is 
determined by summarizing the number of pixels with melt 
temperature or above. The melt pool length is used for the close 
loop control. Figure 2 shows a process image of the PyroCam 
and a schematic with the identified values. 

 

 
Fig. 2. PyroCam process image and schematic of melt pool geometry 

determination [18]. 
 

The thermal control approach uses the melt pool length to 
validate the energy which is introduced into the process and 
adjusts the laser power to maintain a given set melt pool length 
value. This value is adjustable during process duration for step 
function response experiment. Figure 3 shows the schematic of 
the thermal control approach. 

In step function response experiment, the set melt pool 
length value is modified during the cladding process. After an 
initial phase, the set value is manually adjusted every approx. 
10 seconds. The set value is alternatingly adjusted to different 
values with different ranges of value to investigate the response 
behavior of the thermal control and the corresponding 
influences on penetration depth. The adjustments of the laser 
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power by the control and the resulting melt pool length 
response is measured. Further the corresponding penetration 
depth is determined after the process by the evaluation of the 
cross-section. 

The control experiment compares an uncontrolled process 
with a controlled process. Here, a reference process without 
control is used to identify a suitable set value for the melt pool 
length in the controlled case. Further the penetration depths are 
determined after the process by the evaluation of the 
corresponding cross-sections. 

 

 
 

Fig. 3. Schematic of thermal control approach. 
 

The experiments of high deposition rate are processed on 
mild steel tubes of 1.0038 (S235) with an outer diameter of 
100 mm and a wall thickness of 8 mm. The tubes are cladded 
with a stainless-steel filler 1.4430 (316L) and a nickel-based 
alloy 2.4856 (Inconel718) of 1.2 mm diameter, a feed rate of 
10 m/min, a welding speed of 2 m/min, a laser power between 
3.5 kW and 4 kW and an electrical preheating current of 170 A. 
The laser spot diameter is 2.8 mm. A triangle oscillation with a 
frequency of 200 Hz and an oscillation width of 3.6 mm is 
applied. The tracks are evaluated regarding height, width, 
dilution and deposition rate by metallographic cross-section. 

 
3. Results 

 
3.1. Thermal control approach 

 
Figure 4 shows a step function experiment of a thermal 

based laser power control. 
The graph is divided into four sections which correspond 

with the variation of melt pool length set value. The first section 
expires after 20 s. The second section contains the interval 
between 20 s and 30 s. The third section follows up to a process 
time of 42 s. Afterwards the fourth section starts and runs until 
the end of the process. 

In section one the set melt pool length value is adjusted to 
9.90 mm. The measured melt pool length reaches the set-value 
after a delay of 5 s and stays at 9.92 mm on average. In the 
second section the set melt pool length value is adjusted to 
6.30 mm.  The melt pool length  is measured  after 5 s and  is 
6.38 mm on average. In the third section the set value is 
adjusted to 10.80 mm. In this section the measured melt pool 
length receives an average value of 10.44 mm after 5 s. In the 
last section the set value is adjusted to 9.00 mm. After 5 s an 
average melt pool length of 9.02 mm is measured. 

The coefficient of variation is less than 2 % except for the 
first section where it is 3.8 %. It is suggested that a strong 
control activity causes the higher value in this section. 

The deviation between set-value and measured value is at 
most 1.6 % excepting the third section where it is 3.7 %. It is 
suggested that the laser power limit of 4 kW inhibits the 

obtainment of the set value in this section. Here, the laser power 
is almost always at the maximum value. 

The penetration depth is also shown in figure 4. It can be 
noticed that the values certainly follow the melt pool length but 
with a much larger delay compared to measured melt pool 
length. 

 
Fig. 4. Step-function experiment: The measured melt pool length as indicator 

for penetration depth is controlled by an adjustment of laser power under 
variation of set melt pool length. 

 
Figure 5 shows a result of cladding without thermal based 

laser power control. A constant laser power of 3.5 kW is 
applied. The melt pool length increases during process by 
11.0 % from 8.2 mm to 9.1 mm. It is suggested that the tube 
accumulates heat because of the small heat sink volume. The 
coefficient of variation is 3.1 % after compensation of the 
slope. 

The penetration depth increases after several revolutions by 
11.7 % from ca. 0.77 mm to 0.86 mm. Here, a proportional 
dependency is demonstrated between melt pool length and 
penetration depth by the comparable slope. The penetration 
depth strongly fluctuates during the first revolutions in a range 
of 0.63 mm to 0.92 mm. Here, the corresponding image 
indicates an unstable process at the beginning. 

 
Fig. 5. Measured melt pool length and corresponding penetration depth for 

laser cladding without thermal control. 
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process zone and enables the closed-loop control of the process 
[10]. Welding fumes attenuate the process radiation and modify 
the spectral emissions selectively [11]. Sometimes two- 
channel-pyrometers are used to overcome this problem [12]. 
However, pyrometers and two-channel-pyrometers only 
provide low information density because the whole 
temperature field is integrated to one value [13]. 

Cameras ensure spatially resolved information and enable 
the evaluation of geometrical information. Often cameras are 
used to correlate greyscale with temperature, e.g. in laser 
hardening [14]. A novel two-channel-pyrometer camera 
enables the evaluation of melt pool width, length and area in 
laser metal deposition [15] and selective laser melting [16]. In 
addition, temperature gradients can be determined in hybrid 
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A laser processing head with a 2-dimensional beam 

oscillator (modified ALO-3, Scansonic) is used for the 
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provides a laser power of up to 4 kW which is limited by the 
oscillator. The laser spot diameter can  be  varied  between 
200 µm und 2 mm by defocusing. The filler material is fed in 
leading position at 45° to the work piece. The wire feeder 
(Masterliner MF1, Abicor Binzel) enables wire feed rates of up 
to 10 m/min. The power source delivers a maximum current of 
170 A. A real-time LabView controller operates the different 
devices. Figure 1 shows the experimental set-up. 

 

 
 

Fig. 1. Schematic of thermal process monitoring and experimental set-up for 
laser hot wire cladding [18]. 
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• Investigation of a thermal-based laser power control 

approach for laser hot wire cladding 
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(316L) of 1.2 mm, a wire feed rate of 5 m/min, a welding speed 
of 4 m/min, a laser power of 3.5 kW, a laser spot diameter of 
1 mm and a preheating current of 170 A. A triangle oscillation 
with a frequency of 200 Hz and an oscillation width of 3.6 mm 
is applied. 

Current and voltage are monitored by a high frequency of at 
least 100 kHz (P1000-S3 process sensor, HKS). The laser 
power distribution is measured by a beam profile analyzer 
(SP300+LBS300, Ophir Spiricon). The temperature field is 
observed spatially resolved by a two-channel pyrometer 
camera (PyroCam, IMS CHIPS) that enables emissivity 
corrected temperature measurement between 600 °C and  
1900 °C [19]. Optical filters are used to avoid issues with stray 
light and non-thermal radiation. 

A fast FPGA algorithm is developed to determine thermal 
indicator values in the images of the PyroCam. The method 
enables the evaluation of different values like melt pool 
geometry, wire temperature or temperature gradients. The 
evaluation procedure starts with the determination of the 
brightest area within the images which correlates with the laser 
irradiation position. The algorithm starts at this location with 
the identification of the melt pool by the help of the melt 
temperature which is taken from literature. Areas of connected 
pixels of melt temperature or above are recognized as melt 
pool. If there is more than one area detected, the one with the 
highest number of pixels is chosen for further evaluation. The 
expansion in x-direction and in y-direction equals melt pool 
width and length, respectively. The melt pool area is 
determined by summarizing the number of pixels with melt 
temperature or above. The melt pool length is used for the close 
loop control. Figure 2 shows a process image of the PyroCam 
and a schematic with the identified values. 

 

 
Fig. 2. PyroCam process image and schematic of melt pool geometry 

determination [18]. 
 

The thermal control approach uses the melt pool length to 
validate the energy which is introduced into the process and 
adjusts the laser power to maintain a given set melt pool length 
value. This value is adjustable during process duration for step 
function response experiment. Figure 3 shows the schematic of 
the thermal control approach. 

In step function response experiment, the set melt pool 
length value is modified during the cladding process. After an 
initial phase, the set value is manually adjusted every approx. 
10 seconds. The set value is alternatingly adjusted to different 
values with different ranges of value to investigate the response 
behavior of the thermal control and the corresponding 
influences on penetration depth. The adjustments of the laser 
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suggested that the laser power limit of 4 kW inhibits the 

obtainment of the set value in this section. Here, the laser power 
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Fig. 4. Step-function experiment: The measured melt pool length as indicator 

for penetration depth is controlled by an adjustment of laser power under 
variation of set melt pool length. 

 
Figure 5 shows a result of cladding without thermal based 

laser power control. A constant laser power of 3.5 kW is 
applied. The melt pool length increases during process by 
11.0 % from 8.2 mm to 9.1 mm. It is suggested that the tube 
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Fig. 5. Measured melt pool length and corresponding penetration depth for 

laser cladding without thermal control. 
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Figure 6 shows a result with thermal closed-loop control. A 
set melt pool length of 9.0 mm is applied. The measured melt 
pool length reaches the set-value the first time after a delay of 
5 s and stays at 9.0 mm on average. The closed-loop control 
compensates the thermal drift which was observed in 
uncontrolled case and maintains the melt pool length to the set 
value. For this purpose, the laser power is reduced during 
process duration from 3675 W to 3475 W. 

The coefficient of variation of melt pool length of 1.9 % is 
significantly lower compared to uncontrolled case and 
indicates a stabilization of melt process which is also 
demonstrated by the work piece due to a stable starting 
behavior. 

The fluctuation of penetration depth at the beginning of the 
process is reduced to a range of 0.67 mm to 0.81 mm. After a 
few revolutions the depth passes to a constant value of 0.66 mm 
with a coefficient of variation of 3.2 % 
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3.2. Higher deposition rate cladding 

 
Figure 7 shows the adaption of oscillation parameter for a 

suitable energy deposition in LHWC. The energy is distributed 
perpendicular to the welding direction by the help of a beam 
oscillator. Figure 7a shows the common sinusoidal oscillation 
which induces high energy at the turning points of oscillation 
and thus, generates high penetration at the boarders. Less laser 
intensity leads to lack of fusion while dilution is still high. 

The triangle oscillation ensures a sufficiently deposition of 
energy in the process zone and thus, a uniform penetration 
depth is generated like shown in figure 7b. Here, the decrease 
of intensity leads to uniform reduction of penetration depth and 
enables low dilution without lack of fusion. 

 

 
Fig. 7. Oscillation strategy, intensity distribution and cross-section for a) 

sinus and b) triangle oscillation. 
 

Figure 8a shows a cross-section of a layer with stainless 
steel wire. A deposition rate of 5.1 kg/h and a dilution of 8.3 % 
are achieved. Here, a laser power of 3.5 kW leads to a relative 
deposition rate of 1.4 kg/h per kilowatt of laser power. 

The nickel-based alloy is shown in figure 8b. In this case, a 
deposition rate of 5.3 kg/h and a dilution of 8.6 % are achieved. 
The thermo physical properties of the nickel alloy increase the 
necessary amount of energy. The laser power has to be adjusted 
to 4 kW to provide a comparable result. 

 

 
 

Fig. 8. Cross-section of hot wire cladding experiment high deposition rate and 
low dilution for a) stainless steel and b) nickel-based alloy 

 
4. Discussion 

 
In the present work beam oscillation is used to distribute the 

energy in the process zone and to generate a uniform 
penetration depth. A triangle oscillation ensures low dilution 
and high deposition rate for a wire diameter of 1.2 mm and a 
laser power of up to 4 kW. 

Furthermore, a laser power control is demonstrated which 
improves the process start behavior and reduces dilution 
variations during process. The control uses spatially resolved 
thermal indicators which are provided by a two-channel 
pyrometer camera. A relation between lateral melt pool 
dimension and penetration depth is already known from 3-
dimensional heat conduction by e.g. Rosenthal [20]. Here, the 
melt pool size is linked to the corresponding melt pool 
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width, length and melt pool depth for a given set-up of energy 
source, welding speed and material. Therefore, the melt pool 
width or the melt pool length can be used for process 
characterization in laser welding and for melt pool depth 
estimation. In the present case, the melt pool width is mainly 
determined by the laser beam deflection amplitude and thus it is 
unsuitable for the mentioned process characterization. Therefore, 
the melt pool length is used as thermal indicator value. However, 
changes of the length are detectable at the end of molten pool at 
most and thus the length responds slower to variations of process 
conditions and leads to a time lag of the closed-loop control. 
The experiments demonstrate a dependency between measured 
melt pool length and penetration depth. However, compared to 
melt pool length, the penetration depth responds even slower to 
laser power variations and ensures a constant penetration depth 
even for temporal fluctuations of the melt pool length. It is 
suggested that the selective evaluation of the penetration depth at 
one cross-section influences the accuracy of penetration depth 
value and complicates a correlation. Here, a longitudinal section 
would give more detailed values. 
 
5. Conclusions 
 

• A novel process method is used to provide high deposition 
rate and low dilution in laser hot wire cladding. The wire 
is melted directly and beam oscillation ensures sufficient 
distribution of energy. Thus, a high deposition rate of 
5.3 kg/h with a dilution of 8.6 % is achieved for different 
materials. 

• A two-channel-pyrometer camera is used for temperature 
field observation and provides thermal based information 
of the current process state. The information is used to 
compensate variations of thermal conditions during the 
process and maintain a constant melt pool length. 

• The experiments verify a relation of penetration depth and 
melt pool length. Thus, the adjustment of melt pool length 
ensures the online monitoring and control of dilution by 
the help of the laser power. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

The MiCLAD machine designed at the VUB, Belgium, allows for closed-loop controlled laser metal deposition including various in-situ optical 
based measurement systems. These integrated sensors collect information on deposition geometry and temperature during the building process. 
Hence, each cubic millimeter of material that is either added or removed is mapped to its digital twin with a millisecond temporal resolution in 
the machines database. This paper introduces the platform and its capabilities by focusing on the procedure of obtaining the necessary training 
data for the future application of machine learning algorithms, with the goal of controlling the geometry and temperature history during additive 
manufacturing. 
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1. Introduction 

It is generally known that the result of the material 
deposition in a Laser Metal Deposition (LMD) additive 
manufacturing process is subject to many parameters. The 
following parameters are considered amongst the most 
influential for the LMD process [1,2,3]: deposition geometry, 
laser power, scanning speed, material mass flow rate. These are 
all instantaneous. However, also the temporal history in terms 
of heating and cooling rates, related to laser power and scanning 
speed, has a significant influence on the obtained material 
properties in terms of strength and residing residual stresses 
[4,5]. Hence, not only the deposited geometry is important, but 
also the instantaneous and history of temperature gradients in 
the part during the building process are. If the process 
parameters such as laser power and material deposition rate are 
not kept in the correct range during the building process this 
will result in both geometrical as well as material defects such 
as porosities and an altered microstructure will result. Hence, a 

continuous control of both temperature as well as deposition 
geometry is required for qualitative laser metal deposition. 
However, due to the strong correlation between all the process 
parameters often the control of the deposition is based on only 
geometrical [6,7] or metallurgical (through temperature) 
control [8,9,10,11]. In this paper a framework is presented that 
makes control based on multiple sensor modalities (i.e. 
geometry and temperature) in a machine learning framework 
possible. 

It is therefore that many current research is aimed at on-line 
measurement, monitoring and control solutions for the LMD 
process [3]. Most of these control systems are point based 
systems [10,11,12,13], using either pyrometers for temperature 
measurement, or optical coherence tomography sensors for 
height measurement. The advantage of these point based, or 
scalar, systems is the fast processing and thus real-time 
implementation possibilities. However, because only one 
coordinate in space can be monitored at a time, no time series 
history for these points is available or only an average value 

 

Available online at www.sciencedirect.com 

ScienceDirect 
Procedia CIRP 00 (2020) 000–000 

  
     www.elsevier.com/locate/procedia 
   

 

 

 

2212-8271 © 2020 The Authors. Published by Elsevier B.V. 
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/) 
Peer review statement: Peer-review under responsibility of the Bayerisches Laserzentrum GmbH 

11th CIRP Conference on Photonic Technologies [LANE 2020] on September 7-10, 2020 

MiCLAD as a platform for real-time monitoring and machine learning in 
laser metal deposition 

 Julien Ertveldta,*, Patrick Guillaumea, Jan Helsenb  
aVrije Universiteit Brussel, Dept. MECH, Pleinlaan 2, B-1050 Brussels, Belgium 

bVrije Universiteit Brussel, Dept. INDI, Pleinlaan 2, B-1050 Brussels, Belgium 

* Corresponding author. Tel.: +32-2-6292324. E-mail address: julien.ertveldt@vub.be 

Abstract 

The MiCLAD machine designed at the VUB, Belgium, allows for closed-loop controlled laser metal deposition including various in-situ optical 
based measurement systems. These integrated sensors collect information on deposition geometry and temperature during the building process. 
Hence, each cubic millimeter of material that is either added or removed is mapped to its digital twin with a millisecond temporal resolution in 
the machines database. This paper introduces the platform and its capabilities by focusing on the procedure of obtaining the necessary training 
data for the future application of machine learning algorithms, with the goal of controlling the geometry and temperature history during additive 
manufacturing. 
 
© 2020 The Authors. Published by Elsevier B.V. 
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/) 
Peer review statement: Peer-review under responsibility of the Bayerisches Laserzentrum GmbH 

 Keywords: Laser Metal Deposition (LMD); Machine learning; Real-time monitoring; Feed-back control 

 
1. Introduction 

It is generally known that the result of the material 
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the part during the building process are. If the process 
parameters such as laser power and material deposition rate are 
not kept in the correct range during the building process this 
will result in both geometrical as well as material defects such 
as porosities and an altered microstructure will result. Hence, a 

continuous control of both temperature as well as deposition 
geometry is required for qualitative laser metal deposition. 
However, due to the strong correlation between all the process 
parameters often the control of the deposition is based on only 
geometrical [6,7] or metallurgical (through temperature) 
control [8,9,10,11]. In this paper a framework is presented that 
makes control based on multiple sensor modalities (i.e. 
geometry and temperature) in a machine learning framework 
possible. 

It is therefore that many current research is aimed at on-line 
measurement, monitoring and control solutions for the LMD 
process [3]. Most of these control systems are point based 
systems [10,11,12,13], using either pyrometers for temperature 
measurement, or optical coherence tomography sensors for 
height measurement. The advantage of these point based, or 
scalar, systems is the fast processing and thus real-time 
implementation possibilities. However, because only one 
coordinate in space can be monitored at a time, no time series 
history for these points is available or only an average value 
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over a larger area can be obtained. Therefore, a first extension 
to these scalar systems was found in the usage of matrix or line 
based imaging sensors as demonstrated by [2,14,15]. In these 
papers it was shown that the extension of scalar measurements 
to multi-dimensional measurements strongly improves the 
actual deposition geometry and metal components [7]. 
However, the drawback of these multi-dimensional sensors 
such as 2D camera’s or 3D scanning systems, is the fact that 
they become relatively slow and the processing of the data 
within the required typical cycle time for real-time control of 
the melt pool of the order of magnitude of 1 ms [16], is very 
difficult. 

The current paper introduces a machine and its data 
acquisition framework that allows to obtain for each spatial 
coordinate within the 3D printed part both the geometry and 
temperatures at different time steps during the building process. 
Hence, allowing to study not only the effect of the addition of 
material for that given point in space, but also the deformation 
of the part due to the additional heat input from the build 
process of the next layers. Additionally, a temperature history 
in the part over time for all positions is becoming available too. 
Hence, a data driven digital twin of the part during the 
manufacturing process can be reconstructed based on the 
collected process data. Although the processing of such amount 
of data can typically not occur fast enough to do it in real-time, 
nonetheless, the processing can run in parallel to the part 
building process and corrections or changes in the part 
geometry can still be performed over multiple layers, rather 
than only instantaneously. A second advantage is that such off-
line methods can consider the full history, not only of the part, 
but of also of the machine and all the input parameters (i.e.: 
geometry, deposition strategy and trajectory, material & 
powder characteristics, process parameters, etc.) 

In order to take full advantage of this benefit the Micron  
precision Milling Closed-Loop Additive (MiCLAD) research 
platform was built at the Vrije Universiteit Brussels, Belgium. 
Figure 1 shows a CAD render of the inside of the MiCLAD 
machine designed by the author at the VUB. The machine 
combines a powder blown laser metal deposition head with a 
high-speed mechanical milling tool. Hence, both addition and 
removal of material is capable and corrections to the part can 

be either additive or subtractive. It was illustrated by [7] that 
the correction of a local excess deposition in a particular layer 
typically takes up to tens of layers to compensate for the error. 
Hence, having the opportunity to also decide for removal of 

excess material can significantly decrease the additional 
number of layers required to compensate for the excess. A more 
in-depth look to the MiCLAD machine is given in the next 
section. 

2. MiCLAD hybrid LMD machine 

2.1. Machine concept 

MiCLAD (Figure 1) is the in-house developed hybrid laser 
metal deposition and high-speed milling machine of the Vrije 
Universiteit Brussel. By opting for a hybrid machine with both 
additive and subtractive capabilities, the machine allows to 
correct the part geometry over multiple layers. With only an 
additive possibility, once too much material is deposited, no 
correction in the machine is possible anymore. A separate 
milling spindle and laser deposition head were chosen to allow 
for a fast transition from additive to removal capability. Within 
a time of less than 1 second a milling operation can be started 
after finalizing a deposition process. Hence, due to the relative 
slow rate of material addition in the range of 2 to 10g/min, the 
cost of a finish milling operation is small. Because the more 
challenging and relevant aspect of the correct addition of 
material than the removal, to the current paper, the sequel of 
this paper only focusses on the laser additive features of the 
machine. The most relevant machine properties for this paper 
are summarized in Table 1. 

Table 1. MiCLAD machine specifications. 

Machine travel 450 mm x 300 mm x 300 mm 
Speed & Acceleration Up to 50 000 mm/min and 1.5 G 
Encoder accuracy 6µ + 3µ/m 
Table load 300 kg 

Machine weight 6000 kg granite machine base 

Milling spindle HSK-E32 30 000 rpm, 4kW 

Laser  SPI redPOWER® QUBE 2kW  
1064 nm fiber laser 

Laser spot 1 mm flat-top 

Laser processing head 
 focusing & collimation 

II-VI HIGHYAG BIMO 2W  
1.25 @ 250 mm & 1.33 @ 150 mm 

Powder nozzle Fraunhofer ILT COAX-S40 

Carrier gas Argon 3 – 10 l/min 

Central shielding gas Argon 2.5 – 8 l/min 

CNC Control Bosch Rexroth MTX 5 axis control 

 
Important within this study is also to notice the acceleration 

rates that can be obtained with the MiCLAD machine. Besides 
being interesting for modern metal milling strategies, this is 
also a very useful feature for laser metal deposition as a 
constant velocity can be obtained with very small delay after 
initiating the motion. Therefore, typical edge buildup as seen in 
many LMD parts with sharp corners such as cubes can be 
minimized by ensuring constant velocity throughout a 
deposition contour.  

Fig. 1. MiCLAD machine with LMD station (green) and milling spindle. 

Milling spindle 

LMD nozzle Spectral sensor 

Workpiece 
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2.2. Data platform 

Figure 2 illustrates the data platform that is constructed to 
join the hardware of the machine. Including from left to right, 
1) the pre-processing data that is a user input to the system 
(CAD/CAM software based deposition trajectory definition, 
powder properties and process settings) step, 2) the Bosch 
Rexroth MTX industrial CNC controller doing the actual path 
planning and laser setpoint generation from the trajectory & 
process data. The benefit of this commercial CNC system in 
the proposed application is that it is both offering the industrial 
robustness and practicalities for 5-axis CNC control, whereas 
it also offers hardware based real-time communication between 
the CNC control and the dedicated laser controller over the 
ethernet based SERCOS communication bus. As such, cycle 
times of down to 1 ms are achieved with a 100% guarantee that 
on both master (CNC controller) and slave devices (laser 
controller and motors) all tasks are accomplished within this 
periodic cycle. This CNC system and laser controller are 
appended with different real-time process control and 
measurement systems with different resolution, temperature 
measurement possibility as well as processing time. From the 
fastest to the slower are implemented: 3a) an in-house 
developed hyperspectral line camera based system for melt 
pool width & temperature control [9,16,17]. 

The image frames of the hyperspectral line camera are 
transferred to an FPGA based dedicated controller that extracts 
a temperature profile and laser setpoint commands in real-time 
with a cycle time of 1 ms. Due to the deterministic behavior of 
the SERCOS ethernet bus with a 1 ms cycle time and a software 
implementation in the dedicated laser controller to assure 
processing time below this 1 ms, this becomes the limiting 
update rate for the closed-loop feecback control. It was 
previously proven in [16] that this 1 ms is sufficient for real-
time control of the melt pool temperature in the MiCLAD 
machine. The next monitoring system 3b) is a visual coaxial 
high-speed machine vision camera (Basler aca720-520um) 
with KG-3 heat absorbing IR filter installed on the coaxial 

optical port of the II-VI HIGHYAG BIMO laser processing 
head mounted in the MiCLAD. This camera is used mainly for 
the visual inspection of melt pool size and to a less extent its 
intensity. Finally, 3c) is a Micro-Epsilon 3060-25/bl laser 
triangulation scanner with a Z resolution of 1.5 µm and lateral 
resolution of 12,5 µm. Based on the scanning speed of 
120mm/min and a chosen acquisition rate of 160 lines/second 
the longitudinal resolution is also 12,5µm. Finally, illustrated 
in 4) is the user input of post-processing data such as tensile 
test data and micro structure images to the central database. 

3. Machine learning concept in additive manufacturing 

3.1. Machine learning for laser metal deposition process 
optimization 

The idea of applying machine learning or artificial 
intelligence to the problem of laser metal deposition control is 
not new. Indeed, because the possibly large influence of many 
parameters, such methods covering multi-dimensional sensor 
observations are ideal for the control of the LMD process. 
Amongst the most important references is [18], in which the 
authors use an Artificial Neural Network approach to find the 
‘best’ laser power setting in the deposition of single melt pool 
beads with Al 2024 powder based filler metal on a solid plate 
substrate of the same base material. In order to extract the 
necessary features for a correct qualification of the melt pool, 
cross sections are polished and analyzed such that track width, 
dilution depth and deposited height can be measured manually. 
Similar research was earlier performed by [19], where a two 
stage machine learning approach is proposed. In first instance 
the usage of particle swarm optimization allows them to model 
the 2D geometrical shape of the melt pool based on the set laser 
power (P), powder mass flow (m) and scanning speed (s). In a 
second step the real-time melt pool geometry prediction model 
is used in a Self-organizing Pareto based Evolutionary 
Algorithm (SOPEA) in order to obtain an optimal setpoint for 
the LMD process, optimizing two objective functions: correct 

Fig. 2. MiCLAD data acquisition framework. 
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deposited track height and dilution depth. Due to the strong 
correlation but nonlinear relation between the process 
parameters and de desired objective functions a Pareto based 
Evolutionary Algorithm was found as the most efficient in their 
comparison. 

The previously mentioned work focusses on applying 
machine learning algorithms to the obtained metrics (e.g. laser 
power, deposition height & width, …), however, it was 
observed that also the extraction of these metrics from the raw 
sensor data or images is not so straightforward. Therefore, a 
second opportunity for improving data processing using 
machine learning algorithms during LMD arises from the 
processing of the raw images and sensor data to extract the 
desired metrics [5,20,21]. 

3.2. Training data collection 

For the collection of training data, the MiCLAD machine 
was operated in open loop, without any laser feedback control. 
Different square cubes with a width and length of 9mm and 
height of 8mm (Figure 3) were built with different setpoints. 
The setpoints for these experiments are listed in Table 2. The 
toolpath used to build the cubes firstly deposits the contour, 
followed by a line hatch infill where parallel lines are formed 
and change every layer from 90° (Y axis) to 0° direction. This 
toolpath is illustrated by the dots in Figure 4. Transition of the 
dots from black to bright green illustrate the trajectory from 
start to finish. 

Table 2. Cube printing parameters. 

Powder Carpenter Additive Gas Atomised 
316L Stainless Steel LPBF 

Powder size distribution 15 – 45 µm 
Shielding gas 3,5 l/min Argon 
Carrier gas 8 l/min Argon 
Powder mass flow 4 g/min 
Laser power 270 - 350 W 
Scan velocity 700 - 1200 mm/min 
Theoretical layer thickness 0.25 mm 
Scan strategy 0° & 90° alternating every layer 
Track overlap (infill & contour) 50 % 

 
The deposition time history is visualized in Figure by the 

color in the square deposited area of 9 x 9 mm with the blue to 
red fading color scale indicating the measured height of the 
deposition. The additional markers with varying color from 
black to green visualize the toolpath used for building this 
particular layer in the part. During the build each layer is 
rotated by 90°. The intensity of these markers therefore shows 
the toolpath over time. From this we can see that the contour 
that was deposited first as the markers are all near black. Only 
one out of each 10 data points that were collected at a rate of 
500 Hz or are shown. Notice the increased density in data 
points at the corners and ends of the lines due to the reduced 
velocity in these locations. The contour started in the left 
bottom corner and the infill pattern ends in the top right corner. 
Furthermore, Figure shows also a colormap in the background 
from blue to red indicating the measured deposition height 
obtained from a scan with the Micro-epsilon scancontrol laser 

triangulation sensor after the deposition of this first layer. It 
becomes clearly visible from the red color that at the points of 
zero velocity the buildup is the highest ranging around 0.3 mm 
per layer, in contrast to the infill area only showing values close 
to 0.15 mm.  

 As both the geometry scan with the laser triangulation 
sensor and the deposition process use the same reference point, 
a trace of the deposited material height in function of time can 
be generated. The resulting trace of layer thickness (left axis) 
and path velocity (right axis) in function of the time for this 

first layer deposition is shown in Figure 5. The first three 
seconds are recorded during deposition of the contour of the 
cube, the sequel during the infill of this contour. From the blue 
line, representing the deposition height, one can notice that the 
overall deposition height is lower than for the points in the infill 
region. This is because the infill region is deposited after the 
contour is deposited, hence overlap of the infill tracks with the 
contour exists (see Figure). Therefore, the measured deposition 
height at start and stop of the infill lines of the hatch is found 
as almost double the contour height. Secondly, it is important 
to notice that the layer thickness is related to the deposition 
velocity, as expect. Indeed, when the machine slows down and 
comes to a stop, the melt pool grows due to increased heat input 
to the part. The activation of the closed-loop control system 
typically has the goal to counteracts this effect of heat buildup 
towards an edge or a change in velocity [9]. However, 

Fig. 4. Edge buildup after deposition of a first layer on a flat substrate due to 
start and stop of trajectory at endpoints. Colors indicate deposited material 
height. Dots indicate the toolpath illustrated by increasing intensity with 

time. 

Fig. 3. Scan of the height (purple laser line) after deposition of each layer of 
square cubes of 9 x 9 mm deposited on the MiCLAD machine. 
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operating in open loop with a constant 300 W laser, started and 
stopped at the end of each track, delivers good training data for 
an iterative learning control approach. 

 

One should also notice that the deposited height at the start 
and the end of each line trajectory is not equal. However, in 
terms of motion profile the acceleration and deceleration rate 
are the same. This behavior can be explained due to the fact 
that the time history of the temperature, and thus the presence 
of a melt pool is also an important factor. Therefore, the 
MiCLAD platform is built to take advantage of both real-time 
control, where time history is commonly not taken into 
account, and machine learning, where the underlaying 
geometry (i.e. thin wall or solid block) can be taken into 
account for correction of the deposited geometry. A clear 
illustration of this time history effect during real 3D printing 
where motions have no infinite acceleration, is observed in the 
analysis of the coaxial images recorded during deposition. 

Recent publications in the field of geometry control during 
laser metal deposition have shown that the geometrical 
accuracy can be greatly improved by either real-time feedback 
control [2,22] or inter-layer control approach [7,23]. However, 
those papers only discuss the layerwise height control of the 
geometry. No link with the actual melt-pool size and 
temperature can be created in the referred papers. Therefore, 
besides a 3D line scanner for scanning of the deposited 
geometry, the MiCLAD platform also captures coaxial images 
through the same optics as the delivery of the laser beam. These 
images are particularly interesting to monitor the behavior of 
the liquid metal in the melt pool, in comparison with the 3D 
scanner, that is measuring solidified geometry. In Figure four 
melt pool images are shown. These are average images 
recorded with the coaxial camera using a shutter time of 50 µs. 
The color of the images was arbitrarily scaled to obtain a full 8 
bit dynamic range for visualization from the original grayscale 
images obtained with the a-priori mentioned machine vision 
camera. One can clearly see the tail of the melt pool that is 
being generated based on the direction of the path (right-down-
left-up). These images were recorded during the deposition of 
the second layer, being the one deposited on top of the results 
discussed in Figure 4 and Figure 5. 

In Figure 7 some instantaneous coaxial images for the 
theoretical 1mm melt pool during an infill of the second layer 
of the cube discuss in the previous part of this paper. The first 
image was recorded 15 ms after the start of the laser and 
simultaneous start of the acceleration. 

 

Due to the zero velocity at t = 0 ms, and the rapid settling 
time of the laser power source an overheated melt pool is 
created, which results in a long tail that is created behind the 
melt pool once motion is picking up speed, as illustrated at a 
time step of 200 ms. The tail is clipped by the region of interest 
of the camera on the left side. This tail slowly decreases in 
length and the image at a time of 350 ms shows the typical melt 
pool shape at constant velocity of 1000 mm/min and laser 
power of 300 W. At a time of 670 ms the machine already 
approaches the opposite edge of the 9 mm cube and the velocity 
decreases while the laser is shut down in the approach of the 
commanded position. Therefore, one notices that the intensity 
of the melt pool raises slightly and becomes more uniform 
compared to the view at 350 ms. However, one can also notice 
that only 10 ms later the intensity starts to decrease and the edge 
around the liquid region that is the melt pool grows and dies 
out less than 20 ms later. In conclusion, whereas during the start 
of the motion an overheated melt pool is generated, which is 
clearly visible at a time 200 ms after the start of the motion and 
the laser, the dying-out of the melt pool at switch-off of the 
laser is almost instantaneous.  

 
The data collected of only one shape is insufficient to obtain 

enough training data for applying machine learning algorithms 
to be usable in practice. Therefore, now the usability of the 
proposed data acquisition framework is validated, the 
collection of training data during the deposition of all kind of 
geometrical shapes will continue as further work. An example 
of a test plate that was built using optimized printing 
parameters is shown in Figure 8. The total size of this test plate 
is 10 x 10 cm. 

Fig. 5. Layer height (blue) and path velocity (orange) in function of time 
for the first layer. 

Fig. 6. Average images of coaxial observed melt pool during the 
four fases of scanning a rectangular contour. The colorbar indicates 
light intensity on the camera with an arbitrary scaling for maximum 

dynamic range. 

Fig. 7. Coaxial melt-pool images recorded at different time steps 
during a horizontal infill pattern. Theoretical melt-pool size is        

1 mm. 
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5. Conclusion 

In this paper a newly build hybrid laser metal deposition & 
milling machine from the VUB, Brussels, Belgium was 
described. Not only as a machine, but also as a data platform 
for development of real-time monitoring and machine learning 
algorithms for the laser metal deposition process. For LMD in 
repair or additive manufacturing of 3D components both 
material properties as well as deposited geometry are essential. 
However, as many process parameters have an influence on 
both the deposited geometry as well as the material properties, 
an independent tuning of these through independent multi-
input, multi-output controllers is not straightforward. Hence, a 
complex optimization and control problem arises when 
considering the correlation between the parameters. These kind 
of strongly problems are lending themselves ideally to machine 
learning based optimization. 

Acknowledgements 

The authors would like to acknowledge Mr. Wim Devesse 
and Mr. Jorge Sanchez Medina for their contributions in setting 
up the camera integration in the machine. As well as Mr. Jona 
Gladines from the University of Antwerp for delivery of the 
CAD geometry of the test plate. This work was financed by the 
Research Foundation Flanders (FWO) through project HiPAS 
and the Department of Economics, Innovation and Science 
(EWI) of the Flanders government, Belgium, through the 
project HyLaFORM. 

References 

[1] U. de Oliveira, V. Ocelík, and J. Th. M. De Hosson, “Analysis of 
coaxial laser cladding processing conditions,” Surf. Coat. Technol., vol. 
197, no. 2, pp. 127–136, Jul. 2005. 

[2] M. Asselin, E. Toyserkani, M. Iravani-Tabrizipour, and A. Khajepour, 
“Development of trinocular CCD-based optical detector for real-time 
monitoring of laser cladding,” in IEEE International Conference 
Mechatronics and Automation, 2005, Jul. 2005, vol. 3, pp. 1190-1196 
Vol. 3. 

[3] M. Schmidt et al., “Laser based additive manufacturing in industry and 
academia,” CIRP Ann., vol. 66, no. 2, pp. 561–583, Jan. 2017. 

[4] N. Shamsaei, A. Yadollahi, L. Bian, and S. M. Thompson, “An 

overview of Direct Laser Deposition for additive manufacturing; Part 
II: Mechanical behavior, process parameter optimization and control,” 
Addit. Manuf., vol. 8, pp. 12–35, 2015. 

[5] A. Staub, A. B. Spierings, and K. Wegener, “Correlation of meltpool 
characteristics and residual stresses at high laser intensity for metal lpbf 
process,” Adv. Mater. Process. Technol., vol. 5, no. 1, pp. 153–161, 
Jan. 2019. 

[6] A. Heralić, A.-K. Christiansson, and B. Lennartson, “Height control of 
laser metal-wire deposition based on iterative learning control and 3D 
scanning,” Opt. Lasers Eng., vol. 50, no. 9, pp. 1230–1241, Sep. 2012. 

[7] I. Garmendia, J. Leunda, J. Pujana, and A. Lamikiz, “In-process height 
control during laser metal deposition based on structured light 3D 
scanning,” Procedia CIRP, vol. 68, pp. 375–380, Jan. 2018. 

[8] M. Lison, W. Devesse, D. de Baere, M. Hinderdael, and P. Guillaume, 
“Hyperspectral and thermal temperature estimation during laser 
cladding,” J. Laser Appl., vol. 31, no. 2, p. 022313, Apr. 2019. 

[9] W. Devesse, D. De Baere, M. Hinderdael, and P. Guillaume, “Model-
based temperature feedback control of laser cladding using high-
resolution hyperspectral imaging,” IEEEASME Trans. Mechatron., vol. 
22, no. 6, pp. 2714–2722, 2017. 

[10] L. Song and J. Mazumder, “Feedback Control of Melt Pool 
Temperature During Laser Cladding Process,” IEEE Trans. Control 
Syst. Technol., vol. 19, no. 6, pp. 1349–1356, Nov. 2011. 

[11] C. Kledwig, H. Perfahl, M. Reisacher, F. Brückner, J. Bliedtner, and C. 
Leyens, “Analysis of Melt Pool Characteristics and Process Parameters 
Using a Coaxial Monitoring System during Directed Energy Deposition 
in Additive Manufacturing,” Materials, vol. 12, no. 2, p. 308, Jan. 
2019. 

[12] T. Craeghs, “A Monitoring System for On-line Control of Selective 
Laser MeltingA Monitoring System for On-line Control of Selective 
Laser Melting (Eenmonitoring systeem voor on-line controle van 
Selectief Laser Smelten),” PhD thesis, KULeuven - PMA, Leuven, 
Belgium, 2012. 

[13] E. Toyserkani, A. Khajepour, and S. Corbin, “Closed-loop control of 
laser cladding process by powder injection,” Int. Congr. Appl. Lasers 
Electro-Opt., vol. 2003, no. 1, p. 1310, Oct. 2003. 

[14] J. T. Hofman, B. Pathiraj, J. van Dijk, D. F. de Lange, and J. Meijer, “A 
camera based feedback control strategy for the laser cladding process,” 
J. Mater. Process. Technol., vol. 212, no. 11, pp. 2455–2462, Nov. 
2012. 

[15] M. Iravani-Tabrizipour, M. Asselin, and E. Toyserkani, “Development 
of an image-based feature tracking algorithm for real-time clad height 
detection,” IFAC Proc. Vol., vol. 39, no. 16, pp. 914–920, Jan. 2006. 

[16] W. Devesse, Development and Validation of Innovative Modeling, 
Monitoring and Control Strategies for 3D Metal Printing, PhD Thesis., 
vol. VUB-Dept. of Mechanical Engineering. Brussels, Belgium: 
VUBPRESS, 2017. 

[17] W. Devesse, D. De Baere, M. Hinderdael, and P. Guillaume, “High 
resolution temperature estimation during laser cladding of stainless 
steel,” Phys. Procedia, vol. 83, pp. 1253–1260, 2016. 

[18] F. Caiazzo and A. Caggiano, “Laser Direct Metal Deposition of 2024 
Al Alloy: Trace Geometry Prediction via Machine Learning,” 
Materials, vol. 11, no. 3, Mar. 2018. 

[19] A. Mozaffari, A. Fathi, A. Khajepour, and E. Toyserkani, “Optimal 
design of laser solid freeform fabrication system and real-time 
prediction of melt pool geometry using intelligent evolutionary 
algorithms,” Appl. Soft Comput., vol. 13, no. 3, pp. 1505–1519, Mar. 
2013. 

[20] A. Caggiano, J. Zhang, V. Alfieri, F. Caiazzo, R. Gao, and R. Teti, 
“Machine learning-based image processing for on-line defect 
recognition in additive manufacturing,” CIRP Ann., vol. 68, no. 1, pp. 
451–454, 2019. 

[21] M. Khanzadeh, S. Chowdhury, M. Marufuzzaman, M. A. Tschopp, and 
L. Bian, “Porosity prediction: Supervised-learning of thermal history 
for direct laser deposition,” J. Manuf. Syst., vol. 47, pp. 69–82, 2018. 

[22] S. Donadello, M. Motta, A. G. Demir, and B. Previtali, “Monitoring of 
laser metal deposition height by means of coaxial laser triangulation,” 
Opt. Lasers Eng., vol. 112, pp. 136–144, Jan. 2019. 

[23] I. Garmendia, J. Pujana, A. Lamikiz, M. Madarieta, and J. Leunda, 
“Structured light-based height control for laser metal deposition,” J. 
Manuf. Process., vol. 42, pp. 20–27, Jun. 2019. 

 

 

Fig. 8. Test plate built for training the machine printing 
parameters based on primitive geometrical shapes. Built 

plate measures 10 x 10 cm. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 

Keywords: Assembly; Design method; Family identification

1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

In the field of additive manufacturing the implementation of real time process monitoring is required to enhance the quality and repeatability of 
the printed parts. Laser metal deposition (LMD) is a technique where the deposition of material is done in a melt pool created by a high-power 
laser beam. This paper presents the geometrical properties of such melt pool obtained during blown powder LMD. For achieving these results, 
the visual and hyperspectral information of the melt pool is used. An analytical model of the melt pool boundary is fitted to high-speed visual 
images recorded during 3D deposition. At the same time the hyperspectral information provides a way to estimate the temperature and emissivity 
profiles within the melt pool. The proposed paper discusses the correlation of the hyperspectral and visual high-speed camera results. 
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1. Introduction 

1.1. LMD and melt pool geometry 

Laser Metal Deposition (LMD) is a technology that has 
several diverse applications such as coating metallic surfaces 
principally for erosion or corrosion mitigation, part repair or 
rapid prototyping [1]. LMD is an additive production process 
in which a laser beam forms a melt pool on the surface of a 
metallic substrate, into which metal powder is injected.  

The result of the building process in terms of material and 
geometrical properties of the part are strongly dependent of 
many of the process parameters. Therefore, the use of a closed-
loop control system is strongly suggested to improve the part 
quality [2]. 

In this paper two methods for the measurement of the melt 
pool as an essential step in the closed-loop control of the melt 
pool are compared and discussed. The aim of both methods is 

to collect information about the geometrical characteristics and 
estimate the size of the melt pool.  

The first method uses visual 2D images to fit an analytical 
model able to define the geometric parameters that represent the 
melt pool perimeter.  

The second method uses hyperspectral measurements to 
estimate the temperature and emissivity inside the melt pool. 
Through the temperature and emissivity profiles information 
about the melt pool boundaries can be obtained and three 
regions can be identified: liquid, mushy and solid region [3]. 

Both methods provide absolute values of the melt pool size, 
but the goal of this paper is the comparison between these 
methods and observe possible relations with each other.  

1.2. Visual method 

The visual method is based on image segmentation or region 
extraction. Image segmentation is an operation that gives  
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1.1. LMD and melt pool geometry 

Laser Metal Deposition (LMD) is a technology that has 
several diverse applications such as coating metallic surfaces 
principally for erosion or corrosion mitigation, part repair or 
rapid prototyping [1]. LMD is an additive production process 
in which a laser beam forms a melt pool on the surface of a 
metallic substrate, into which metal powder is injected.  

The result of the building process in terms of material and 
geometrical properties of the part are strongly dependent of 
many of the process parameters. Therefore, the use of a closed-
loop control system is strongly suggested to improve the part 
quality [2]. 

In this paper two methods for the measurement of the melt 
pool as an essential step in the closed-loop control of the melt 
pool are compared and discussed. The aim of both methods is 

to collect information about the geometrical characteristics and 
estimate the size of the melt pool.  

The first method uses visual 2D images to fit an analytical 
model able to define the geometric parameters that represent the 
melt pool perimeter.  

The second method uses hyperspectral measurements to 
estimate the temperature and emissivity inside the melt pool. 
Through the temperature and emissivity profiles information 
about the melt pool boundaries can be obtained and three 
regions can be identified: liquid, mushy and solid region [3]. 

Both methods provide absolute values of the melt pool size, 
but the goal of this paper is the comparison between these 
methods and observe possible relations with each other.  

1.2. Visual method 

The visual method is based on image segmentation or region 
extraction. Image segmentation is an operation that gives  
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information about the objects in an image. By using a visual 
high-speed camera, the result of segmentation on an acquired 
visual image is a contour with the points of the boundary of the 
melt pool. After segmentation geometric primitives can be fit to 
the obtained contour data from the first step, defining 
consequently the geometric parameters of the melt pool. 

1.3. Hyperspectral method 

Traditional contactless temperature monitoring uses multi-
wavelength pyrometers and infrared thermographic cameras [4] 
where the temperature is estimated from the object’s emitted 
light, assuming it is a gray body object. This assumption can 
result in a source of errors because the emissivity is an unknown 
function of wavelength, temperature, material composition and 
different material properties [5].  

An alternative to the conventional devices is the use of a 
hyperspectral camera for monitoring the temperature. 
Measurements at many wavelengths are taken from the emitted 
spectral radiance of several closely spaced points, thereby 
increasing the signal-to-noise ratio compared to pyrometry 
methods that use only a small number of wavelengths. An 
absolute temperature is deduced from these spectral radiance 
measurements using a least squares curve fitting procedure. The  
hyperspectral method is still approximative, but by using more 
wavelengths a better result can be obtained. This method allows 
the calculation of an upper and lower temperature bound 
without knowing the exact emissivity values or their variation 
with wavelength, being able to consistently determine the 
absolute temperature in the liquid region of a melt pool with an 
uncertainty of about 10% [3].  

2. Experimental environment 

2.1. Experimental setup 

On the surface of a 20 mm thick substrate of AISI 316L 
stainless steel is focused a SPI redPOWER® QUBE 2kW fiber 
laser with a center wavelength of 1064 nm, a focus spot 
diameter of 1000 µm and a flat-top beam profile. The incident 
laser beam heats the surface and creates a melt pool whose size 
depends on the laser power. 

During the experiments a coaxial flow of argon is directed 
towards the substrate with the addition of metal powder. The 
powder that is used is of the type LPW 316L 44-106 µm and it 
is delivered to a Fraunhofer ILT COAX-40-S nozzle by a 
Medicoat CH-5506 powder feeder.  

The melt pool is monitored with two different devices. The 
first one is a hyperspectral line camera with a pixel pitch of 5.5 
µm resulting in a spatial resolution of 17.4 µm/pixel in the 
object plane and high quantum efficiency in the visible and 
near-infrared (VNIR) spectrum from 400 nm to 1000 nm. An 
absolute calibration of the camera was performed by measuring 
the spectrum of an Optronic Laboratories OL455 integrating 
sphere calibration source with a halogen lamp. The same 
spectrum was then measured with a NIST traceable JETI 
Specbos 1211 spectroradiometer. The ratio between these two 
spectra provides the optical sensitivity of the hyperspectral 
camera. 

The second monitoring device is a monochrome visual 
camera with a Sony IMX287 CMOS sensor, a pixel pitch of 6.9 
µm resulting in a spatial resolution of 14 µm/pixel in the object 
plane and high spectral sensitivity in the VNIR region from 400 
nm to 1000 nm. 

Optical filters were added on both cameras. A notch filter 
with center wavelength of 1064 nm for the hyperspectral 
camera and a KG-3 heat absorbing IR glass for the visual 
camera. 

The mounting of both devices in the system entailed the 
coaxial positioning of the visual camera, while the 
hyperspectral camera was inclined at an angle of 38 degrees 
relative to the surface normal. 

Both cameras were connected to respective frame grabbers, 
via USB 3.0 in case of the visual camera and via a CameraLink 
interface for the hyperspectral camera.  

2.2. Experimental conditions 

Tracks of length 30 mm were printed at a constant speed of 
1200 mm/min using four different power values: 280W, 320W, 
360W and 400W.  

The injected metal power was fed to the melt pool at a mass 
flow rate of 3 g/min. 

Regarding camera settings, the images were acquired with 
an exposure time of 100 µs and a window size of 260x260 
pixels for the visual camera and 78 µs and 512x256 pixels for 
the hyperspectral camera.  

The frame acquisition in both cameras was hardware 
synchronized. The frames were taken at a frame rate of 1000 
fps and triggered by a pulse wave with the help of a signal 
generator. The used pulse width was 200 µs. 

3. Segmentation and geometric fitting of visual images 

The processing of the coaxial images collected with the 
visual camera consists of three steps. Firstly, segmentation of 
the images is carried out as a pre-processing step by converting 
the grayscale image into a binary image. The application of a 
binary threshold segments the image into the desired melt pool 
and the background. Due to the images presenting different 
gray value distributions, the use of a constant threshold is not 
possible, and a method is required that is able to determine the 
threshold level automatically. The statistical-based Otsu 
thresholding algorithm [6] showed good results in this regard 
and it was selected as a first step for segmenting the images. 

The previously described image binarization step returns 
roughly the melt pool domain in the image, but the focus of 
interest is the border of the melt pool since it provides 
information of the geometrical properties of the clad. Therefore, 
in a second step, the Suzuki’s contour tracing algorithm is 
employed [7] to find and extract the boundary points of the 
perimeter of the melt pool. Using this contour data, in a third 
step, an ellipse geometric primitive is fitted, defining therefore 
the size of the melt pool in terms of length and width or the 
major and minor axis of the fitted ellipse respectively. 

The ellipse fitting principle consists of representing a 
general conic by an implicit second order polynomial equation:  
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where a = [a b c d e f]T and x = [x2 xy y2 x y 1]T, and provided 
b2 - 4ac < 0 to represent an ellipse, because the equation can 
also describe hyperbolas and parabolas. The point coordinates 
are substituted in the previous implicit equation to get a distance 
measure for the points xi = (xi,yi) to the ellipse 
F(a; x) = 0 . This distance is called the algebraic distance   
F(a; 𝒙𝒙𝒙𝒙𝒊𝒊𝒊𝒊). 

The ellipse is fitted using the method proposed by 
Fitzgibbon [8], where the fitting is approached as a least squares 
problem, by minimizing with a linear method the algebraic 
error or sum of squared algebraic distances: 
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4. Temperature and emissivity from hyperspectral images 

According to Planck’s law, the spectral radiance B 
(W. sr-1.m-3)  emitted by a black body is a function of the 
wavelength λ and temperature T, but ideal black bodies do not 
exist. The emitted spectral radiance Ei of a real body measured 
at wavelength λi (i= 1,…,Nλ) is the result of modifying the black 
body equation B by a spectral emissivity parameter ελ that takes 
values between 0 and 1 and includes some measurement noise 
ni: 

( ) ( , )i i i iE B T nλε λ λ= +                                                          (3)                       
 
    For metals the spectral emissivity ελ is a linearly decreasing 
function of wavelength in the VNIR range [9]:                       
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where the constants Aε and Bε are constrained by 0 ≤ A < B ≤ 
1 to have a negative slope and 0 < ελ ≤ 1. 

Assuming that the noise ni is zero-mean and Gaussian with 
known variance 𝜎𝜎𝜎𝜎𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖

2 , fitting the measured spectrum Ei(λi,T) to a 
black body model B(λi,T) with a linearly decreasing spectral 
emissivity ελ is a matter of solving the following least squares 
problem: 

  

2

1

1

2
1

( , )

(A ,B ,T) arg min
i

i
i iN

N

i E

E B A B T
λ

λ

ε ε

ε ε

λ λ
λ

λ λ

σ=

 −
− −  − = ∑   (5)                                                                     

The minimizing solution to this problem is obtained by 
either setting the value of the slope Aε to zero, i.e. using a gray 
body assumption, or leaving the slope Aε free and setting the 
offset Bε to 1. This allows us to calculate the upper and lower 
bounds of the melt pool temperature and emissivity. 

5. Results and discussion 

The estimated temperature and emissivity profiles from the 

hyperspectral measurements provide information of the melt 
pool boundary because three regions can be identified: liquid, 
mushy and solid region.  
 The hyperspectral measurements were made perpendicular 
to and along the direction of movement of the workiepece 
during a laser cladding process in order to study the width and 
the length of the melt pool. These geometrical dimensions are 
correlated with the visual measurements.  
 During the fitting of ellipses the image binarization 
becomes a very important step, the selected Otsu’s threshold 
[6] is based on intensity information captured by the visual 
camera and is calculated to minimize the spread of the pixels 
that fall in the foreground or background or in other words it 
minimizes the within-class variance 𝜎𝜎𝜎𝜎𝑊𝑊𝑊𝑊2 : 

2 2 2
W b b f fW Wσ σ σ= +                                                                       (6) 

with 𝜎𝜎𝜎𝜎𝑏𝑏𝑏𝑏2 and 𝜎𝜎𝜎𝜎𝑓𝑓𝑓𝑓2 the background and foreground variance 
multiplied by their associated weights Wb and Wf. 
 The distinction of the mushy region of the melt pool with 
this intensity variance based method is complicated, because 
for example low level intensity pixels could be considered as 
background and not taken into account in the ellipse fitting.  
 The binarization topic will be explored by using different 
threshold levels that are multiples of Otsu’s threshold. The 
multiplication factors are: 2, 1.5, 1, 0.5, 0.25 and 0.125. This 
set of thresholds will be compared with the temperature and 
emissivity profiles to find possible relationships in the 
observed melt pool sizes. 
 The measurements that will be presented in the following 
subsections are time averaged profiles of the middle part of the 
printing process of the tracks corresponding to a period of  
aproximately 1.1 seconds. Each time averaged profile 
represents the result of a specific power setting as explained in 
subsection 2.2. 

5.1. Melt pool width 

 The analysis of the melt pool width involves the 
examination of the hyperspectral measurements that were made 
perpendicular to the Y direction movement of the workpiece 
according to Figure 1. 

 
Fig. 1. Side view (a) and top view (b) of the transverse laser cladding 

 Figure 2 shows the time averaged temperature profile 
during irradiation with a constant laser power of 320W and 
Figure 3 shows the standard deviation of the temperature 
during this time average. It is visible in the temperature figure 
that the liquid region extends from x = -200 µm to x = 300 µm 
and that the temperature deviation in Figure 3 in this range is 
relatively low, about 50 K. In the liquid region can be observed 
that the temperature is relatively flat, this is due to the powder 
flow mixing with the molten metal in the pool. Despite this 
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observation, the temperature is highest at the center of the melt 
pool and gradually decreases towards the edges, as expected. 
In Figure 2, to the left and right of the liquid region two peaks 
can be observed at x = -325 µm and x = 400 µm: the 
temperature is expected to decrease but instead a rise is 
observed. This is due the spectra in this region that can not be 
fitted to the model of Equation 3. Even though the temperature 
value can not be determined, the provided information is useful 
to identify the spatial boundaries of the mushy region [10].  

Fig. 2. Transverse temperature profile for 320W. The red and blue curves 
correspond to the upper and lower temperature bounds. The dashed vertical 
lines indicate the melt pool width. The dashed horizontal line indicates the 

melting point of AISI 316 stainless steel at 1670K [11]. 

Fig. 3. Standard deviation of the transverse temperature profile for 320W. 
The red curve corresponds to the upper temperature bound and the blue curve 

to the lower bound. The dashed vertical lines indicate the melt pool width.  

 Looking at the emissivity profile of Figure 4 two large 
emissivity peaks are visible near |x| = 525 µm. These high 
values can be attributted to the large amount of oxidation that 
is present in the solid region and is visible on the surface of the 
building plate surrounding the track [3]. Inspecting again 
Figure 2 there are two positions marked with dashed vertical 
lines: at these points the upper temperature bound Tu crosses 
the dashed horizontal line that indicates the melting point of 
AISI 316 stainless steel, which is approximately 1670K [11]. 

 Fig. 4. Transverse emissivity profile for 320W. The red and blue 
curves correspond to the upper and lower temperature bounds. The dashed 

vertical lines indicate the melt pool width.  

 Summarizing the information from Figures 2, 3 and 4, it can 
be estimated that the liquid region of the melt pool comprises 
approximately |x| = 250 µm, and from |x| = 250 µm to the 
dashed vertical lines the mushy region and the start of oxidation 
in the solid region. The estimated temperature values are only 
reliable in the liquid region and present also small temperature  
deviations. The distance between the dashed vertical lines will 
be called the hyperspectral width in our comparisons later in 
Table 1. 

Figure 5 shows the temperature estimation for a laser power 
of 400W. The difference between this temperature profile and 
the 320W profile is a slight increase of the temperature of about 
50K. Like the previous case, the same conclusions can be 
drawn regarding the boundary limits for the liquid region and 
the mushy and oxidized solid regions. 

Fig. 5. Transverse temperature profile for 400W. The red and blue curves 
correspond to the upper and lower temperature bounds. The dashed vertical 
lines indicate the melt pool width. The dashed horizontal line indicates the 

melting point of AISI 316 stainless steel at 1670K [11]. 

 
Fig. 6. Different binarization levels for the 320W experiment 

 
 

Fig. 7. Averages (a) and standard deviations (b) of the calculated widths by 
ellipse fitting for each laser power setting 
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 Unlike the results obtained with the hyperspectral camera, 
the visual measurements get an absolute value of the size of the 
melt pool without distinction between the liquid, the mushy and 
the solid regions. Performing a study with different binarization 
levels that are multiples of Otsu’s threshold, the outcome for 
the 320W experiment is presented in Figure 6. Each 
binarization threshold shows a constant average value with 
higher deviations for factors 2 and 0.125. The lower the factor 
is, the higher is the calculated width. 
 A thorough investigation by calculating the average and 
standard deviation for each threshold level for all the different 
laser power cases results in Figure 7. 
 Comparing the average width curves with the hyperspectral 
results: 

Table 1. Comparison of the calculated width between the hyperspectral and 
the visual method  

Power 
(W) 

Hyperspectral 
Width (µm) 

Visual Width for 
Threshold 1 (µm) 

Visual Width for 
Threshold 0.5 (µm) 

280 901.97 933.2 1023 

320 945.11 941.5 1038 

360 958.11 945.5 1038 

400 972.27 968.18 1054 

 
where according to Figure 8.b and taking into account the worst 
case deviation, the width values for the factors 1 and 0.5 are 
±20 µm. 
 The results from Table 1 show that changes in the average 
laser power yield small changes of the melt pool width. An 
increase of the laser power from 280W to 400W produces an 
enlargement of about 70 µm. This can be explained by the fact 
that most of the additional heat goes down into the work piece 
vertically [12]. 
 Focusing on the results of the visual method, from Table 1 
it can be noticed that the best threshold factor is 1, but 
calculating the exact threshold required to obtain the best 
correspondance, it turns out that the average threshold factor is 
1.0313 with a standard deviation of 0.1083. It’s observed then 
that the width of a fitted ellipse with a binarization level factor 
1.0313 of Otsu’s threshold matches with the hyperpectral 
width, which covers the liquid and mushy regions and 
oxidation start of the melt pool.   

5.2. Melt pool length 

The analysis of the melt pool length involves the 
examination of the hyperspectral measurements that were made 
along the X direction movement of the workpiece according to 
figure 8. 

The longitudinal average temperature and emissivity 
measurements for the 320W experiment are presented in 
Figures 9 and 10. The front of the melt pool is situated on the 
negative x axis and the tail on the positive x axis. As previously  
during the analysis of the width of the melt pool the following 
key points are identified: high emissivity peaks due to 
oxidation and the upper temperature bound crossing the 
melting point line around x = -400 µm and x = 730 µm, and a 
small peak or bump in the temperature at x = 350 µm indicating 
the mushy region. The distance between the dashed vertical  

 
Fig. 8. Side view (a) and top view (b) of the longitudinal laser cladding 

lines will be called the hyperspectral length in our comparisons 
later in Table 2. 

Fig. 9. Longitudinal temperature profile for 320W. The red and blue curves 
correspond to the upper and lower temperature bounds. The dashed vertical 
lines indicate the melt pool length. The dashed horizontal line indicates the 

melting point of AISI 316 stainless steel at 1670K [11].  

Fig. 10. Longitudinal emissivity profile for 320W. The red and blue curves 
correspond to the upper and lower temperature bounds. The dashed vertical 

lines indicate the melt pool length.  

Examining all the remaining laser power cases the 
difference between them is the obtained length and the 
temperature peak value at x = 350 µm, see Figure 11 for the 
400W case. 

Fig. 11. Longitudinal temperature profile for 400W. The red and blue 
curves correspond to the upper and lower temperature bounds. The dashed 

vertical lines indicate the melt pool length. 
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The dashed horizontal line indicates the melting point of 
AISI 316 stainless steel at 1670K [11]. 

Regarding the visual method, like the width analysis the 
same set of different Otsu’s threshold factors was applied. The 
obtained average lengths and deviations for the different laser 
powers can be seen in Figure 12.  

Fig. 12. Averages (a) and standard deviations (b) of the calculated lengths by 
ellipse fitting for each laser power setting 

Comparing these results with the hyperspectral lengths: 

Table 2. Comparison of the calculated length between the hyperspectral and 
the visual method  

Power 
(W) 

Hyperspectral 
Length (µm) 

Visual Length for 
Threshold 0.5 (µm) 

Visual Length for 
Threshold 0.25 (µm) 

280 944.37 1110 1221 

320 1106.79 1153 1277 

360 1228.35 1201 1360 

400 1334.34 1188 1396 

 
 From Table 2 the following interesting observation can be 
made: for the higher laser power conditions, 360W and 400W, 
a threshold factor between 0.5 and 0.25 seems a good fit, 
whereas for the lower laser power settings, 280W and 320W, a 
threshold factor higher than 0.5 is required. After this first 
observation the correct thresholds values were calculated for 
each laser power. The outcome of this closer examination is 
presented in Table 3. 

Table 3. Correct threshold factor for each laser power  

Power 
(W) 

Hyperspectral Length 
(µm) 

Threshold 
Factor 

Visual Length 
(µm) 

280 944.37 1.6875 941.33  

320 1106.79 0.6875 1109.6  

360 1228.35 0.4375 1238.7  

400 1334.34 0.3125 1343.8  

The results in Table 3 show that the threshold factor for the 
calculation of the length is laser power dependent.  

6. Conclusions  

 This paper presented the comparison between two camera-
based methods, one of them visual, and the other one 
hyperspectral, in order to get the geometrical information of the 
melt pool. The visual method is based on the intensity values 

captured by the camera and fits an ellipse as an aproach to 
measure the width and length of the melt pool. The 
hyperspectral method uses a VNIR line camera for measuring 
the spectrum from which temperature and emissivity 
information can be obtained and used for getting a size estimate 
of the different regions the melt pool is composed of: liquid, 
mushy and solid. Each of the methods alone provides an 
absolute value, but through their comparison interesting results 
can be observed. 
 One of the steps of the visual method is the image 
binarization, which plays an important role on what 
information the ellipse will be fitted to. For the binarization 
different levels that are multiples of the Otsu’s threshold are 
used with the goal to understand the relationship between the 
visual intensity values and the hyperspectral values. 
 The comparison between these methods leads to that there 
is not a single threshold value that can be used to identify the 
melt pool size at different laser power levels. The calculation 
of the width and length require different thresholds, but 
regarding only the width a single threshold value is enough 
unlike the length, where the threshold is laser power dependent. 
A possible solution in determining the size of the melt pool 
from visual images would be in fitting two ellipses, the first one 
with a fixed factor of Otsu’s threshold for calculing the width, 
and the second ellipse with a variable factor that dependends 
on the used laser power for calculating the length. 
 Further work should explore the metallographic properties. 
Cuts are to be performed in order to validate the presented 
results and investigate the microstructure and material 
properties.  
 This paper shows a better understanding of the geometry of 
the melt pool and the relation between the visual intensity and 
the temperature and emissivity. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
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a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Laser cutting of metals is a complex process with many influencing factors. As some of them are subject to change, the cut quality needs to be 
checked regularly. This paper aims to estimate the roughness of cut edges based on RGB images instead of surface topography measurements. 
 
We trained a convolutional neural network (CNN) on a broad database of images and corresponding roughness values. The CNN estimates the 
roughness well with a mean error of 3.6 µm. Sometimes it is more reliable than the surface measuring device because the RGB images are less 
prone to reflectivity problems than the measurements. 
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1. Introduction 

Laser cutting is a complex process that depends on 
numerous parameters: properties of the laser beam (e.g. focus 
position), transport properties (e.g. feed rate), properties of the 
assist gas (e.g. gas pressure) and material properties (e.g. 
quality of the sheet) [1]. Even the change of a single parameter 
can cause a deterioration of the process quality, which therefore 
needs to be closely monitored. Despite decades of industrial 
application laser cutting is still the subject of current research. 
Arntz‐Schroeder and Petring [2] and Pocorni et al. [3] recently 
presented analyses of the melt flow dynamics at the cut front. 
These dynamics influence the roughness of the resulting cut 
edge. 

According to the ISO standard 9013 [4] roughness (Rz) and 
perpendicularity tolerance (u) define the quality of a thermal 
cut. Both are derived from the height profile of the cut edge. 
Consequently, a surface measuring device is required to 
determine them. This is usually not available in production. 

Instead, the machine operator carries out the quality inspection 
manually by simply looking at the edge. This method is 
subjective and difficult to automate. It would be better to 
complement or replace this procedure with an objective quality 
assessment. 

This paper presents a contact-less approach to deduce the 
roughness of a cut edge from an RGB image (image with three 
additive colour channels, R: red, G: green, B: blue) without a 
measuring device. For this purpose, we generated a broad 
database containing cut edges of very different qualities: for 
each edge an RGB image was taken and Rz was determined. 
This data was used to train a convolutional neural network 
(CNN). In section 4 we evaluate the performance of the model 
in detail. The CNN sometimes estimates the roughness better 
than the actual measurement because the RGB images are less 
prone to reflectivity problems than the surface topographies.  

Sun et al. [5] describe a CNN-based approach to evaluate 
the surface of milled metals. On milled surfaces grooves are 
clearly visible and can be easily identified. This is not the case 
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1. Introduction 

Laser cutting is a complex process that depends on 
numerous parameters: properties of the laser beam (e.g. focus 
position), transport properties (e.g. feed rate), properties of the 
assist gas (e.g. gas pressure) and material properties (e.g. 
quality of the sheet) [1]. Even the change of a single parameter 
can cause a deterioration of the process quality, which therefore 
needs to be closely monitored. Despite decades of industrial 
application laser cutting is still the subject of current research. 
Arntz‐Schroeder and Petring [2] and Pocorni et al. [3] recently 
presented analyses of the melt flow dynamics at the cut front. 
These dynamics influence the roughness of the resulting cut 
edge. 

According to the ISO standard 9013 [4] roughness (Rz) and 
perpendicularity tolerance (u) define the quality of a thermal 
cut. Both are derived from the height profile of the cut edge. 
Consequently, a surface measuring device is required to 
determine them. This is usually not available in production. 

Instead, the machine operator carries out the quality inspection 
manually by simply looking at the edge. This method is 
subjective and difficult to automate. It would be better to 
complement or replace this procedure with an objective quality 
assessment. 

This paper presents a contact-less approach to deduce the 
roughness of a cut edge from an RGB image (image with three 
additive colour channels, R: red, G: green, B: blue) without a 
measuring device. For this purpose, we generated a broad 
database containing cut edges of very different qualities: for 
each edge an RGB image was taken and Rz was determined. 
This data was used to train a convolutional neural network 
(CNN). In section 4 we evaluate the performance of the model 
in detail. The CNN sometimes estimates the roughness better 
than the actual measurement because the RGB images are less 
prone to reflectivity problems than the surface topographies.  

Sun et al. [5] describe a CNN-based approach to evaluate 
the surface of milled metals. On milled surfaces grooves are 
clearly visible and can be easily identified. This is not the case 



470 Leonie Tatzel  et al. / Procedia CIRP 94 (2020) 469–473
2 Leonie Tatzel / Procedia CIRP 00 (2020) 000–000 

for parts produced with a laser. Stahl and Jauch [6] present a 
CNN to estimate the roughness of a cut edge. They used Ra 
instead of Rz to describe the roughness and they labelled each 
edge with the mean value of all measuring lines. The average 
roughness, however, says little about the maximum roughness, 
which can occur very locally. Since they did not ensure that the 
images of one edge (that look very similar and have the same 
label) are either in the training or in the test split, they might 
overestimate the performance of the model. 

2. Database 

2.1. Generating edges of very different qualities 

The database consists of 3336 stainless steel (1.4301) cut 
edges. All of them are 3 mm thick and were cut on a state-of-
the-art laser cutting machine (TruLaser 5030 fiber with 
TruDisk 12001). To generate different cut edges four dominant 
process parameters were varied: the distance between the 
nozzle and the focus of the laser beam (−3.5 to −0.5 mm), the 
distance between the nozzle and the sheet metal (0.5 to 3 mm), 
the feed rate (13 to 29 m/min) and the pressure of the assist gas 
(9 to 21 bar). The fully factorial combination resulted in 1050 
different parameter combinations and (less the miscuts) in 834 
unique samples. Each sample is a square with a side length of 
10 cm. In the following only the middle 5 cm of each edge were 
considered as the process parameters are constant only there.  

2.2. Roughness measurement 

The roughness was determined with an optical measurement 
system (3D profilometer VR-3200, Keyence Corporation) 
using light section. Light section is based on triangulation [7]. 
A thin line is projected onto the object to be measured and the 
projection is observed by a camera. Displacements of the line 
can be converted into 3D point clouds. The accuracy of the 
height measurement is ±3 µm. 
The mean height of the profile Rz (here: roughness) indicates 
the absolute vertical distance between the highest profile peak 
and the deepest profile valley along the sampling length. Due 
to the dependency on the extreme values of the profile Rz is 
strongly influenced by local outliers. 
The roughness values were calculated as follows: the 5 cm of 
the edge were divided into five areas of 10 mm length. In each 
area nine measurement lines were placed at different depths of 
the sheet with 0.3 mm spacing. This is shown in Fig. 1. 
The lines are named after their distance (in mm) from the upper 
edge. For each of the measurement lines, the roughness was 
determined following the ISO standard [4] (with one minor 
change: we applied a fixed cut-off wavelength of 2.5 mm). 

Fig. 1. RGB image of 10 mm (one area) of a laser cut edge with roughness 
measurement lines at different depths of the sheet. 

Fig. 2. Distribution of the roughness values for the lines 0.3, 1.5 and 2.7. The 
x-axis was limited to 50 μm. Less than 2 % of the edges have higher 

roughness values. 

The Rz values of the five areas were then averaged. This 
resulted in nine regression targets (labels) for each edge: one 
value for line 0.3, one value for line 0.6, etc. 

In Fig. 2 the roughness histograms of line 0.3, 1.5 and 2.7 
are shown. The corresponding expected values are 15.8, 17.0 
and 22.6 μm and the standard deviations are 10.4, 9.1 and 
7.3 μm respectively. 

According to the ISO standard [4] roughness and 
perpendicularity tolerance define the quality of a laser cut edge. 
The perpendicularity could probably be estimated analogously 
to the presented approach, though images taken from a different 
perspective would be needed. 

2.3. RGB images of the cut edges 

The measurement device was also used to take the RGB 
images. It is equipped with a double telecentric lens, a 
monochromatic CMOS Sensor and red, green and blue LEDs. 
The raw images have a size of about 3400 x 530 pixels and a 
resolution of 15 µm x 15 µm per pixel. 

3. Model and methods 

3.1. Convolutional neural networks 

Convolutional neural networks (CNNs) are artificial neural 
networks that are mainly used in the field of computer vision. 
They are designed to extract local (image) features invariant to 
their location by using shared parameters and local receptive 
fields. Shared parameters lead to a reduced total number of 
parameters, which allows to increase the number of layers 
compared to a neural network with full connectivity [8]. 

The core building block of a CNN is the convolutional layer. 
Each of these layers applies K ∈ ℕ different filter kernels 
resulting in K feature maps. Most modern CNNs (e.g. ResNet 
[9]) reduce the spatial size of the layers and increase the depth 
dimension (number of kernels) of the feature maps. 

The architecture of the CNN used in this paper is shown in 
Fig. 3 and explained in more detail in Table 1. It was inspired 
by the VGG16 network [10], but with only 1,974,441 trainable 
parameters it is significantly smaller. 
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Fig. 3. CNN architecture: one input layer and four blocks (B 1, B 2, B 3 and 
B 4) each containing three convolutional layers. Input: square image of the 

cut edge. Output: nine Rz values, one for each measurement line. 

The CNN consists of 13 convolutional layers, which are 
organized in blocks. The input block contains one 
convolutional layer, the subsequent four blocks contain three 
convolutional layers each, where the last layer of the block 
serves as spatial downsampling operation (convolution with 
stride 2, [11]). The number of filters increases from 32 to 256 
while the dimension decreases from 112 x 112 to 7 x 7 pixels. 
Each convolutional layer uses a kernel size of 3 x 3 pixels 
(except for the input block which applies 7 x 7 kernels). After 
each convolutional layer batch normalization is performed [12] 
and the ReLu activation function [13] is applied. To connect 
the last block with the nine regression targets, we use global 
average pooling (GAP) [14] in combination with one dense 
layer. 

Table 1. CNN architecture: The model consists of an input block and four 
subsequent blocks each containing three convolutional layers; the regression 
targets are connected with global average pooling and one dense layer. 

layer number of kernels output spatial resolution 

input block, conv 1 32 112 x 112 

block 1, conv 1 32 112 x 112 

block 1, conv 2 32 112 x 112 

block 1, conv 3 32 56 x 56 

block 2, conv 1 64 56 x 56 

block 2, conv 2 64 56 x 56 

block 2, conv 3 64 28 x 28 

block 3, conv 1 128 28 x 28 

block 3, conv 2 128 28 x 28 

block 3, conv 3 128 14 x 14 

block 4, conv 1 256 14 x 14 

block 4, conv 2 256 14 x 14 

block 4, conv 3 256 7 x 7 

GAP - 256 x 1 

dropout - 256 x 1 

dense - 9 x 1 

3.2. Image preprocessing 

The preprocessing of the raw images is displayed in Fig. 4. 
Since they contain a lot of black background, they were first 
cropped. This resulted in an image of approximately 215 pixels 
height (~3 mm) and 3,400 pixels length (~50 mm), which was 

then cut into 15 square images. Each of them was slightly 
rescaled to 224 x 224 pixels. The 15 images of one edge were 
labeled with the same roughness values. 

Fig. 4. The raw image was cropped and cut into 15 square images. 

3.3. Train, validation and test split 

The database consists of 834 samples, which correspond to 
3,336 edges and 50,040 images. It was split into three parts: 
training set (72 %), validation set (13 %) and test set (15 %). 
The training set was used to learn the model parameters, the 
validation set was necessary for the hyperparameter 
optimization and with the test set the performance of the model 
is evaluated on unseen data. 

When splitting the data, it must be guaranteed that a 
particular parameter combination (all images of one sample) is 
only contained in one of the three sets instead of splitting the 
images randomly. Otherwise we might overestimate the 
performance of the CNN: instead of generalizing well, it might 
only memorize the images. 

3.4. Training 

Since pre-trained architectures (e.g. ResNet [9] and VGG16 
[10], pretrained on the ImageNet database) did not extract 
relevant features, we trained the CNN from scratch. The 
weights of the network were initialized with the Xavier uniform 
initializer [15] and updated with the Adam algorithm (β1=0.9, 
β2=0.999) [16]. The learning rate was set to 0.001. The batch 
size was 60. 

To prevent overfitting during training we used 50 % 
dropout, data augmentation (vertically and horizontally 
flipping and rotating the images) and validation-based early 
stopping: when the validation loss does not improve for 20 
epochs the training is aborted. 

3.5. Evaluation 

The mean absolute error (MAE) was used as loss function 
during training and to evaluate the quality of the regression on 
the test set. It was calculated for each of the nine targets 
separately: 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 =  
1
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with 𝑁𝑁𝑁𝑁: number of test images, 𝑌𝑌𝑌𝑌�𝑖𝑖𝑖𝑖: predicted value, 𝑌𝑌𝑌𝑌𝑖𝑖𝑖𝑖: true 

value (label) for the image 𝑖𝑖𝑖𝑖. 
In order to obtain a more stable statement about the model 

performance, the data was divided into training, validation and 
test set three times with a random permutation cross-validator 
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for parts produced with a laser. Stahl and Jauch [6] present a 
CNN to estimate the roughness of a cut edge. They used Ra 
instead of Rz to describe the roughness and they labelled each 
edge with the mean value of all measuring lines. The average 
roughness, however, says little about the maximum roughness, 
which can occur very locally. Since they did not ensure that the 
images of one edge (that look very similar and have the same 
label) are either in the training or in the test split, they might 
overestimate the performance of the model. 

2. Database 

2.1. Generating edges of very different qualities 

The database consists of 3336 stainless steel (1.4301) cut 
edges. All of them are 3 mm thick and were cut on a state-of-
the-art laser cutting machine (TruLaser 5030 fiber with 
TruDisk 12001). To generate different cut edges four dominant 
process parameters were varied: the distance between the 
nozzle and the focus of the laser beam (−3.5 to −0.5 mm), the 
distance between the nozzle and the sheet metal (0.5 to 3 mm), 
the feed rate (13 to 29 m/min) and the pressure of the assist gas 
(9 to 21 bar). The fully factorial combination resulted in 1050 
different parameter combinations and (less the miscuts) in 834 
unique samples. Each sample is a square with a side length of 
10 cm. In the following only the middle 5 cm of each edge were 
considered as the process parameters are constant only there.  

2.2. Roughness measurement 

The roughness was determined with an optical measurement 
system (3D profilometer VR-3200, Keyence Corporation) 
using light section. Light section is based on triangulation [7]. 
A thin line is projected onto the object to be measured and the 
projection is observed by a camera. Displacements of the line 
can be converted into 3D point clouds. The accuracy of the 
height measurement is ±3 µm. 
The mean height of the profile Rz (here: roughness) indicates 
the absolute vertical distance between the highest profile peak 
and the deepest profile valley along the sampling length. Due 
to the dependency on the extreme values of the profile Rz is 
strongly influenced by local outliers. 
The roughness values were calculated as follows: the 5 cm of 
the edge were divided into five areas of 10 mm length. In each 
area nine measurement lines were placed at different depths of 
the sheet with 0.3 mm spacing. This is shown in Fig. 1. 
The lines are named after their distance (in mm) from the upper 
edge. For each of the measurement lines, the roughness was 
determined following the ISO standard [4] (with one minor 
change: we applied a fixed cut-off wavelength of 2.5 mm). 

Fig. 1. RGB image of 10 mm (one area) of a laser cut edge with roughness 
measurement lines at different depths of the sheet. 

Fig. 2. Distribution of the roughness values for the lines 0.3, 1.5 and 2.7. The 
x-axis was limited to 50 μm. Less than 2 % of the edges have higher 

roughness values. 

The Rz values of the five areas were then averaged. This 
resulted in nine regression targets (labels) for each edge: one 
value for line 0.3, one value for line 0.6, etc. 

In Fig. 2 the roughness histograms of line 0.3, 1.5 and 2.7 
are shown. The corresponding expected values are 15.8, 17.0 
and 22.6 μm and the standard deviations are 10.4, 9.1 and 
7.3 μm respectively. 

According to the ISO standard [4] roughness and 
perpendicularity tolerance define the quality of a laser cut edge. 
The perpendicularity could probably be estimated analogously 
to the presented approach, though images taken from a different 
perspective would be needed. 

2.3. RGB images of the cut edges 

The measurement device was also used to take the RGB 
images. It is equipped with a double telecentric lens, a 
monochromatic CMOS Sensor and red, green and blue LEDs. 
The raw images have a size of about 3400 x 530 pixels and a 
resolution of 15 µm x 15 µm per pixel. 

3. Model and methods 

3.1. Convolutional neural networks 

Convolutional neural networks (CNNs) are artificial neural 
networks that are mainly used in the field of computer vision. 
They are designed to extract local (image) features invariant to 
their location by using shared parameters and local receptive 
fields. Shared parameters lead to a reduced total number of 
parameters, which allows to increase the number of layers 
compared to a neural network with full connectivity [8]. 

The core building block of a CNN is the convolutional layer. 
Each of these layers applies K ∈ ℕ different filter kernels 
resulting in K feature maps. Most modern CNNs (e.g. ResNet 
[9]) reduce the spatial size of the layers and increase the depth 
dimension (number of kernels) of the feature maps. 

The architecture of the CNN used in this paper is shown in 
Fig. 3 and explained in more detail in Table 1. It was inspired 
by the VGG16 network [10], but with only 1,974,441 trainable 
parameters it is significantly smaller. 
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Fig. 3. CNN architecture: one input layer and four blocks (B 1, B 2, B 3 and 
B 4) each containing three convolutional layers. Input: square image of the 

cut edge. Output: nine Rz values, one for each measurement line. 

The CNN consists of 13 convolutional layers, which are 
organized in blocks. The input block contains one 
convolutional layer, the subsequent four blocks contain three 
convolutional layers each, where the last layer of the block 
serves as spatial downsampling operation (convolution with 
stride 2, [11]). The number of filters increases from 32 to 256 
while the dimension decreases from 112 x 112 to 7 x 7 pixels. 
Each convolutional layer uses a kernel size of 3 x 3 pixels 
(except for the input block which applies 7 x 7 kernels). After 
each convolutional layer batch normalization is performed [12] 
and the ReLu activation function [13] is applied. To connect 
the last block with the nine regression targets, we use global 
average pooling (GAP) [14] in combination with one dense 
layer. 

Table 1. CNN architecture: The model consists of an input block and four 
subsequent blocks each containing three convolutional layers; the regression 
targets are connected with global average pooling and one dense layer. 

layer number of kernels output spatial resolution 

input block, conv 1 32 112 x 112 

block 1, conv 1 32 112 x 112 

block 1, conv 2 32 112 x 112 

block 1, conv 3 32 56 x 56 

block 2, conv 1 64 56 x 56 

block 2, conv 2 64 56 x 56 

block 2, conv 3 64 28 x 28 

block 3, conv 1 128 28 x 28 

block 3, conv 2 128 28 x 28 

block 3, conv 3 128 14 x 14 

block 4, conv 1 256 14 x 14 

block 4, conv 2 256 14 x 14 

block 4, conv 3 256 7 x 7 

GAP - 256 x 1 

dropout - 256 x 1 

dense - 9 x 1 

3.2. Image preprocessing 

The preprocessing of the raw images is displayed in Fig. 4. 
Since they contain a lot of black background, they were first 
cropped. This resulted in an image of approximately 215 pixels 
height (~3 mm) and 3,400 pixels length (~50 mm), which was 

then cut into 15 square images. Each of them was slightly 
rescaled to 224 x 224 pixels. The 15 images of one edge were 
labeled with the same roughness values. 

Fig. 4. The raw image was cropped and cut into 15 square images. 

3.3. Train, validation and test split 

The database consists of 834 samples, which correspond to 
3,336 edges and 50,040 images. It was split into three parts: 
training set (72 %), validation set (13 %) and test set (15 %). 
The training set was used to learn the model parameters, the 
validation set was necessary for the hyperparameter 
optimization and with the test set the performance of the model 
is evaluated on unseen data. 

When splitting the data, it must be guaranteed that a 
particular parameter combination (all images of one sample) is 
only contained in one of the three sets instead of splitting the 
images randomly. Otherwise we might overestimate the 
performance of the CNN: instead of generalizing well, it might 
only memorize the images. 

3.4. Training 

Since pre-trained architectures (e.g. ResNet [9] and VGG16 
[10], pretrained on the ImageNet database) did not extract 
relevant features, we trained the CNN from scratch. The 
weights of the network were initialized with the Xavier uniform 
initializer [15] and updated with the Adam algorithm (β1=0.9, 
β2=0.999) [16]. The learning rate was set to 0.001. The batch 
size was 60. 

To prevent overfitting during training we used 50 % 
dropout, data augmentation (vertically and horizontally 
flipping and rotating the images) and validation-based early 
stopping: when the validation loss does not improve for 20 
epochs the training is aborted. 

3.5. Evaluation 

The mean absolute error (MAE) was used as loss function 
during training and to evaluate the quality of the regression on 
the test set. It was calculated for each of the nine targets 
separately: 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 =  
1
𝑁𝑁𝑁𝑁
��𝑌𝑌𝑌𝑌�𝑖𝑖𝑖𝑖 − 𝑌𝑌𝑌𝑌𝑖𝑖𝑖𝑖�
𝑁𝑁𝑁𝑁

𝑖𝑖𝑖𝑖=1

 

 
with 𝑁𝑁𝑁𝑁: number of test images, 𝑌𝑌𝑌𝑌�𝑖𝑖𝑖𝑖: predicted value, 𝑌𝑌𝑌𝑌𝑖𝑖𝑖𝑖: true 

value (label) for the image 𝑖𝑖𝑖𝑖. 
In order to obtain a more stable statement about the model 

performance, the data was divided into training, validation and 
test set three times with a random permutation cross-validator 
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(in compliance with the boundary conditions described in 3.3). 
These splits are referred to as run 1, 2 and 3. 

To the best of our knowledge there is no analytical method 
(for the calculation of Rz based on RGB images) to which the 
CNN could be compared. 

3.5.1. Python libraries and hardware 
 
The CNN was implemented in Python using the libraries 

TensorFlow 1.13.1 [17] and Keras 2.2.4 [18]. It was trained on 
the GPU GeForce RTX 2080 Ti graphical processing unit 
(NVIDIA corporation). The training time was below eight 
hours and is not considered further. 

4. Results and discussion 

In Table 2 the MAEs for the different measurement lines are 
shown. They range between 2.7 µm and 5.7 µm. For the same 
line they vary by up to 1.4 µm for different runs. The fact that 
the performance depends on the partitioning of the data is 
probably caused by the small database. The MAEs vary for 
different measurement lines. The prediction is generally better 
for lines in the lower region of the cut edge. The MAEs of line 
0.3 are by far the worst for all three runs. 

Table 2. Mean absolute errors (rounded) of the nine regression targets (line 
0.3 to line 2.7) on the respective test set for three random splits of the data. 

line  0.3 0.6 0.9 1.2 1.5 

MAE in 
µm 

run 1 5.7 3.7 3.8 2.9 2.9 

run 2 4.5 4.2 4.3 4.0 3.2 

run 3 4.3 3.6 4.2 3.5 3.4 

Ø 4.8 3.9 4.1 3.4 3.2 

line  1.8 2.1 2.4 2.7 Ø 

MAE in 
µm 

run 1 3.4 3.0 2.9 2.9 3.5 

run 2 2.7 2.8 2.8 3.4 3.5 

run 3 3.5 3.4 3.6 3.6 3.7 

Ø 3.2 3.1 3.1 3.3 3.6 

 
In Fig. 5 the roughness values predicted by the CNN on the 

test set of run 1 are compared with the labels (measurement 
results) for the lines 0.3, 1.5 and 2.7. Prediction and label are 
mostly similar at the middle and bottom line. The model is 
slightly biased: for low roughness values the predicted value is 
generally a little too high, for high roughness values it is too 
low. This is probably caused by the distribution of the data (see 
Fig. 2).  

Line 0.3 stands out negatively again in Fig. 5. For some 
samples the prediction of the CNN seems to be completely 
wrong. It estimates roughness values of less than 25 µm for 
samples with labels of more than 50 µm. In truth, the higher 
MAEs in Table 2 and the huge differences between prediction 
and label are due to the quality of the data. In rare cases, the 
optical measurement device cannot cope with the high 
reflectivity of the stainless steel surfaces. This results in faulty 
surface topography measurements with outliers (deep holes) 
and causes very large roughness values. The uppermost part of 

the cut edge (line 0.3 to 0.9) is most affected because the 
reflectivity is particularly high there.  

Fig. 5. Comparison of predicted value and label for the lines 0.3, 1.5 and 2.7, 
exemplarily for run 1. 

Fig. 6. RGB image and height topography of two measurements of edge 
0700-4, a: with measurement errors (deep holes) caused by reflections, b: 

without errors. 

For example, edge 0700-4 (see Fig. 5, rightmost red dot) is 
labelled with a value of 97 µm. The high Rz value is mainly 
caused by small, but very deep holes (see Fig. 6, a). The 
repetition of the measurement with a slightly deviating 
positioning of the edge in the sample holder, produces a surface 
topography without any holes (see Fig. 6, b). In this case Rz is 
12 µm instead of 97 µm. The CNN estimates a value of 13 µm. 
It follows that the label is wrong. The CNN estimates the 
roughness better than the measurement system. The same 
applies to the other outliers in Fig. 5. 

The neural network correctly maps the relationship between 
RGB image and roughness. Prediction and label only differ 
greatly, if the label is wrong. Although the outliers only affect 
few edges, they are not negligible due to their magnitude. They 
do not only increase the test error, but also the training error 
and influence the training process negatively. As the loss is 
averaged over the nine regression targets during training, the 
outliers affect the quality of the overall regression. A reliable 
detection and elimination of the outliers would surely improve 
the model, but not all outliers are as easy to detect as the one in 
the example above and repeating the measurement of each edge 
several times is too time-consuming. 

5. Conclusion and outlook 

We have shown that it is possible to estimate the roughness 
Rz of a laser cut edge with a CNN based on an RGB image. The 
roughness at different depths of the sheet could be determined 
with a mean error between 4.8 (for line 0.3) and 3.2 µm (for 
line 1.5). Consequently, a 3D measurement device is only 

99 µm 
-70 µm 

a 
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needed to generate training data for the model and obsolete in 
practice. Systems that automatically sort laser cut parts could 
for example be supplemented with cameras that take images of 
the cut edges or separate photo stations could be used by the 
machine operators when necessary. 

The CNN performs only apparently worse for the uppermost 
measurement line. In truth, some labels are wrong due to 
measurement errors and in these cases the prediction of the 
CNN is better than the actual measurement. By comparing the 
errors of the different runs, it becomes clear that improvements 
could be made, if more or better data was available. Then the 
performance would be less dependent on the split of the data 
and the outliers would have less impact on the overall 
performance. The data quality could be improved by using a 
mechanical instead of an optical measuring method (e.g. stylus 
tip measuring device). However, this would make data 
collection even more time consuming. 

Further interesting steps include the application of the 
network to other sheet thicknesses and materials. In addition, it 
would be desirable to estimate the roughness based on RGB 
images with a poorer resolution that are taken by simpler 
cameras without double telecentric lenses.  
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(in compliance with the boundary conditions described in 3.3). 
These splits are referred to as run 1, 2 and 3. 

To the best of our knowledge there is no analytical method 
(for the calculation of Rz based on RGB images) to which the 
CNN could be compared. 

3.5.1. Python libraries and hardware 
 
The CNN was implemented in Python using the libraries 

TensorFlow 1.13.1 [17] and Keras 2.2.4 [18]. It was trained on 
the GPU GeForce RTX 2080 Ti graphical processing unit 
(NVIDIA corporation). The training time was below eight 
hours and is not considered further. 

4. Results and discussion 

In Table 2 the MAEs for the different measurement lines are 
shown. They range between 2.7 µm and 5.7 µm. For the same 
line they vary by up to 1.4 µm for different runs. The fact that 
the performance depends on the partitioning of the data is 
probably caused by the small database. The MAEs vary for 
different measurement lines. The prediction is generally better 
for lines in the lower region of the cut edge. The MAEs of line 
0.3 are by far the worst for all three runs. 

Table 2. Mean absolute errors (rounded) of the nine regression targets (line 
0.3 to line 2.7) on the respective test set for three random splits of the data. 

line  0.3 0.6 0.9 1.2 1.5 

MAE in 
µm 

run 1 5.7 3.7 3.8 2.9 2.9 

run 2 4.5 4.2 4.3 4.0 3.2 

run 3 4.3 3.6 4.2 3.5 3.4 

Ø 4.8 3.9 4.1 3.4 3.2 

line  1.8 2.1 2.4 2.7 Ø 

MAE in 
µm 

run 1 3.4 3.0 2.9 2.9 3.5 

run 2 2.7 2.8 2.8 3.4 3.5 

run 3 3.5 3.4 3.6 3.6 3.7 

Ø 3.2 3.1 3.1 3.3 3.6 

 
In Fig. 5 the roughness values predicted by the CNN on the 

test set of run 1 are compared with the labels (measurement 
results) for the lines 0.3, 1.5 and 2.7. Prediction and label are 
mostly similar at the middle and bottom line. The model is 
slightly biased: for low roughness values the predicted value is 
generally a little too high, for high roughness values it is too 
low. This is probably caused by the distribution of the data (see 
Fig. 2).  

Line 0.3 stands out negatively again in Fig. 5. For some 
samples the prediction of the CNN seems to be completely 
wrong. It estimates roughness values of less than 25 µm for 
samples with labels of more than 50 µm. In truth, the higher 
MAEs in Table 2 and the huge differences between prediction 
and label are due to the quality of the data. In rare cases, the 
optical measurement device cannot cope with the high 
reflectivity of the stainless steel surfaces. This results in faulty 
surface topography measurements with outliers (deep holes) 
and causes very large roughness values. The uppermost part of 

the cut edge (line 0.3 to 0.9) is most affected because the 
reflectivity is particularly high there.  

Fig. 5. Comparison of predicted value and label for the lines 0.3, 1.5 and 2.7, 
exemplarily for run 1. 

Fig. 6. RGB image and height topography of two measurements of edge 
0700-4, a: with measurement errors (deep holes) caused by reflections, b: 

without errors. 

For example, edge 0700-4 (see Fig. 5, rightmost red dot) is 
labelled with a value of 97 µm. The high Rz value is mainly 
caused by small, but very deep holes (see Fig. 6, a). The 
repetition of the measurement with a slightly deviating 
positioning of the edge in the sample holder, produces a surface 
topography without any holes (see Fig. 6, b). In this case Rz is 
12 µm instead of 97 µm. The CNN estimates a value of 13 µm. 
It follows that the label is wrong. The CNN estimates the 
roughness better than the measurement system. The same 
applies to the other outliers in Fig. 5. 

The neural network correctly maps the relationship between 
RGB image and roughness. Prediction and label only differ 
greatly, if the label is wrong. Although the outliers only affect 
few edges, they are not negligible due to their magnitude. They 
do not only increase the test error, but also the training error 
and influence the training process negatively. As the loss is 
averaged over the nine regression targets during training, the 
outliers affect the quality of the overall regression. A reliable 
detection and elimination of the outliers would surely improve 
the model, but not all outliers are as easy to detect as the one in 
the example above and repeating the measurement of each edge 
several times is too time-consuming. 

5. Conclusion and outlook 

We have shown that it is possible to estimate the roughness 
Rz of a laser cut edge with a CNN based on an RGB image. The 
roughness at different depths of the sheet could be determined 
with a mean error between 4.8 (for line 0.3) and 3.2 µm (for 
line 1.5). Consequently, a 3D measurement device is only 
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needed to generate training data for the model and obsolete in 
practice. Systems that automatically sort laser cut parts could 
for example be supplemented with cameras that take images of 
the cut edges or separate photo stations could be used by the 
machine operators when necessary. 

The CNN performs only apparently worse for the uppermost 
measurement line. In truth, some labels are wrong due to 
measurement errors and in these cases the prediction of the 
CNN is better than the actual measurement. By comparing the 
errors of the different runs, it becomes clear that improvements 
could be made, if more or better data was available. Then the 
performance would be less dependent on the split of the data 
and the outliers would have less impact on the overall 
performance. The data quality could be improved by using a 
mechanical instead of an optical measuring method (e.g. stylus 
tip measuring device). However, this would make data 
collection even more time consuming. 

Further interesting steps include the application of the 
network to other sheet thicknesses and materials. In addition, it 
would be desirable to estimate the roughness based on RGB 
images with a poorer resolution that are taken by simpler 
cameras without double telecentric lenses.  
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 

Keywords: Assembly; Design method; Family identification

1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 
Micro-grooves have various applications in different industries. Circular laser grooving is a new method for manufacturing micro-grooves on the 
circumference of cylindrical parts. In this process, the selection of appropriate parameters to reach experimentally the desired groove aspect ratio 
along with minimum dross formation requires tremendous efforts. Here, the role of a decision-making technique, similarly machine learning is 
highlighted to evaluate the significance of process inputs and provide the appropriate model for prediction concerning the input parameters. The 
experiments were conducted with the various inputs such as workpiece rotational speed, laser beam position, duty cycle, power and frequency. 
The outputs are the groove geometry in terms of width and depth of the circular groove as well as the groove quality considering the dross 
formation. Then, Random Forest (RF) technique was utilized to derive the most influential inputs on the outputs. The RF analysis revealed that 
the rotational speed, laser position and duty cycle are the most decisive process parameters in the groove geometry and groove quality. Also, the 
enhancement of the assist gas pressure does not improve the process outputs according to the results of RF analysis. 
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1. Introduction 

With the advancement of micro-technology in different 
industries, the need to create features with micro-geometries 
rises. One example is micro-grooves with a high dimensional 
aspect ratio used in hydraulic applications where sudden loads 
should be damped gently via leading the lubricant through these 
grooves [1]. There, for optimal performance, it is desirable to 
access maximum groove depth and minimum width. In such 
cases, traditional methods like turning and milling are 
inefficient. Generally, in conventional turning, the minimum 
grooves width is approximately limited to 0.5 mm. When the 
conventional turning is combined with ultrasound technique 
[2], it is able to produce micro-grooves but the achieved depth 
is not deep enough and the process is  hard to implement. Other 

non-conventional methods like laminated disk EDM [3] are 
mostly sequential, time-consuming and limited to specific 
dimensions. 

The laser beam as a potent alternative in combination with a 
multi-axis workpiece positioning system [4], which 
synchronizes the workpiece and laser beam, allows creating 
high-aspect ratio grooves. Depending on beam specifications 
such as power, frequency, etc, it is possible to obtain higher 
depth and smaller kerf widths in laser machining compared to 
mechanical techniques. 

Despite all the laser machining capabilities, the choice of 
appropriate laser parameters is a challenging task as the 
interaction of the process inputs and their influence on the 
output results are not fully understood [5]. As such, the role of 
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Abstract 
Micro-grooves have various applications in different industries. Circular laser grooving is a new method for manufacturing micro-grooves on the 
circumference of cylindrical parts. In this process, the selection of appropriate parameters to reach experimentally the desired groove aspect ratio 
along with minimum dross formation requires tremendous efforts. Here, the role of a decision-making technique, similarly machine learning is 
highlighted to evaluate the significance of process inputs and provide the appropriate model for prediction concerning the input parameters. The 
experiments were conducted with the various inputs such as workpiece rotational speed, laser beam position, duty cycle, power and frequency. 
The outputs are the groove geometry in terms of width and depth of the circular groove as well as the groove quality considering the dross 
formation. Then, Random Forest (RF) technique was utilized to derive the most influential inputs on the outputs. The RF analysis revealed that 
the rotational speed, laser position and duty cycle are the most decisive process parameters in the groove geometry and groove quality. Also, the 
enhancement of the assist gas pressure does not improve the process outputs according to the results of RF analysis. 
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1. Introduction 

With the advancement of micro-technology in different 
industries, the need to create features with micro-geometries 
rises. One example is micro-grooves with a high dimensional 
aspect ratio used in hydraulic applications where sudden loads 
should be damped gently via leading the lubricant through these 
grooves [1]. There, for optimal performance, it is desirable to 
access maximum groove depth and minimum width. In such 
cases, traditional methods like turning and milling are 
inefficient. Generally, in conventional turning, the minimum 
grooves width is approximately limited to 0.5 mm. When the 
conventional turning is combined with ultrasound technique 
[2], it is able to produce micro-grooves but the achieved depth 
is not deep enough and the process is  hard to implement. Other 

non-conventional methods like laminated disk EDM [3] are 
mostly sequential, time-consuming and limited to specific 
dimensions. 

The laser beam as a potent alternative in combination with a 
multi-axis workpiece positioning system [4], which 
synchronizes the workpiece and laser beam, allows creating 
high-aspect ratio grooves. Depending on beam specifications 
such as power, frequency, etc, it is possible to obtain higher 
depth and smaller kerf widths in laser machining compared to 
mechanical techniques. 

Despite all the laser machining capabilities, the choice of 
appropriate laser parameters is a challenging task as the 
interaction of the process inputs and their influence on the 
output results are not fully understood [5]. As such, the role of 
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decision-making techniques, like machine learning is 
highlighted to make a reliable prediction. Among different 
methods of machine learning, such as logistic regression, 
Support Vector Machine (SVM), and decision tree, the latter is 
easy to use in practice and can graphically be interpretable [6]. 
The decision tree includes several nodes, edges and leaves 
which predicts the output in a top-down manner. The 
classification tree starts at the root node. At each node, the 
training data set is divided into the subsets. The edge starting 
from each node is linked to the child node or a leaf node. Each 
leaf indicates a class label. Tercan et al. [7] applied the decision 
tree method for improvement of laser cutting process. Beam 
quality, astigmatism, focal position, beam radius in x and y 
directions were considered as input parameters, while eight 
different surface roughness values were considered as output 
parameters. Through clustering of 22468 datasets, one class 
label (good and bad) is determined. Several experiments with 
different tree sizes were carried out. They found that the change 
in the number of nodes has no effect on the model accuracy. 
With respect to the decision tree, it was also concluded that the 
astigmatism and beam radius in y direction had the most and 
least effects on the roughness parameters. 

Despite the advantages of the decision tree, this method has 
a risk of overfitting [6]. Also, it demonstrates poor accuracy in 
the case of large datasets or datasets with complex variable 
interactions. Alternatively, Breiman [8] introduced the Random 
Forest (RF) method which is currently one of the popular 
machine learning techniques. In RF, a group of trees is used for 
data classification. Each tree is constructed using a random 
selection of training datasets and a random subsets of predictor 
variables. For each observation, the results of all trees are 
collected to give a prediction based on the majority vote. Thus, 
RF provides high accuracy compared to the single decision tree 
while maintaining the properties of the decision tree. 

In the current study, it is aimed to predict the outputs of the 
circular laser grooving process using the RF approach. As input 
parameters, X and Y position of the laser with respect to the 
workpiece center, rotational speed of the workpiece, laser 
power, laser frequency, gas pressure and duty cycle are 
considered. The output parameters are: (1) the groove depth, (2) 
groove width as well as (3) the state of the laser cut in terms of 
presence or absence of formed dross at the groove edge. 

2. Experimental details 

The experiments were conducted by a fiber laser system 
(Fanuc FF3000i-A), which is integrated into a CNC swiss type 
turning machine (Maier MK36LASER) [4]. Figure 1 illustrates 
the location of the laser head positioned above the workpiece 
surface which should be necessarily off-centered in different 
values of X and Y directions. During the laser radiation on the 
rotating workpiece, a coaxial pressurized assist gas (N2) blows 
through the nozzle. This pressure helps to expel the melts from 
the groove and produce a circular groove that is free of melt. 

Table 1 provides the experimental results for different 
combinations of input parameters. The X and Y position of the 
laser beam with respect to the workpiece center, rotational 
speed of the workpiece, laser power, laser frequency, gas 
pressure and duty cycle are the input parameters. The width and 
depth of the grooves are the process outputs. All the 

experimental tests were conducted on a steel bar (DIN 1.7139) 
with a diameter of 12 mm and repeated two times. The nominal 
beam spot size and the nozzle diameter were respectively 140 
µm and 2 mm. 

Figure 2 shows an example of the groove geometry 
generated by laser processing. Here, the quality of the outer 
surface is assessed concerning the presence of dross. In laser 
cutting, the dross formation as an incomplete melt expulsion 
from the kerf [5] clinging on the backside surface is considered 
as an undesirable phenomenon. In the circular laser  

grooving unlike the conventional laser cutting, due to the 
dynamic force exerted by the gas jet on the cutting front (Fig. 
3), the dross forms on the top surface because the cutting does 

not happen through the whole thickness and the melt tends to 
flow at the groove edges. 

For each experiment, the dross formation was visually 
evaluated which is considered as either acceptable (in table 1 
with the notation of ‘G’) or unacceptable amount (in table 1 
with the notation of ‘B’). Also, the groove geometries (width 

 
Fig. 1. Experimental setup of circular laser grooving. 

 
Fig. 2. Illustration of a laser groove- top view. 

 
Fig. 3. Scheme of the assist gas acting on the molten pool during circular 

laser grooving 
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and depth) were measured from the captured images for each 
experiment.  

3. Methodology  

In this study, the Random Forest (RF) classification method 
is used for the prediction of the groove geometry and groove 
quality (dross formation) as two outputs. Prior to training the 
RF model, the outputs need to have labels. Section 3.1 is 
allocated to clustering and labeling of dataset concerning 
groove geometry and dross formation. Afterwards, the training 

of the RF model is explained in section 3.2. 

3.1. Clustering 

As mentioned in Section 2, the dross formation was 
considered as a parameter for the evaluation of the groove 
quality. In this regard, two labels ‘G’ and ‘B’ were defined to 
indicate respectively acceptable and unacceptable amount of 
dross formation. The geometries of the grooves were 
characterized by their width and depth. 

For labelling the geometries of the grooves, they should 
firstly be clustered based on their width and depth. Eventually, 
the geometries in the same cluster are more similar to each other 
regarding their width and depth than to those in other clusters. 
The scatter plot shown in figure 4 illustrates the width versus 
depth of each groove as listed in table1. To cluster the geometry 
of the grooves, a k-means approach [6] was applied. In this 
approach, the observations (here e.g. width and depth of the 
grooves) are divided into k-clusters in which each observation 
is considered as a subset of the cluster whose mean has 
minimum distance from that observation [6]. For the 
implementation of the k-means method in this study, the 
number of clusters, k, is set to 3. Further, one point from the 
observations is randomly selected as the primary mean of one 

cluster. For the reproducibility of clustering, it is highly 
necessary to select other points (as means of two other clusters) 
with the highest distance from each other. Then, the nearest 
points of the observations from each of these three means are 
found based on Euclidean distance. Further, the mean of each 
cluster is calculated based on its corresponding points. In the 
next step, the nearest points from each new cluster mean are 
again found to generate new clusters. This procedure is repeated 
until no change in cluster means is detected. Eventually, the 
points in each cluster are reported and labeled with the notation 
of ‘Ⅰ’, ‘Ⅱ’ or ‘Ⅲ’ as shown in Fig. 5-a. Accordingly, the 

clustering for the groove depth has been performed very well 
through the k-means method. By increasing the number of 
clusters, the observations were again distinctly clustered 
regarding the groove depth. Using the k-means approach, the 
clustering for the groove width (with three clusters) was not as 
satisfactory as that of the groove depth. In order to have better 
clustering, the observations were again clustered into four and 
five groups without using the k-means method and labelled as 
shown in the figures 5-b and 5-c. Considering the dross 
formation, figure 6 represents the clustered observations by red 
and blue colors. They refer to the unacceptable and acceptable 

Table 1. Experimental parameters and results 
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1 8 6 50000 500 1000 20 50 85 325 G 21 7.75 4.5 30000 500 1000 20 50 574 206 G 
2 8 7 50000 500 1000 20 50 74 261 G 22 7.75 4.5 20000 500 1000 20 50 706 214 G 
3 8 6.5 50000 500 1000 20 50 74 365 G 23 7.75 4.5 10000 500 1000 20 50 1093 231 B 
4 8 5.5 50000 500 1000 20 50 243 276 G 24 7.75 4.5 10000 500 1000 20 50 940 225 B 
5 8 5 50000 500 1000 20 50 339 223 B 25 7.75 4.5 15000 500 1000 20 50 750 220 B 
6 8 4.5 50000 500 1000 20 50 390 216 G 26 7.75 4.5 15000 500 1000 10 50 665 216 B 
7 7.75 4.5 50000 500 1000 20 50 400 194 G 27 7.75 4.5 15000 500 1000 5 50 801 226 G 
8 7.75 5 50000 500 1000 20 50 360 216 G 28 7.75 4.5 10000 500 1000 5 50 710 256 B 
9 7.75 5.5 50000 500 1000 20 50 233 267 B 29 7.75 4.5 12500 500 1000 5 50 915 243 B 

10 7.75 6 50000 500 1000 20 50 169 311 B 30 7.75 4.5 15000 500 2000 5 50 766 222 B 
11 7.75 7 50000 500 1000 20 50 77 250 G 31 7.75 4.5 15000 500 3000 5 50 804 225 G 
12 7.5 4.5 50000 500 1000 20 50 398 185 G 32 7.75 4.5 15000 500 4000 5 50 799 224 G 
13 7.5 5 50000 500 1000 20 50 362 208 G 33 7.75 4.5 15000 500 3500 5 50 797 220 G 
14 7.5 5.5 50000 500 1000 20 50 311 239 B 34 7.75 4.5 15000 500 3000 5 75 888 258 B 
15 7.5 6 50000 500 1000 20 50 154 308 B 35 7.75 4.5 15000 500 3000 5 25 376 197 G 
16 7.5 6.5 50000 500 1000 20 50 87 308 G 36 7.75 4.5 15000 500 3000 5 38 645 205 G 
17 7.5 7 50000 500 1000 20 50 10 322 G 37 7.75 4.5 15000 500 3000 5 63 820 248 B 
18 8 4 50000 500 1000 20 50 407 193 G 38 7.75 4.5 15000 700 3000 5 50 885 249 B 
19 8 3.5 50000 500 1000 20 50 387 183 B 39 7.75 4.5 15000 600 3000 5 50 848 247 B 
20 7.75 4.5 40000 500 1000 20 50 483 197 G 40 7.75 4.5 12500 500 3000 5 50 850 227 B 

 

 
Fig. 4. Groove width versus groove depth 
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amount of dross formation, respectively. In summary, two types 
of label for the outputs were provided through clustering. One 
label type (with the notation of ‘G’ and ‘B’) is associated with 
the dross formation, and another one (with the notation of 
Roman numerals) deals with the groove geometries. 

3.2. Classification 

In the RF classification method, the laser position, rotational 
speed, power, frequency, assist gas pressure and duty cycle are 
considered as input parameters. The outputs (groove geometry 
and dross formation) were summarized in two types of labels as 
derived in section 3.1. Therefore, RF model is individually 
trained for each label type. For the groove quality, the 
prediction means whether the amount of dross formation is 
acceptable (‘G’) or unacceptable (‘B’). Concerning the groove 
geometry, the predicted label associated with one cluster 
provides the range of width and depth. It means that the 
generated geometry with the given input parameters should be 
in this range. 
For training of the RF model, TreeBagger class in MATLAB 
software has been applied. The number of trees, minimum leaf 
size, maximum number of split and the number of randomly 
selected variables at each node (N.R.S.V) are important 

hyperparameters in the RF model. To find the optimum 
combination of hyperparameters, the grid search optimization 
algorithm [6] was implemented to evaluate the different 
combinations of hyperparameters. The range of 
hyperparameters is summarized in table 2. 
 
Table 2. Ranges of Hyperparameters 

Hyperparameters Range 
Number of tree 10-100 
Minimum leaf size 2-10 
Maximum number of split 1-39 
Number of randomly selected variables 
at each node (N.R.S.V) 

2-7 

 
To evaluate the developed RF model with each combination 

of hyperparameters, k-fold cross-validation with k=5 has been 
applied. In detail, the dataset is divided into five groups. Four 
groups are used to train the RF model and the remaining one is 
for testing. To evaluate the model performance, a new 
combination of laser input parameters is imported into the 
trained RF model in order to predict a label that would be ‘G’ 
or ‘B’ for the dross formation and Roman numerals for the 
groove geometry. If the predicted label is matched with that in 
the dataset, the correct prediction is made by the trained model. 
The total number of datasets in this study is 40. Therefore, 32 
data points are used for training and 8 points for testing the 
model. This procedure is repeated five times (corresponding to 
k=5) by resampling the testing group and the rest is used to train 
the RF model. Eventually, the average calculation of accuracy 
obtained from different test groups is considered as the 
prediction accuracy of the RF model with the given 
combination of hyperparameters. Then, the optimization loop 
starts again with another combination of hyperparameters and 
finally, optimum hyperparameters are found through 
comparing the prediction accuracy of the RF model. If the same 
accuracy is obtained from two different combinations of 
hyperparameters, the one is selected as an optimum value with 
less forest size and tree depth that results in a RF model with 
less computation time. 

4. Results and discussion 
4.1. Hyperparameters of RF model 

To study the effect of the number of clusters on accuracy in 
prediction of the groove geometry, the RF model is individually 
trained for the scatter plot shown already in figure 5. According 
to table 3, it can be concluded that the accuracy of RF model is 
influenced by the number of clusters. The increase in number 
of clusters from 3 to 5 led to the reduction of model accuracy 
from 95% to 80%. Although the model accuracy in the case of 
3 clusters (Fig. 5a) is higher than other cases, the five clusters 
(Fig. 5c) is able to predict the groove width in narrower ranges. 
By increasing the number of the clusters, the number of data 
points in some clusters is considerably lower than others. This 
has led to a reduction of prediction accuracy. 

 
 
 
 
 
 
 

 

 
Fig. 5. Clustering of data with respect to the groove geometries. a) three 

clusters, b) four clusters, c) five clusters 
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Table 3. Prediction accuracy for clustered data shown in Fig. 5 and their 
corresponding optimum hyperparameters   
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Regarding the dross formation, the model prediction 

accuracy is 80%. In this case, the optimum hyperparameters are 
30 for the number of trees, 3 for the N.R.S.V, 13 for the 
maximum number of split and 1 for the minimum leaf size. 

As explained before, the series of optimum combination of 
hyperparameters resulting in the maximum accuracy can be 
obtained after optimization. For each hyperparameter, the 
collected data have been normalized and then, the variance was 
calculated which can be used as a factor for evaluation of the 
model sensitivity for a given hyperparameter. The higher 
variance of one hyperparameter compared to others indicates 
that the wider range of this hyperparameter results in the 
maximum accuracy and the model has minimum sensitivity to 
this hyperparameter in the given range. In contrast, in the case 
of the lowest variance, the model has the maximum sensitivity 
to the corresponding hyperparameter. The zero variance 
indicates that for this hyperparameter, only one value resulted 
in the maximum accuracy. As a result, the model is 
considerably sensitive to that hyperparameter. Figure 7-a 
illustrates the model sensitivity for the groove geometry with 5 
clusters. Accordingly, the RF model has the maximum 
sensitivity to the minimum leaf size. Afterwards, the model is 
in particular order sensitive to the N.R.S.V, maximum number 
of split and number of trees. As shown in figure 7-b, for the RF 
model trained for the dross formation, the sensitivity of the 
model is considerable for the N.R.S.V and minimum leaf size. 
Following, the number of trees and the maximum number of 
splits come in sequence. 

 

4.2. Laser input parameters importance 

In this section, the importance of the laser input parameters 

in the circular laser grooving process is studied. As discussed, 
seven input parameters were used for training the RF model. 
For evaluating their importance, the Out-Of-Bag (OOB) 
Predictor Importance method in the library of TreeBagger class 
was called. In this regard, the prediction accuracy of the trained 
model for each tree was calculated using the OOB data. The 
OOB data for each tree are those which were not engaged for 
the training of that tree. Further, i-th input of OOB data is 
permuted while other inputs remain the same because the 
importance of i-th input will be evaluated. This contributes to 
the destruction of association between permuted i-th input and 
the output. Finally, the accuracy of the model is calculated with 
respect to the permuted OOB data. Since the RF model used 
permuted i-th input for prediction, the reduction in the 
prediction accuracy is expected. The difference between the 
accuracy of the model using OOB data and the permuted OOB 
data was calculated for each tree and averaged over all trees. As 
expected, the obtained average value would be positive which 
confirms the role of the i-th input in the classification. The zero 
or negative values indicate that the permutation of the i-th input 
had respectively no influence on the classification or worked 
better. For both cases, it can be concluded that the i-th input is 
not predictive enough and has no significance. Figure 8 shows 
the normalized input importance of the RF model for the dross 
formation and the groove geometry (with five clusters). For the 
groove geometry, the rotational speed of the workpiece is the 
most influential input that is followed by Y position of the laser 
and duty cycle. The laser power and gas pressure have the least 
effect. Moreover, the X position of the laser and laser frequency 
have no influence on the groove geometry. Regarding the dross 
formation, the rotational speed of the workpiece is still the most 
effective input. Duty cycle, frequency and Y position of the 
laser stand in the next levels of importance. The laser power has 
the least influence. Additionally, the X position of the laser and 
the gas pressure are considered as the neutral inputs. The 
insignificancy of the assist gas pressure in the RF model 
complies with the experimental results in table 1, where 
increasing the assist gas pressure from 5 bar to 20 bar does not 
effectively increase the groove depth. 

The idea behind the shifting the laser beam position in the X 
and Y directions is to dislocate the melting pool to a place 
where the produced melt is practically being able to be blown 
out from the bottom of the groove by the pressurized gas. As 
the workpiece has a circular cross-section, this inevitable off-

 
Fig. 7. Model sensitivity for hyperparameters: a) groove geometry with 5 
clusters, b) dross formation with 2 clusters  

 
Fig. 8. Input importance for the groove geometries and dross formation 

 

 
Fig. 6. Data clustering for the groove quality considering acceptable and 

unacceptable amount of dross formation 
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center positioning should dependently be adjusted in both x and 
y directions to keep the maximum irradiation intensity on the 
laser spot. 

When the assist gas is flowing into the kerf, the momentum 
necessary for melt expulsion, which is exerted from the gas, is 
transferred through a boundary layer (depicted in Fig. 3). To 
maximize this transference to the molten material, which is 
practically equal to more effective melt expulsion, the boundary 
layer must be maintained into the laminar regime which literally 
means much lower Reynolds numbers (Reg) than the critical 
value (3.2 × 105) [9,10]. When Reg > Regcritical the flow turns 
from laminar to turbulent. This condition happens when a very 
high-pressure gas enters into the cutting kerf and as a 
consequence; the melt expulsion continuous in a turbulent 
manner compared to the case where low pressure is applied to 
the melt. This consequence was already observed in the current 
experiments when the gas pressure increased from 5 to 20 bar 
which practically led to no growing increase in the groove 
depths. The results of the RF model confirm the insignificancy 
of the pressure increase. During the initial parameter screening 
whose results are not provided here, the influence of the gas 
pressure in the range of 0 to 5 bar was approved. 

Shifting the laser beam down in x-direction can change the 
melting pool dimension by varying the spot size and power 
density [11] in such a way, a decrease in the melting pool depth 
and an increase in the width is expected which are not desirable 
in this process. The reducing effect of the x-shifting was 
previously seen in the experimental results (Exp. no. 6 & 7 in 
table 1). Due to the high volume of melt produced in this 
process at the kerf bottom (molten front II in Fig. 3), other 
reasons may contribute to the depth reduction as well. As 
discussed before, one reason can be originated from the assist 
gas pressure which is not productive enough in the range of 5 
to 20 bar to expel the melt out of the groove properly, causing 
the ineffectiveness of the x-shifting. The other reason arises 
from the kinematics of the circular laser grooving process. In 
this process, the workpiece rotates during the laser irradiance 
so that the melt intends to rotate at the groove bottom as well. 
This rotation especially in high speeds imposes a temperature 
gradient to melt which results in a temporally repeatable 
melting and solidification cycle, which eventually results in less 
material removal. This behaviour of melt can be seen at the 
bottom of the groove as a frequent serrated surface (Fig. 2). In 
compliance with the RF results, the experimental results 
confirm the ineffectiveness of the beam shifting in the x-
direction. 

Even though the laser power considerably affects the laser 
process performance, the RF Model here has considered it as a 
neglectable variable. Since almost in all the experiments (table 
1), the laser power was set to 500W and only in two tests, it was 
changed to 600W and 700W, the corresponding variance is 
substantially small. Consequently, it affects the determination 
of input importance so that the RF model has not taken into 
account the laser power. 

The duty cycle defines the on/off ratio of the laser power. A 
higher value of the duty gives more output energy to the surface 
[5] which here correspondingly, it is led to larger groove depth 
and width (Exp. no. 34-37 in table 1). Concurrently, increasing 
the duty results in much melt and consequently much dross. 

This is noted in table 1 with the notation of ‘B’ for the relevant 
tests. These experimental results support the findings of the RF 
model about the duty cycle. 

Increasing frequency corresponds to a higher number of 
pulses and peak irradiance to the molten material which causes 
an overheat of the melt [5]. The enhance of the temperature 
provides a considerable reduction of the viscosity and surface 
tension of melt [12]. In this situation, applying the pressurized 
gas expulses the melt out of the groove more undisturbed and 
practically results in less dross. The experimental results (i.e., 
tests 30 & 31), as well as the RF model results (Fig. 8), confirm 
the effect of the frequency increment on the dross formation. 

5. Conclusion 

Due to the complexities in the parameter selection for the 
circular laser grooving process, the Random Forest method 
(RF), as one of the machine learning techniques, has been 
applied in this study to evaluate the significance of input 
parameters and predict the outputs. The X and Y position of the 
laser, power, frequency, duty cycle, assist gas pressure and 
workpiece rotational speed were selected as input parameters. 
The process outputs are groove geometry and groove quality 
(dross formation). For the groove geometries, the prediction 
accuracies of 95%, 87.5% and 80% by the RF models were 
obtained for datasets with three, four, and five clusters, 
respectively. Regarding the dross formation, the prediction 
accuracy of 80% was achieved with two clusters. Based on the 
given dataset, the Y-position of the laser and workpiece 
rotational speed have the maximum influence on the geometries 
of the groove. Also, the duty cycle is the next influential 
parameter. The rotational speed and duty cycle are the most 
effective parameters in the dross formation. Considering the 
fact that the laser power was constant in almost all experiments 
(except two), its importance was overlooked by the applied RF 
model. 

Based on the obtained accuracy in the prediction of the 
groove geometry and groove quality in this process, it can be 
concluded that the RF method is a reliable machine learning 
technique. Notably, it has the potential to be utilized for 
industrial applications with the random dataset. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

An annular intensity distribution has been assumed theoretically with great potential to provide high quality improvements to the cut flank during 
laser cutting process. We introduce several optical concepts to realize an annular intensity distribution with a high-power laser beam, such as an 
optical fiber with an annularly formed fiber core, a diffractive optical element, and axicons. Furthermore, cutting experiments for an axicon 
telescope with stainless steel are presented. With a specific optical setup and appropriate cutting parameters, a burr free cut flank with a surface 
roughness comparable to the state of art could be achieved. By means of cut front analysis, we assume that the burr free cut flank is a result of an 
improved gas coupling and the change of cut front geometry at the bottom side of the sheet. 
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1. Introduction  

The high-power solid-state laser is a widely spread solution 
for industrial material processing. The global market for laser 
material processing systems reached $19.8 Billion in 2018 [1]. 
Regarding process optimization approaches in the recent years, 
a shift from directly increasing laser power to smartly and 
efficiently exploiting the available power to the workpiece has 
been observed. Here, remarkable examples can be found in the 
multi-spot technology for high-quality welding of zinc-coated 
steel [2] or the use of Bessel-like beams for efficient cutting of 
transparent materials [3].    

In case of sheet metal laser cutting, it has been recognized 
that a much better cut flank quality in terms of flank roughness 
and remained burr can be achieved with CO2 lasers (wavelength 
10.6 µm) instead of solid-state lasers (wavelength 1.03/1.06 
µm) [4]. However, due to the higher productivity as well as the 
lower maintenance and operating costs, CO2 lasers are 
gradually being replaced by solid-state lasers for industrial 
applications [5]. To improve the solid-state laser cutting 

process, beam shaping has been considered as one of the key 
solutions.  

The optimal intensity distribution for laser cutting processes 
is still unknow. Different kinds of models and suggestions of 
intensity distributions have been declared with potential to 
improve the cutting process, for instance multi spots in [6] and 
an annular profile in [7]. The main theoretical argument for an 
annular intensity distribution is that to cut thick-sheet stainless 
steel (ℎsheet > 6 mm), a wider cut kerf is expected to improve 
the working efficiency of the gas flow. This enhances the melt 
ejection from the cut kerf and therefore raises both the cut flank 
quality and the feed rate. One obvious method to widen the cut 
kerf is to enlarge the laser spot size. This is usually achieved by 
a larger image scale of the optical system or a deteriorated beam 
quality. However, the enlarged spot size leads to a reduced 
intensity, especially at the spot edge. The annular intensity 
distribution mitigates this effect because the energy is 
concentrated at the edge of the spot. Therefore, the energy can 
be used more efficiently to melt the material and the cutting 
process is optimized.  
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1. Introduction  

The high-power solid-state laser is a widely spread solution 
for industrial material processing. The global market for laser 
material processing systems reached $19.8 Billion in 2018 [1]. 
Regarding process optimization approaches in the recent years, 
a shift from directly increasing laser power to smartly and 
efficiently exploiting the available power to the workpiece has 
been observed. Here, remarkable examples can be found in the 
multi-spot technology for high-quality welding of zinc-coated 
steel [2] or the use of Bessel-like beams for efficient cutting of 
transparent materials [3].    

In case of sheet metal laser cutting, it has been recognized 
that a much better cut flank quality in terms of flank roughness 
and remained burr can be achieved with CO2 lasers (wavelength 
10.6 µm) instead of solid-state lasers (wavelength 1.03/1.06 
µm) [4]. However, due to the higher productivity as well as the 
lower maintenance and operating costs, CO2 lasers are 
gradually being replaced by solid-state lasers for industrial 
applications [5]. To improve the solid-state laser cutting 

process, beam shaping has been considered as one of the key 
solutions.  

The optimal intensity distribution for laser cutting processes 
is still unknow. Different kinds of models and suggestions of 
intensity distributions have been declared with potential to 
improve the cutting process, for instance multi spots in [6] and 
an annular profile in [7]. The main theoretical argument for an 
annular intensity distribution is that to cut thick-sheet stainless 
steel (ℎsheet > 6 mm), a wider cut kerf is expected to improve 
the working efficiency of the gas flow. This enhances the melt 
ejection from the cut kerf and therefore raises both the cut flank 
quality and the feed rate. One obvious method to widen the cut 
kerf is to enlarge the laser spot size. This is usually achieved by 
a larger image scale of the optical system or a deteriorated beam 
quality. However, the enlarged spot size leads to a reduced 
intensity, especially at the spot edge. The annular intensity 
distribution mitigates this effect because the energy is 
concentrated at the edge of the spot. Therefore, the energy can 
be used more efficiently to melt the material and the cutting 
process is optimized.  
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In this paper, we firstly introduce several optical concepts to 
generate an annular intensity distribution in or close to the focal 
plane appropriate to high-power multi-mode laser beams. Then, 
we focus on cutting experiments with an axicon telescope. 
Finally, the results and a cut front analysis are presented in 
order to understand the optimization achieved by the 
corresponding processes. 

2. Beam shaping concepts 

For a beam shaping concept applied to industrial high-power 
laser applications, several aspects must be considered: 

• It is supposed to form the desired beam accurately. 
• The efficiency must be high enough, therefore only phase 

modulation is suggested. Scattered and unwanted 
diffracted light must be controlled. 

• It must be insensitive to misalignment and change of the 
input beam. 

• It must be adaptive to different processes, materials, and 
material thicknesses. 

• The deterioration of beam quality must be controlled. 
 

Considering these conditions, several optical concepts to create 
an annularly distributed laser beam are introduced and 
discussed in the following.  

2.1. Optical fiber with annularly formed core 

Since an optical imaging system is applied to transmit the 
laser beam from the fiber end to the workpiece, the most 
obvious approach for beam shaping is to modify the light 
source, in this case by using a fiber with an annular core, see 
Fig. 1. This kind of optical fiber has been frequently 
implemented in many industrial applications, such as [8]. 
When the ring core is illuminated by laser light, an exact 
annular intensity distribution is achieved at the near field. 
However, the near field annular intensity profile disappears 
after a few millimeters’ propagation. 

2.2. Optical vortex 

An optical vortex is a phase singularity nested in 
electromagnetic waves [9]. At the phase singularity, the phase 
of the wave is undefined, and the wave intensity vanishes. This 
physical phenomenon can be used to create a propagating 
annular intensity distribution. A vortex phase mask is defined 
by 

𝑢𝑢(𝜃𝜃) = exp(𝑖𝑖𝑖𝑖𝜃𝜃),                                                                           (1) 

with 𝜃𝜃 the azimuthal angle of the polar coordinate system and 
𝑖𝑖 the topologic charge. The graphical representation of such a 
phase distribution with topologic charge 1 and the 
corresponding simulated near field intensity distribution for a 
single mode laser are depicted in Fig.  2.  
Generally, the whole system is very sensitive to aberrations and 
misalignment. The homogeneity of the near field is strongly 
influenced by the wave front of the input beam. Furthermore, 
the intensity vanishes at the phase singularity only in a coherent 
system. On the contrary, in a completely incoherent system, 
neither the helical phase nor the characteristic zero intensity at 
the vortex centre is observable.  
Recently, several investigations have shown possibilities to 
generate a partially coherent vortex beam [10] [11]. However, 
a system suitable for high-power multi-mode lasers remains to 
be developed. 

2.3. Diffractive optical element 

With the development of optical manufacturing technology, 
diffractive optical elements (DOE), especially diffractive 
diffusers and diffractive micro-lens arrays, offer new 
possibilities for laser beam shaping.  

A general numerical design process for diffractive diffusers 
is known as Gerchberg-Saxton algorithm [12], which was 
originally developed for recovering the phase of an 
electromagnetic wave from its intensity distributions in two 
transverse planes. Fig. 3 presents a typical phase distribution 
calculated with the Gerchberg-Saxton algorithm to form an 
annular intensity distribution and the corresponding intensity 
distribution at the near field.  

Fig.  2. Left: phase distribution of an optical vortex with topologic charge = 1. 
A phase singularity at the centre of phase distribution is observable. Right: 

resulting intensity distribution at the near field. The simulation is based on a 
single mode laser with 2 mm diameter at the far field. 

Fig. 1. Left: Optical fiber with annularly formed core (red). Right: The 
corresponding refractive index distribution. 

 Author name / Procedia CIRP 00 (2020) 000–000  3 

 

Due to the design and manufacturing errors, there is always 
a few percent of light being diffracted or scattered to an 
unwanted direction by applying DOEs. This causes local 
heating of the mechanical components and might result in 
problems for high-power applications, such as damage of the 
processing unit or a large focal shift. There are still many 
problems to be solved to integrate such an optical element into 
the processing unit.  

2.4. Axicon 

An axicon is known as a conical lens [13], which is 
commonly used to create a Bessel-like beam profile [14]. The 
phase function of an axicon can be written as 

𝑢𝑢(𝑟𝑟) = exp(-𝑖𝑖𝑖𝑖𝑟𝑟),                                                                        (2) 

with 𝑟𝑟 the radius in polar coordinates and 𝑖𝑖 the scale factor. 

With a single positive or negative axicon, we achieve a 
divergent or a convergent profile with an annular intensity 
distribution behind or in front of the focal plane, respectively. 
To realize extra flexibility and a symmetric caustic, a zoom 
system based on two axicons sharing the same basic angle is 
preferred, see Fig. 4 [7]. With such an axicon telescope, we 

achieve an annular intensity distribution along the propagation 
direction except for the focal plane.  

In this paper, we concentrate on the optical design of an 
axicon telescope and present the cutting result with it.  

3. Optical design of the axicon telescope 

The design of an axicon telescope system shown in Fig. 4(c) 
has a large degree of flexibility, such as the image scale based 
on two lenses, the base angle of the axicons and the distance 
between the axicons. We presume that the input beam is a 
collimated flat-top beam and consider the axicon to be very 
thin. The diameter 𝐷𝐷2 in Fig. 5 is calculated by  

𝐷𝐷2 ≈ 2𝑧𝑧0 tan[𝛽𝛽(𝑛𝑛 − 1)],                                                       (3) 

with 𝑧𝑧0  the distance between the two axicons, 𝛽𝛽  the axicon 
base angle and 𝑛𝑛 the refractive index. The breadth 𝑑𝑑 of the ring 

at the far field is half of the input beam diameter 𝐷𝐷1 . The 
diameter of the cavity can be calculated as ℎ = 𝐷𝐷2 − 𝐷𝐷1. There 
is a minimum distance of the two axicons given by  

𝑧𝑧min ≈ 𝐷𝐷1
2 tan[𝛽𝛽(𝑛𝑛−1)].                                                               (4) 

In this case, 𝐷𝐷2 is identical to 𝐷𝐷1 and the laser beam is simply 
mirrored at the optical axis. Additionally, different distances 𝑧𝑧0 
can be used to adjust h.  
     For the experiments, a disk laser with 100 µm fiber core 
(TruDisk 8001,  𝜆𝜆 = 1030 nm , 𝑀𝑀2 ≈ 12 ) was applied. As 
already explicated in Fig. 4(c), two axicons (𝛽𝛽 = 15°) were 
integrated between the collimator and the focal lens with the 
distance 𝑧𝑧0 = 101 mm. The image scale of the system was 
two. In the second line of Fig. 6, the corresponding simulated 
intensity profiles at the near filed with ideal lenses are 
presented. 

In the experimental setup, the main difficulty is to align the 
whole optical system inside the cutting unit with high laser 
power. Because of the completely closed environment, the 
flexibility to align the optics is extremely narrowed. In Fig. 6, 
simulated intensity distributions along the caustic with 
corresponding misalignments are presented. If the input beam 
is tilted with respect to the axicon telescope, the asymmetrical 
deformation of the beam remains the same direction during 
propagation. When the axicon telescope is decentered to the 

Fig. 5. Ray optical demonstration of the axicon telescope. 

Fig. 3. Left: Phase mask of a diffractive diffuser designed for an annular 
intensity distribution at the near field. Right: The corresponding near field 
distribution with far field beam diameter 10 mm. The simulation is based on a 
single mode laser. 

Fig. 4. Typical ray path of a positive axicon, a negative axicon and an axicon 
telescope. (a) Positive axicon: divergent ring behind the focal plane. (b) 
Negative axicon: convergent ring in front of the focal plane. (c) Axicon 

telescope: annular distribution in front of and behind the focal plane. 
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In this paper, we firstly introduce several optical concepts to 
generate an annular intensity distribution in or close to the focal 
plane appropriate to high-power multi-mode laser beams. Then, 
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Finally, the results and a cut front analysis are presented in 
order to understand the optimization achieved by the 
corresponding processes. 
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An axicon is known as a conical lens [13], which is 
commonly used to create a Bessel-like beam profile [14]. The 
phase function of an axicon can be written as 

𝑢𝑢(𝑟𝑟) = exp(-𝑖𝑖𝑖𝑖𝑟𝑟),                                                                        (2) 

with 𝑟𝑟 the radius in polar coordinates and 𝑖𝑖 the scale factor. 

With a single positive or negative axicon, we achieve a 
divergent or a convergent profile with an annular intensity 
distribution behind or in front of the focal plane, respectively. 
To realize extra flexibility and a symmetric caustic, a zoom 
system based on two axicons sharing the same basic angle is 
preferred, see Fig. 4 [7]. With such an axicon telescope, we 

achieve an annular intensity distribution along the propagation 
direction except for the focal plane.  

In this paper, we concentrate on the optical design of an 
axicon telescope and present the cutting result with it.  

3. Optical design of the axicon telescope 

The design of an axicon telescope system shown in Fig. 4(c) 
has a large degree of flexibility, such as the image scale based 
on two lenses, the base angle of the axicons and the distance 
between the axicons. We presume that the input beam is a 
collimated flat-top beam and consider the axicon to be very 
thin. The diameter 𝐷𝐷2 in Fig. 5 is calculated by  

𝐷𝐷2 ≈ 2𝑧𝑧0 tan[𝛽𝛽(𝑛𝑛 − 1)],                                                       (3) 

with 𝑧𝑧0  the distance between the two axicons, 𝛽𝛽  the axicon 
base angle and 𝑛𝑛 the refractive index. The breadth 𝑑𝑑 of the ring 

at the far field is half of the input beam diameter 𝐷𝐷1 . The 
diameter of the cavity can be calculated as ℎ = 𝐷𝐷2 − 𝐷𝐷1. There 
is a minimum distance of the two axicons given by  

𝑧𝑧min ≈ 𝐷𝐷1
2 tan[𝛽𝛽(𝑛𝑛−1)].                                                               (4) 

In this case, 𝐷𝐷2 is identical to 𝐷𝐷1 and the laser beam is simply 
mirrored at the optical axis. Additionally, different distances 𝑧𝑧0 
can be used to adjust h.  
     For the experiments, a disk laser with 100 µm fiber core 
(TruDisk 8001,  𝜆𝜆 = 1030 nm , 𝑀𝑀2 ≈ 12 ) was applied. As 
already explicated in Fig. 4(c), two axicons (𝛽𝛽 = 15°) were 
integrated between the collimator and the focal lens with the 
distance 𝑧𝑧0 = 101 mm. The image scale of the system was 
two. In the second line of Fig. 6, the corresponding simulated 
intensity profiles at the near filed with ideal lenses are 
presented. 

In the experimental setup, the main difficulty is to align the 
whole optical system inside the cutting unit with high laser 
power. Because of the completely closed environment, the 
flexibility to align the optics is extremely narrowed. In Fig. 6, 
simulated intensity distributions along the caustic with 
corresponding misalignments are presented. If the input beam 
is tilted with respect to the axicon telescope, the asymmetrical 
deformation of the beam remains the same direction during 
propagation. When the axicon telescope is decentered to the 

Fig. 5. Ray optical demonstration of the axicon telescope. 

Fig. 3. Left: Phase mask of a diffractive diffuser designed for an annular 
intensity distribution at the near field. Right: The corresponding near field 
distribution with far field beam diameter 10 mm. The simulation is based on a 
single mode laser. 

Fig. 4. Typical ray path of a positive axicon, a negative axicon and an axicon 
telescope. (a) Positive axicon: divergent ring behind the focal plane. (b) 
Negative axicon: convergent ring in front of the focal plane. (c) Axicon 

telescope: annular distribution in front of and behind the focal plane. 
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laser beam, the asymmetrical deformation changes its direction 
in front of and behind the beam waist. With a not well 
collimated laser beam, we observe an asymmetrical 
distribution of the ring breadth along the propagation, which is 
a good input for collimation check. 

In order to align the axicon telescope in the experimental 
setup, the intensity distribution around the focal area was 
measured with a PRIMES FocusMonitor. By comparing the 
result with the simulations of misaligned optical systems, we 
were able to properly align the axicon telescope. In Fig. 7, 
measurements of the aligned system with 500 W laser power 
are explicated. An annularly distributed intensity is observed in 
front of and behind the beam waist. At the beam waist, the 
cavity vanishes, and a centered intensity peak appears as 
expected.  

4. Cutting experiment 

There are plenty of parameters to vary for laser cutting, 
which makes the design of experiments complicated. We varied 

primarily the feed rate and the beam waist position with respect 
to the upper surface of the sheet, because these parameters have 
the largest impact on the cut flank quality. 

Table 1. Basic parameters for laser cutting experiments. 

laser power 6000 W (TruDisk 8001) 

fiber core diameter 100 µm 

beam parameter product  

(without axicon telescope) 
4 mm×mrad 

gas pressure 22 bar 

cutting gas nitrogen 

nozzle distance 0.3 mm 

material  1.4301 (10 mm) 
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Fig. 8. Diagram to present the flank quality in respect to the feed rate and the 
beam waist position. Surface roughness low: 𝑅𝑅𝑧𝑧max< 50 µm, middle: 50 µm ≤ 
𝑅𝑅𝑧𝑧max< 70 µm, high: 𝑅𝑅𝑧𝑧max≥ 70 µm; Burr length short: h < 50 µm, middle: 

50 µm ≤ h < 200 µm, long: h ≥ 200 µm. 

Fig. 7. Caustic measurements. Z: relative z-position with respect to the beam 
waist. Device: Primes FocusMonitor. Laser: TruDisk8001. Power: 500 W. 

Diameter of optical fiber core: 100 µm. 

Fig. 6. Intensity distributions simulated by the ray tracing with different 
Misalignments. Light source: flat top with 100 µm diameter. Corresponding 

representative sketches are attached for each misalignment. 
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To evaluate the burr length, an outside micrometer was used. 
We firstly measured the thickness of the blank sheet ℎsheet and 
then determined the thickness of the sheet including burr ℎ𝑖𝑖 at 
three representative points. The regarding burr length ℎ̅  is 
defined as ℎ̅ = (ℎ1 + ℎ2 + ℎ3) 3⁄ − ℎsheet . To evaluate the 
surface roughness 𝑅𝑅𝑧𝑧max , we followed DIN EN ISO 4288: 
1998-04, where the topographical information of the cut flank 
was measured with a chromatic confocal scanner. 

For the optical setup with 𝑧𝑧0 = 101 mm, for which a BPP 
(beam parameter product) of 10.5 mm×mrad and a Rayleigh 
length of 3.15 mm were measured, the resulting surface 
roughness and burr length are presented in Fig. 8. 

 For both evaluation criteria ℎ̅  and 𝑅𝑅𝑧𝑧max , three quality 
levels are defined. In general, we observed that with a positive 
beam waist position, which means that the beam waist is above 
the sheet, the cut flank roughness tends to decrease. On the 
contrary, with a negative beam waist position, especially when 
the beam waist is located at the bottom of the sheet, the burr 
length tends to get shorter. With a feed rate in the range of 0.6 
m/min, we achieved a burr free cut flank where the surface 
roughness 𝑅𝑅𝑧𝑧max= 50 µm and is comparable to the standard 
process with 6 kW. Microscopic images of two representative 
cuts with low surface roughness and zero burr are shown in  Fig. 
9, respectively. 

5. Process model for burr free cutting 

Generally, the intensity distribution is not the only factor 
affecting burr formation. From the cutting experiments we 
experienced that the burr formation was influenced by gas 
dynamics and feed rate as well. These three factors are often 
coupled to each other. In this subsection, we postulate an 
assumption to explain why the burr free cut flank was achieved 
with the axicon telescope.  

Our process model for explaining the burr reduction is based 
on the analysis of the cut front geometry. For this purpose, we 

generated so-called “frozen cuts”, i.e. we abruptly switched off 
laser power during the cutting process while maintaining all 
other process parameters to enforce the cut front to solidify in 
its original form. This technique is sketched in Fig. 10 and 
explained in detail in [15], for instance. 

Our process model is now based on two aspects. Firstly, due 
to the annular intensity distribution and the deep beam waist 
position, the cut kerf is opened widely, see Fig. 11(a). This 
leads to an improved gas coupling and the melt might be 
ejected more efficiently.  

Secondly, since the annular laser beam has a significantly 
higher intensity at the edge of the spot, the cut kerf is expected 
to open earlier compared to a Gaussian-like laser beam, and the 
beam axis is set back relative to the cut front, see Fig. 12.  

As a result, laser power at the rear part of the beam (in front 
of the beam waist) can propagate through the cut kerf and 
reaches the bottom part of the cut front. With beam waist close 
to the bottom of the kerf, the laser intensity is rather high and 
therefore more material is molten than in case of a positive 
beam waist position. This conclusion is supported by an 
analysis of the cut front profile along the sheet thickness. As 
shown in Fig. 11(b), the cut front evolves much steeper in case 
of a deep beam waist position. The resulting elevated melt film 
temperature is expected to reduce the viscosity of the melt film 
as well as to prevent melt from solidification as burr before 
being ejected from the kerf as liquid [16]. 

Fig. 9. Microscopic image of cut flank. (a): Beam waist position: +4 mm, 
feed rate: 1 m/min, burr length: 100 µm; (b): Beam waist position: -8 mm, 

feed rate: 0.6 m/min, burr length: 0 µm. The view in a.2 and b.2 is inclined by 
20° to offer a better observation of burr. 

Fig. 10. Generation of a “frozen cut”. By abruptly switching off laser power, 
the cut kerf solidifies close to its original form and can be analysed by a 

microscope or topology scanner. 

Fig. 11. (a): The cross section of a frozen cut with beam waist position -9 mm 
and feed rate 0.4 m/min, leading to zero burr. A wide cut kerf is observable. 
(b): Cut front profiles for two different beam waist positions at identical feed 
rate 0.7 m/min. (b.1): Beam waist position +5 mm, leading to middle-sized 

burr. (b.2): Beam waist position -6 mm, leading to zero burr. 
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laser beam, the asymmetrical deformation changes its direction 
in front of and behind the beam waist. With a not well 
collimated laser beam, we observe an asymmetrical 
distribution of the ring breadth along the propagation, which is 
a good input for collimation check. 

In order to align the axicon telescope in the experimental 
setup, the intensity distribution around the focal area was 
measured with a PRIMES FocusMonitor. By comparing the 
result with the simulations of misaligned optical systems, we 
were able to properly align the axicon telescope. In Fig. 7, 
measurements of the aligned system with 500 W laser power 
are explicated. An annularly distributed intensity is observed in 
front of and behind the beam waist. At the beam waist, the 
cavity vanishes, and a centered intensity peak appears as 
expected.  

4. Cutting experiment 

There are plenty of parameters to vary for laser cutting, 
which makes the design of experiments complicated. We varied 

primarily the feed rate and the beam waist position with respect 
to the upper surface of the sheet, because these parameters have 
the largest impact on the cut flank quality. 

Table 1. Basic parameters for laser cutting experiments. 

laser power 6000 W (TruDisk 8001) 

fiber core diameter 100 µm 

beam parameter product  

(without axicon telescope) 
4 mm×mrad 

gas pressure 22 bar 

cutting gas nitrogen 

nozzle distance 0.3 mm 

material  1.4301 (10 mm) 
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Fig. 8. Diagram to present the flank quality in respect to the feed rate and the 
beam waist position. Surface roughness low: 𝑅𝑅𝑧𝑧max< 50 µm, middle: 50 µm ≤ 
𝑅𝑅𝑧𝑧max< 70 µm, high: 𝑅𝑅𝑧𝑧max≥ 70 µm; Burr length short: h < 50 µm, middle: 

50 µm ≤ h < 200 µm, long: h ≥ 200 µm. 

Fig. 7. Caustic measurements. Z: relative z-position with respect to the beam 
waist. Device: Primes FocusMonitor. Laser: TruDisk8001. Power: 500 W. 

Diameter of optical fiber core: 100 µm. 

Fig. 6. Intensity distributions simulated by the ray tracing with different 
Misalignments. Light source: flat top with 100 µm diameter. Corresponding 

representative sketches are attached for each misalignment. 
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To evaluate the burr length, an outside micrometer was used. 
We firstly measured the thickness of the blank sheet ℎsheet and 
then determined the thickness of the sheet including burr ℎ𝑖𝑖 at 
three representative points. The regarding burr length ℎ̅  is 
defined as ℎ̅ = (ℎ1 + ℎ2 + ℎ3) 3⁄ − ℎsheet . To evaluate the 
surface roughness 𝑅𝑅𝑧𝑧max , we followed DIN EN ISO 4288: 
1998-04, where the topographical information of the cut flank 
was measured with a chromatic confocal scanner. 

For the optical setup with 𝑧𝑧0 = 101 mm, for which a BPP 
(beam parameter product) of 10.5 mm×mrad and a Rayleigh 
length of 3.15 mm were measured, the resulting surface 
roughness and burr length are presented in Fig. 8. 

 For both evaluation criteria ℎ̅  and 𝑅𝑅𝑧𝑧max , three quality 
levels are defined. In general, we observed that with a positive 
beam waist position, which means that the beam waist is above 
the sheet, the cut flank roughness tends to decrease. On the 
contrary, with a negative beam waist position, especially when 
the beam waist is located at the bottom of the sheet, the burr 
length tends to get shorter. With a feed rate in the range of 0.6 
m/min, we achieved a burr free cut flank where the surface 
roughness 𝑅𝑅𝑧𝑧max= 50 µm and is comparable to the standard 
process with 6 kW. Microscopic images of two representative 
cuts with low surface roughness and zero burr are shown in  Fig. 
9, respectively. 

5. Process model for burr free cutting 

Generally, the intensity distribution is not the only factor 
affecting burr formation. From the cutting experiments we 
experienced that the burr formation was influenced by gas 
dynamics and feed rate as well. These three factors are often 
coupled to each other. In this subsection, we postulate an 
assumption to explain why the burr free cut flank was achieved 
with the axicon telescope.  

Our process model for explaining the burr reduction is based 
on the analysis of the cut front geometry. For this purpose, we 

generated so-called “frozen cuts”, i.e. we abruptly switched off 
laser power during the cutting process while maintaining all 
other process parameters to enforce the cut front to solidify in 
its original form. This technique is sketched in Fig. 10 and 
explained in detail in [15], for instance. 

Our process model is now based on two aspects. Firstly, due 
to the annular intensity distribution and the deep beam waist 
position, the cut kerf is opened widely, see Fig. 11(a). This 
leads to an improved gas coupling and the melt might be 
ejected more efficiently.  

Secondly, since the annular laser beam has a significantly 
higher intensity at the edge of the spot, the cut kerf is expected 
to open earlier compared to a Gaussian-like laser beam, and the 
beam axis is set back relative to the cut front, see Fig. 12.  

As a result, laser power at the rear part of the beam (in front 
of the beam waist) can propagate through the cut kerf and 
reaches the bottom part of the cut front. With beam waist close 
to the bottom of the kerf, the laser intensity is rather high and 
therefore more material is molten than in case of a positive 
beam waist position. This conclusion is supported by an 
analysis of the cut front profile along the sheet thickness. As 
shown in Fig. 11(b), the cut front evolves much steeper in case 
of a deep beam waist position. The resulting elevated melt film 
temperature is expected to reduce the viscosity of the melt film 
as well as to prevent melt from solidification as burr before 
being ejected from the kerf as liquid [16]. 

Fig. 9. Microscopic image of cut flank. (a): Beam waist position: +4 mm, 
feed rate: 1 m/min, burr length: 100 µm; (b): Beam waist position: -8 mm, 

feed rate: 0.6 m/min, burr length: 0 µm. The view in a.2 and b.2 is inclined by 
20° to offer a better observation of burr. 

Fig. 10. Generation of a “frozen cut”. By abruptly switching off laser power, 
the cut kerf solidifies close to its original form and can be analysed by a 

microscope or topology scanner. 

Fig. 11. (a): The cross section of a frozen cut with beam waist position -9 mm 
and feed rate 0.4 m/min, leading to zero burr. A wide cut kerf is observable. 
(b): Cut front profiles for two different beam waist positions at identical feed 
rate 0.7 m/min. (b.1): Beam waist position +5 mm, leading to middle-sized 

burr. (b.2): Beam waist position -6 mm, leading to zero burr. 
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Our next focus will be to find a method to determine the 
beam position relating to the cut kerf, which is the prerequisite 
to calculate the absorption inside the cut kerf. Furthermore, we 
will study melt dynamics with a highspeed-camera for a deeper 
understanding of the burr formation process. 

6.  Conclusion 

The presented cutting experiments prove that burr free cuts 
in 10 mm stainless steel can be achieved with a solid-state laser 
if an annular intensity profile created by the axicon telescope is 
used. However, the optimal process parameters for burr free 
cuts differ from those for minimal surface roughness. 
Generally, burr is minimized with beam waist positions close 
to the bottom of the sheet, while the roughness is minimal if the 
beam waist lies at the upper surface or even above. 

An analysis of the cut kerf geometry indicates that the burr 
reduction is probably indirectly achieved by a wider kerf and a 
steeper cut front rather than a direct result of the annular 
intensity profile. Due to the wider cut kerf, gas inflow and thus 
melt ejection are supposed to be improved. The steeper cut front 
implicates that more laser power reaches the lower part of the 
cut front, which prevents the melt from solidification before 
being released from the cut flank. 

To prove these assumptions, further research including 
simulations of the absorbed intensity as well as in-situ studies 
of the melt flow dynamics and the burr formation process with 
a high-speed camera will be necessary. 
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Fig. 12. Position of the laser beam relative to the cut front. (a): A Gaussian-
like laser beam. (b): An annular laser beam. Due to the high intensity at the 

edge of the laser beam, the cut kerf is opened earlier with the annular 
intensity distribution, i.e. the beam axis is set back compared to the Gaussian-

like beam. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 

Keywords: Assembly; Design method; Family identification

1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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1. Introduction  

High-speed rotating rotors require unbalances approaching 
zero. Due to that, mass corrections have to be set very precisely. 
The application of laser based material removal instead of 
conventional chipping methods represents an innovative 
approach in this context. Compared to ablation methods, the 
cycle time can be shortened by means of cw-mode laser 
radiation due to higher removal rates. Responsible for this 
advantage is the difference in the removal mechanism, which is 
primarily based on ejections of the melt pool (spatters) when 
cw-mode laser radiation in combination with high processing 
speeds is applied. This is already well known in remote welding 
applications, e. g. for cutting thin electrical sheets, relying on 
this removal mechanism [1-3].  

In general, spatter formation occurs if a local volume of melt 
is exposed to a certain amount of momentum perpendicular to 
the melt surface to leave the melt pool [4]. The extraction of a 

single spatter requires the kinetic energy of the fluid element in 
the melt to be greater than the sum of the kinetic energy of the 
droplet and the surface energy of the melt (see Eq. 1) [5]. This 
is represented by the density of the melt ρ, droplet volume Vdr, 
velocity of the fluid element vfl, velocity of the droplet vdr, 
surface tension σ and droplet surface area Odr. The parameters 
are determined by the characteristics of the material and the 
process, whereby some factors can be significantly influenced.  

 
ρVdr|vfl���⃗ |2 > ρVdr|vdr�����⃗ |2+2σOdr                                              (1) 

 
The velocity of the melt flow strongly depends on the 

welding speed as shown in [6]. It should be noted that the 
velocity of the melt flow is significantly higher than the welding 
speed due to the pressure exerted on the melt by the vaporized 
material of the keyhole front wall [4, 7]. Therefore, increasing 
processing speeds lead to high flow velocities in the melt pool 
and support the formation of melt ejections. By striving to 
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1. Introduction  

High-speed rotating rotors require unbalances approaching 
zero. Due to that, mass corrections have to be set very precisely. 
The application of laser based material removal instead of 
conventional chipping methods represents an innovative 
approach in this context. Compared to ablation methods, the 
cycle time can be shortened by means of cw-mode laser 
radiation due to higher removal rates. Responsible for this 
advantage is the difference in the removal mechanism, which is 
primarily based on ejections of the melt pool (spatters) when 
cw-mode laser radiation in combination with high processing 
speeds is applied. This is already well known in remote welding 
applications, e. g. for cutting thin electrical sheets, relying on 
this removal mechanism [1-3].  

In general, spatter formation occurs if a local volume of melt 
is exposed to a certain amount of momentum perpendicular to 
the melt surface to leave the melt pool [4]. The extraction of a 

single spatter requires the kinetic energy of the fluid element in 
the melt to be greater than the sum of the kinetic energy of the 
droplet and the surface energy of the melt (see Eq. 1) [5]. This 
is represented by the density of the melt ρ, droplet volume Vdr, 
velocity of the fluid element vfl, velocity of the droplet vdr, 
surface tension σ and droplet surface area Odr. The parameters 
are determined by the characteristics of the material and the 
process, whereby some factors can be significantly influenced.  

 
ρVdr|vfl���⃗ |2 > ρVdr|vdr�����⃗ |2+2σOdr                                              (1) 

 
The velocity of the melt flow strongly depends on the 

welding speed as shown in [6]. It should be noted that the 
velocity of the melt flow is significantly higher than the welding 
speed due to the pressure exerted on the melt by the vaporized 
material of the keyhole front wall [4, 7]. Therefore, increasing 
processing speeds lead to high flow velocities in the melt pool 
and support the formation of melt ejections. By striving to 
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achieve maximum processing speeds at several hundred meters 
per minute, the formation of melt ejections can be increased 
strongly.  

In addition, such high welding speeds lead to changes of the 
keyhole wherefore the characteristic cylindrical model of a 
vertical keyhole is no longer valid [4, 8, 9]. Already at welding 
speeds of 20 m/min, a huge enlargement of the keyhole in feed 
direction occurs due to the increased inclination of the keyhole 
front wall [9-11]. Thereby, the changed reflection conditions of 
the laser beam at the front wall leads to a significant reduction 
of the penetration depth. When it comes to processing speeds 
up to a several hundred meters per minute, there is a change in 
the welding regime. Up to welding speeds of 200 m/min, deep 
penetration welds with an unintentionally blow out of the melt 
are produced, while further increased welding speeds lead to 
decreased penetration depth and the generation of cut kerfs 
starts [3]. MUSIOL, 2015 attempted to create a model of the 
fusion zone at these high processing velocities. It was assumed 
that the recoil pressure, resulting from the vaporized material at 
the front wall, accelerates the melt upwards the side walls and 
along the bottom of the resulting kerf. According to Equation 1, 
these high velocities cause a high amount of spatter to be 
released from the melt pool.  

Besides the velocity of the fluid element, surface tension of 
the melt has a decisive impact on spatter formation  
(see Equation 1). It is well known that the appearance of oxygen 
as well as an increased temperature leads to a reduction of 
surface tension, which in turn causes a change of fluid flow 
pattern, e. g. Marangoni convection [12]. This affects the heat 
transport of the laser energy in the weld pool, which is 
responsible for the formation of the resulting fusion zone [13]. 
In the context of the high processing speeds and the aim of 
primarily generating melt pool ejection, this aspect is regarded 
as subordinate. Studies, which investigated the influence of 
argon atmospheres compared to atmospheric conditions in fiber 
laser welding focused on penetration and surface appearance 
[13-15]. Therefore, no information on spatter formation is 
provided for sheet welding.  

Furthermore, it can be assumed that a reduction of the 
atmospheric pressure can affect surface tension as well, due to 
the presence of less oxygen particles in the atmosphere. At the 
same time, numerous properties of the material are affected, 
too. On the one hand, the evaporation temperature is 
significantly reduced. This exemplarily shown for pure iron, 
whereby the evaporation temperature drops by more than 
1,000 K between ambient pressure (approx. 1,000 mbar) and 
0.1 mbar [16]. This also leads to a lowering of the critical 
intensity threshold, which is required for creating the 
keyhole [17]. Additionally, the density of metal vapor and 
atmosphere in the beam path is reduced due to the lowered 
ambient pressures. This leads to less absorption and scattering 
of the laser beam directly above the keyhole compared to 
atmospheric conditions [7, 18]. Besides these effects, a 
reduction of spatter formation is a well-known effect in this 
context, as shown in several studies [7, 17, 19]. This is 
attributed to the interaction of reduced melting and evaporation 
temperature, preceding melt pool size as well as changed 
pressure conditions of the keyhole [17].  

At this point, it can be stated that the fundamental effects on 
spatter formation during laser beam welding are sufficiently 
known, whereby no sufficient knowledge for processing at high 
welding speeds under varied ambient conditions is provided. 
However, these parameters would allow the specific adjustment 
of spatter detachment in order to increase the economic 
efficiency of balancing processes.  

In this paper, investigations regarding the influence of 
reduced ambient pressure and varied atmospheric composition 
on the resulting loss of mass while processing AISI 304 and 
EN AW-2618 with welding speeds of 600 m/min are carried 
out. Besides the determination of loss of mass, investigations 
on micro-sections and scanning electron microscop (SEM) 
images of the resulting surfaces, high-speed recordings give a 
further characterization of the resulting spatter formation.  

2. Experimental design 

The experiments were carried out with stainless austenitic 
steel sheets of AISI 304 (1.4301, X5CrNi18-10) and 
EN AW-2618, each with a thickness of 3 mm. In order to 
realize the relative motion between the laser beam and the work 
piece of up to 600 m/min, a 400 W single mode fiber laser 
(TruFiber 400, Trumpf, λ = 1070 nm) in combination with a 
galvanometric scanner (PFO20, Trumpf) was used. The 
technical data of the laser and scanning system are summarized 
in Table 1. The laser power was set to 320 W for all 
experiments, so that a laser beam intensity of approximately 
1.5∙108 W/cm² resulted.  

Table 1. Technical data of the laser and scanning system. 

technical data of laser and scanning system values 

wavelength [nm] 1070 

operation mode of the laser beam  cw 

focal diameter - calculated [µm] 16,5 

max. laser power on work piece [W] 320 

max. scan speed [m/min] 600 

 
For the determination of the resulting loss of mass, the 

weighing of the specimens was carried out using a precision 
balance (Sartorius ME 235S). The samples were weighed 
before and after the laser process. In each case, this is preceded 
by a two-stage cleaning procedure in an ultra-sonic bath with 
acetone and isopropyl alcohol. This cleaning procedure was 
applied due to the high resolution of 0.01 mg of the balance. 
For the observation of the melt pool ejections, high-speed 
recordings were carried out using a Photron Fastcam SA-X2 
with Navitar 12x ZoomLens objective was used. The process 
was then illuminated by the Cavilux HF system with pulsed 
laser energy (λ = 808 nm). A matching band-pass filter was 
implemented into the optical path of the camera. The high-
speed recordings were carried out at a recording rate of 90 kHz. 
A schematically view of the experimental setup is given in 
Figure 1. In order to adjust the different atmospheric 
conditions, the experiments took place inside a vacuum 
chamber. For applying the reduced ambient pressures, the 
chamber was vacuumed until the desired value is reached. To 
achieve the different atmospheric compositions, the chamber 
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was vacuumed until a minimum ambient pressure of approx. 
5 mbar. Subsequently it was flooded with the adjusted gas 
mixture, which was generated by means of a gas mixing system 
(Witt-Gasetechnik Ltd.). In order to determine the actual 
oxygen concentration in the working area, a Zirox oxygen 
measurement device was used, after the vacuum chamber was 
flooded with the gas mixture until an atmospheric pressure of 
approx. 960 mbar was reached.  

The sample size n of the respective trial was 3 and is shown 
in each diagram. The error bars of the diagrams show the 
corresponding standard deviation of the sample.  

 

 

Fig. 1. Schematic depiction of the experimental setup, feed direction of laser 
beam into the image plane (y-direction). 

3. Results and Discussion 

3.1. Effect of reduced ambient pressures 

In order to determine the effect of reduced ambient pressure 
on the loss of mass, six different pressures were applied by 
means of the vacuum chamber (5, 50, 200, 500 mbar). The 
atmospheric pressure of approx. 960 mbar is used as reference 
parameter when the vacuum chamber was kept open during the 
experiments. The specimens of the two test materials were 
processed within a constant area (16∙30 mm²) to realize the 
material removal. In this area, 300 single lines with a line 
spacing of 100 µm were performed. Thereby each line was 
passed by four scans to increase the loss of mass. This approach 
clarifies the difference in loss of mass between the applied 
ambient pressures and at the same time reduces the effect of 
measurement errors due to the weighing. The scanning speed 
for all trials in the range of this work was set to 600 m/min. 
This scanning speed in combination with the applied laser 
beam energy of 320 W is the result of previous studies in which 
it led to the maximization of the removal rate [20]. 

The results are depicted in Figure 2a. First, it should be 
noted that the enormous difference in the achieved loss of mass 
between the two test materials depends primarily on their 
density, which differs by a factor of approx. 2.8 [21, 22]. When 
processing AISI 304, the application of an ambient pressure of 
200 mbar leads to the highest reduction of the loss of mass by 
27 % compared to the reference process. A further reduction of 
the ambient pressure leads to no significant change in the loss 
of mass. This effect is recognizable in the spatter formation, 
which is depicted in Figure 2b. It can be seen that the number 
of spatters decrease significantly by reducing the ambient 
pressure. It should be noted that the footage allows no clear 
conclusion about a change of the size of the resulting spatters 
for AISI 304 at this point due to the low depth of focus and the 

limited resolution at these high process speeds. However, the 
process shows a contrary behavior while processing 
EN AW-2618 by applying reduced ambient pressures. 
Compared to the reference process, the loss of mass at an 
ambient pressure of 5 mbar increased by approx. 130 % from 
3.52 to 8.25 mg. There seems to be a rising trend of the loss of 
mass, although the results are widely scattered, e. g. the mean 
value at 500 mbar deviates from the trend, even though the 
standard deviation is very high. The pictures from the high-
speed recordings also illustrate the trend of a raise in loss of 
mass (Fig. 2.b). The number of spatters occurring at 5 mbar 
seems to be increased compared to the reference process at 
960 mbar. Further it can be seen that the spatters change from 
a disorderly and edged shape to a more spherical shape at 
reduced pressure, like it can be seen in Figure 2b (right). This 
effect probably can be attributed to a higher surface tension of 
the melt. At reduced ambient pressures there is correspondingly 
less oxygen, which has a significant increasing influence on the 
surface tension. The higher the surface tension, the greater the 
internal forces of attraction of a fluid element, which basically 
aims to form the smallest possible surface. This could be taken 
as an explanation for the more spherical shape of the spatters. 
In addition, the resulting burr, which consists of re-
solidifications of the out blowing melt, seems to be smoother 
compared to the reference process, which is clearly visible for 
the aluminum. The higher surface tension also could explain 
the decrease in loss of mass at AISI 304, regarding Equation 1. 

   

Fig. 2. (a) Effect of ambient pressure on loss of mass;  
(b) Footage of spatter formation during fourth pass for atmospheric condition 

(top) and 5 mbar (bottom) for AISI 304 and EN AW-2618. 

Micro sections enable a more detailed examination of the 
resulting fusion zone and can assist in understanding the 
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achieve maximum processing speeds at several hundred meters 
per minute, the formation of melt ejections can be increased 
strongly.  

In addition, such high welding speeds lead to changes of the 
keyhole wherefore the characteristic cylindrical model of a 
vertical keyhole is no longer valid [4, 8, 9]. Already at welding 
speeds of 20 m/min, a huge enlargement of the keyhole in feed 
direction occurs due to the increased inclination of the keyhole 
front wall [9-11]. Thereby, the changed reflection conditions of 
the laser beam at the front wall leads to a significant reduction 
of the penetration depth. When it comes to processing speeds 
up to a several hundred meters per minute, there is a change in 
the welding regime. Up to welding speeds of 200 m/min, deep 
penetration welds with an unintentionally blow out of the melt 
are produced, while further increased welding speeds lead to 
decreased penetration depth and the generation of cut kerfs 
starts [3]. MUSIOL, 2015 attempted to create a model of the 
fusion zone at these high processing velocities. It was assumed 
that the recoil pressure, resulting from the vaporized material at 
the front wall, accelerates the melt upwards the side walls and 
along the bottom of the resulting kerf. According to Equation 1, 
these high velocities cause a high amount of spatter to be 
released from the melt pool.  

Besides the velocity of the fluid element, surface tension of 
the melt has a decisive impact on spatter formation  
(see Equation 1). It is well known that the appearance of oxygen 
as well as an increased temperature leads to a reduction of 
surface tension, which in turn causes a change of fluid flow 
pattern, e. g. Marangoni convection [12]. This affects the heat 
transport of the laser energy in the weld pool, which is 
responsible for the formation of the resulting fusion zone [13]. 
In the context of the high processing speeds and the aim of 
primarily generating melt pool ejection, this aspect is regarded 
as subordinate. Studies, which investigated the influence of 
argon atmospheres compared to atmospheric conditions in fiber 
laser welding focused on penetration and surface appearance 
[13-15]. Therefore, no information on spatter formation is 
provided for sheet welding.  

Furthermore, it can be assumed that a reduction of the 
atmospheric pressure can affect surface tension as well, due to 
the presence of less oxygen particles in the atmosphere. At the 
same time, numerous properties of the material are affected, 
too. On the one hand, the evaporation temperature is 
significantly reduced. This exemplarily shown for pure iron, 
whereby the evaporation temperature drops by more than 
1,000 K between ambient pressure (approx. 1,000 mbar) and 
0.1 mbar [16]. This also leads to a lowering of the critical 
intensity threshold, which is required for creating the 
keyhole [17]. Additionally, the density of metal vapor and 
atmosphere in the beam path is reduced due to the lowered 
ambient pressures. This leads to less absorption and scattering 
of the laser beam directly above the keyhole compared to 
atmospheric conditions [7, 18]. Besides these effects, a 
reduction of spatter formation is a well-known effect in this 
context, as shown in several studies [7, 17, 19]. This is 
attributed to the interaction of reduced melting and evaporation 
temperature, preceding melt pool size as well as changed 
pressure conditions of the keyhole [17].  

At this point, it can be stated that the fundamental effects on 
spatter formation during laser beam welding are sufficiently 
known, whereby no sufficient knowledge for processing at high 
welding speeds under varied ambient conditions is provided. 
However, these parameters would allow the specific adjustment 
of spatter detachment in order to increase the economic 
efficiency of balancing processes.  

In this paper, investigations regarding the influence of 
reduced ambient pressure and varied atmospheric composition 
on the resulting loss of mass while processing AISI 304 and 
EN AW-2618 with welding speeds of 600 m/min are carried 
out. Besides the determination of loss of mass, investigations 
on micro-sections and scanning electron microscop (SEM) 
images of the resulting surfaces, high-speed recordings give a 
further characterization of the resulting spatter formation.  

2. Experimental design 

The experiments were carried out with stainless austenitic 
steel sheets of AISI 304 (1.4301, X5CrNi18-10) and 
EN AW-2618, each with a thickness of 3 mm. In order to 
realize the relative motion between the laser beam and the work 
piece of up to 600 m/min, a 400 W single mode fiber laser 
(TruFiber 400, Trumpf, λ = 1070 nm) in combination with a 
galvanometric scanner (PFO20, Trumpf) was used. The 
technical data of the laser and scanning system are summarized 
in Table 1. The laser power was set to 320 W for all 
experiments, so that a laser beam intensity of approximately 
1.5∙108 W/cm² resulted.  

Table 1. Technical data of the laser and scanning system. 

technical data of laser and scanning system values 

wavelength [nm] 1070 

operation mode of the laser beam  cw 

focal diameter - calculated [µm] 16,5 

max. laser power on work piece [W] 320 

max. scan speed [m/min] 600 

 
For the determination of the resulting loss of mass, the 

weighing of the specimens was carried out using a precision 
balance (Sartorius ME 235S). The samples were weighed 
before and after the laser process. In each case, this is preceded 
by a two-stage cleaning procedure in an ultra-sonic bath with 
acetone and isopropyl alcohol. This cleaning procedure was 
applied due to the high resolution of 0.01 mg of the balance. 
For the observation of the melt pool ejections, high-speed 
recordings were carried out using a Photron Fastcam SA-X2 
with Navitar 12x ZoomLens objective was used. The process 
was then illuminated by the Cavilux HF system with pulsed 
laser energy (λ = 808 nm). A matching band-pass filter was 
implemented into the optical path of the camera. The high-
speed recordings were carried out at a recording rate of 90 kHz. 
A schematically view of the experimental setup is given in 
Figure 1. In order to adjust the different atmospheric 
conditions, the experiments took place inside a vacuum 
chamber. For applying the reduced ambient pressures, the 
chamber was vacuumed until the desired value is reached. To 
achieve the different atmospheric compositions, the chamber 
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was vacuumed until a minimum ambient pressure of approx. 
5 mbar. Subsequently it was flooded with the adjusted gas 
mixture, which was generated by means of a gas mixing system 
(Witt-Gasetechnik Ltd.). In order to determine the actual 
oxygen concentration in the working area, a Zirox oxygen 
measurement device was used, after the vacuum chamber was 
flooded with the gas mixture until an atmospheric pressure of 
approx. 960 mbar was reached.  

The sample size n of the respective trial was 3 and is shown 
in each diagram. The error bars of the diagrams show the 
corresponding standard deviation of the sample.  

 

 

Fig. 1. Schematic depiction of the experimental setup, feed direction of laser 
beam into the image plane (y-direction). 

3. Results and Discussion 

3.1. Effect of reduced ambient pressures 

In order to determine the effect of reduced ambient pressure 
on the loss of mass, six different pressures were applied by 
means of the vacuum chamber (5, 50, 200, 500 mbar). The 
atmospheric pressure of approx. 960 mbar is used as reference 
parameter when the vacuum chamber was kept open during the 
experiments. The specimens of the two test materials were 
processed within a constant area (16∙30 mm²) to realize the 
material removal. In this area, 300 single lines with a line 
spacing of 100 µm were performed. Thereby each line was 
passed by four scans to increase the loss of mass. This approach 
clarifies the difference in loss of mass between the applied 
ambient pressures and at the same time reduces the effect of 
measurement errors due to the weighing. The scanning speed 
for all trials in the range of this work was set to 600 m/min. 
This scanning speed in combination with the applied laser 
beam energy of 320 W is the result of previous studies in which 
it led to the maximization of the removal rate [20]. 

The results are depicted in Figure 2a. First, it should be 
noted that the enormous difference in the achieved loss of mass 
between the two test materials depends primarily on their 
density, which differs by a factor of approx. 2.8 [21, 22]. When 
processing AISI 304, the application of an ambient pressure of 
200 mbar leads to the highest reduction of the loss of mass by 
27 % compared to the reference process. A further reduction of 
the ambient pressure leads to no significant change in the loss 
of mass. This effect is recognizable in the spatter formation, 
which is depicted in Figure 2b. It can be seen that the number 
of spatters decrease significantly by reducing the ambient 
pressure. It should be noted that the footage allows no clear 
conclusion about a change of the size of the resulting spatters 
for AISI 304 at this point due to the low depth of focus and the 

limited resolution at these high process speeds. However, the 
process shows a contrary behavior while processing 
EN AW-2618 by applying reduced ambient pressures. 
Compared to the reference process, the loss of mass at an 
ambient pressure of 5 mbar increased by approx. 130 % from 
3.52 to 8.25 mg. There seems to be a rising trend of the loss of 
mass, although the results are widely scattered, e. g. the mean 
value at 500 mbar deviates from the trend, even though the 
standard deviation is very high. The pictures from the high-
speed recordings also illustrate the trend of a raise in loss of 
mass (Fig. 2.b). The number of spatters occurring at 5 mbar 
seems to be increased compared to the reference process at 
960 mbar. Further it can be seen that the spatters change from 
a disorderly and edged shape to a more spherical shape at 
reduced pressure, like it can be seen in Figure 2b (right). This 
effect probably can be attributed to a higher surface tension of 
the melt. At reduced ambient pressures there is correspondingly 
less oxygen, which has a significant increasing influence on the 
surface tension. The higher the surface tension, the greater the 
internal forces of attraction of a fluid element, which basically 
aims to form the smallest possible surface. This could be taken 
as an explanation for the more spherical shape of the spatters. 
In addition, the resulting burr, which consists of re-
solidifications of the out blowing melt, seems to be smoother 
compared to the reference process, which is clearly visible for 
the aluminum. The higher surface tension also could explain 
the decrease in loss of mass at AISI 304, regarding Equation 1. 

   

Fig. 2. (a) Effect of ambient pressure on loss of mass;  
(b) Footage of spatter formation during fourth pass for atmospheric condition 

(top) and 5 mbar (bottom) for AISI 304 and EN AW-2618. 
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removal mechanism. Because of its characteristic formation, 
the fusion zone from here will be referred to as a kerf in the 
further context of this work. Figure 3a depicts the resulting 
kerfs in cross sections for the reference process and the lowest 
applied ambient pressure of 5 mbar for both test materials. The 
micro sections and the corresponding analyses (see Fig. 3b) 
show that the resulting kerf depth at reduced ambient pressures 
only for the used aluminum alloy follows a similar trend to that 
already seen in loss of mass (Fig. 2a). There is an increase in 
kerf depth from 103 µm, at atmospheric pressure, to 143 µm at 
200 mbar. No significant change in the resulting kerf depths 
can be seen for AISI 304. Although, on the base of Figure 2a a 
decreasing trend with reduced ambient pressures would be 
expected. The results leads to the assumption that there is a 
much smaller influence of the reduced ambient pressures 
regarding the achieved penetration depth like it is shown in the 
literature [17]. This may due to the much higher welding speeds 
in this work, which means that the metal vapor produced, could 
have less impact on the process regarding the beam absorption 
and scattering. The solidification at the sidewall of each kerf 
leads to a widely varying width, which is why a clear statement 
about the kerf width and its correlation to the loss of mass 
cannot be given reliably.   

   
Fig. 3. (a) Effect of reduced ambient pressure on resulting kerf depth after 

four scans, (b) Comparison of cross sections for atmospheric conditions (top) 
and 5 mbar (bottom) after four scans 
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In order to examine the difference between the influence of 
reduced ambient pressures on the one hand and changed 

oxygen concentrations on the other hand, the vacuum chamber 
was filled with specifically adjusted gas mixtures in further 
investigations. The central issue of that approach was the 
reduction of the oxygen content in the process surrounding 
atmosphere to affect the surface tension. By means of a gas 
mixing system the adjustment of the different oxygen 
concentrations was done in five steps (0.5, 5, 10, 15, 
20 vol.-%). At this point, it should be noted that these values 
are only target quantities, which cannot be set or reached 
exactly, respectively. This behavior is caused by the certain 
deviation of the gas mixing system. For this reason, the 
respective oxygen contents were measured in every 
experiment. Therefore, the standard deviation of the oxygen 
concentration, which can be seen in Figure 4a and Figure 5a, is 
also provided. For the determination of the loss of mass, the 
same procedure was used as already described in chapter 3.1. 

The results for the loss of mass after the processing of 
AISI 304 in argon and nitrogen atmosphere with different 
oxygen concentrations are shown in Figure 4a. An 
approximately linear connection can be recognized for the 
argon and the nitrogen atmosphere. The loss of mass decreases 
with reducing oxygen concentration, whereby the values for the 
nitrogen atmosphere are consistently higher than the ones for 
the argon atmospheres. The maximum reduction in loss of mass 
of 21 % compared to the reference process occurs at an oxygen 
concentration of 0.4 vol.-% in argon atmosphere. 
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The snapshots, which are depicted in Figure 4b and 
Figure 4c confirm this effect. The number of spatters is visibly 
reduced compared to that which occurs at normal atmosphere. 
Further, there is a noticeable difference between the loss of 
mass at normal atmosphere compared to the loss of mass at 
approx. 20 vol.-% oxygen in argon atmosphere. This leads to 
the assumption that also the accompanying elements in the 
atmosphere play a decisive role in spatter formation because 
the oxygen concentrations differ only very slightly. The 
negligible difference between the values for the normal 
atmosphere and the nitrogen atmosphere with approx. 
20 vol.-% oxygen confirms this assumption, because of the 
nitrogen content of about 78 vol.-% in air. An increasing 
nitrogen content results in a reduction of the surface tension of 
liquid iron, similar to oxygen but less pronounced [23].  

 
Fig. 5 (a) Effect of reduced oxygen concentrations in argon and nitrogen 

atmosphere on the loss of mass for EN AW-2618,  
(b) high-speed record for normal atmosphere, 4th scan,  

(c) high-speed record for 19.2 vol.-% O2 in argon, 4th scan and  
(d) high-speed record for 0.4 vol.-% O2 in argon, 4th scan 

The effect of the different atmospheric compositions on the 
loss of mass for EN AW-2618 are depicted in Figure 5a. Again, 
the aluminum shows a contrary behavior regarding the 
influence of argon and nitrogen atmosphere. The values of the 

loss of mass for the argon atmosphere are constantly higher 
than those generated in nitrogen atmosphere. This trend may be 
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shows the effect of the reduced oxygen concentration on the 
shape of the escaping spatters during the fourth pass. While the 
spatters in Figure 5b and Figure 5c show a rather disordered 
and edged shape, in Figure 5d the spatters have a more 
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were. A similar observation can be made for the formation of 
the remaining burr. This effect can be attributed to the 
increasing surface tension with decreasing oxygen content, as 
already shown in chapter 3.1. The resulting burr, which is 
visible in the high-speed recordings, leads to the assumption, 
that the amount of these re-solidifications at the sheet surface 
could be affected by the different atmospheric conditions. This 
could be another explanation for the differences in loss of mass 
beside the amount of spatters, which are leaving the processing 
zone. A surface characterization of the processed areas by 
means of SEM-images is given in Figure 6.  

 
Fig. 6 SEM-images of resulting surface structure of the areal processed 
specimens for AISI 304 (left) and EN AW-2618 (right) after four scans 
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removal mechanism. Because of its characteristic formation, 
the fusion zone from here will be referred to as a kerf in the 
further context of this work. Figure 3a depicts the resulting 
kerfs in cross sections for the reference process and the lowest 
applied ambient pressure of 5 mbar for both test materials. The 
micro sections and the corresponding analyses (see Fig. 3b) 
show that the resulting kerf depth at reduced ambient pressures 
only for the used aluminum alloy follows a similar trend to that 
already seen in loss of mass (Fig. 2a). There is an increase in 
kerf depth from 103 µm, at atmospheric pressure, to 143 µm at 
200 mbar. No significant change in the resulting kerf depths 
can be seen for AISI 304. Although, on the base of Figure 2a a 
decreasing trend with reduced ambient pressures would be 
expected. The results leads to the assumption that there is a 
much smaller influence of the reduced ambient pressures 
regarding the achieved penetration depth like it is shown in the 
literature [17]. This may due to the much higher welding speeds 
in this work, which means that the metal vapor produced, could 
have less impact on the process regarding the beam absorption 
and scattering. The solidification at the sidewall of each kerf 
leads to a widely varying width, which is why a clear statement 
about the kerf width and its correlation to the loss of mass 
cannot be given reliably.   

   
Fig. 3. (a) Effect of reduced ambient pressure on resulting kerf depth after 

four scans, (b) Comparison of cross sections for atmospheric conditions (top) 
and 5 mbar (bottom) after four scans 
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reduction of the oxygen content in the process surrounding 
atmosphere to affect the surface tension. By means of a gas 
mixing system the adjustment of the different oxygen 
concentrations was done in five steps (0.5, 5, 10, 15, 
20 vol.-%). At this point, it should be noted that these values 
are only target quantities, which cannot be set or reached 
exactly, respectively. This behavior is caused by the certain 
deviation of the gas mixing system. For this reason, the 
respective oxygen contents were measured in every 
experiment. Therefore, the standard deviation of the oxygen 
concentration, which can be seen in Figure 4a and Figure 5a, is 
also provided. For the determination of the loss of mass, the 
same procedure was used as already described in chapter 3.1. 

The results for the loss of mass after the processing of 
AISI 304 in argon and nitrogen atmosphere with different 
oxygen concentrations are shown in Figure 4a. An 
approximately linear connection can be recognized for the 
argon and the nitrogen atmosphere. The loss of mass decreases 
with reducing oxygen concentration, whereby the values for the 
nitrogen atmosphere are consistently higher than the ones for 
the argon atmospheres. The maximum reduction in loss of mass 
of 21 % compared to the reference process occurs at an oxygen 
concentration of 0.4 vol.-% in argon atmosphere. 
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The snapshots, which are depicted in Figure 4b and 
Figure 4c confirm this effect. The number of spatters is visibly 
reduced compared to that which occurs at normal atmosphere. 
Further, there is a noticeable difference between the loss of 
mass at normal atmosphere compared to the loss of mass at 
approx. 20 vol.-% oxygen in argon atmosphere. This leads to 
the assumption that also the accompanying elements in the 
atmosphere play a decisive role in spatter formation because 
the oxygen concentrations differ only very slightly. The 
negligible difference between the values for the normal 
atmosphere and the nitrogen atmosphere with approx. 
20 vol.-% oxygen confirms this assumption, because of the 
nitrogen content of about 78 vol.-% in air. An increasing 
nitrogen content results in a reduction of the surface tension of 
liquid iron, similar to oxygen but less pronounced [23].  

 
Fig. 5 (a) Effect of reduced oxygen concentrations in argon and nitrogen 

atmosphere on the loss of mass for EN AW-2618,  
(b) high-speed record for normal atmosphere, 4th scan,  

(c) high-speed record for 19.2 vol.-% O2 in argon, 4th scan and  
(d) high-speed record for 0.4 vol.-% O2 in argon, 4th scan 

The effect of the different atmospheric compositions on the 
loss of mass for EN AW-2618 are depicted in Figure 5a. Again, 
the aluminum shows a contrary behavior regarding the 
influence of argon and nitrogen atmosphere. The values of the 

loss of mass for the argon atmosphere are constantly higher 
than those generated in nitrogen atmosphere. This trend may be 
due to the formation of AlN-layers on the melt surface, which 
have already been observed in [24]. These layers lead to a 
suppression of the melt flow and thus to a reduction of spatter 
formation. This may explain the remarkable increase of 87 % 
in loss of mass, which can be seen at 19.2 vol.-% of oxygen in 
argon compared to the reference process at a very comparable 
oxygen content. A further reduction of the oxygen content to 
0.4 vol.-% in turn results in a reduction of the loss of mass, 
which is close to the reference process.  

Furthermore, the footages depicted in Figure 5b - Figure 5d 
shows the effect of the reduced oxygen concentration on the 
shape of the escaping spatters during the fourth pass. While the 
spatters in Figure 5b and Figure 5c show a rather disordered 
and edged shape, in Figure 5d the spatters have a more 
spherical shape. The same has been observed for the resulting 
spatters in nitrogen atmosphere. The less oxygen there was in 
the surrounding atmosphere, the more spherical the spatters 
were. A similar observation can be made for the formation of 
the remaining burr. This effect can be attributed to the 
increasing surface tension with decreasing oxygen content, as 
already shown in chapter 3.1. The resulting burr, which is 
visible in the high-speed recordings, leads to the assumption, 
that the amount of these re-solidifications at the sheet surface 
could be affected by the different atmospheric conditions. This 
could be another explanation for the differences in loss of mass 
beside the amount of spatters, which are leaving the processing 
zone. A surface characterization of the processed areas by 
means of SEM-images is given in Figure 6.  

 
Fig. 6 SEM-images of resulting surface structure of the areal processed 
specimens for AISI 304 (left) and EN AW-2618 (right) after four scans 
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However, it is not possible to state differences for the 
amount of re-solidifications on the surface on the basis of the 
SEM-images. Merely, it can be seen, that the size of the melt 
accumulations are significantly bigger for EN AW-2618 
compared to AISI 304, which also corresponds to the 
observations of spatter formation in the high-speed recordings. 
Particularly in the case of aluminum, it can also be seen that a 
more rough surface on the re-solidifications results in the 
reference process, compared to the surfaces generated under 
the adjusted environmental conditions (see Fig. 6, right). 
Further investigations on the surface appearance might give a 
deeper understanding regarding the effects on surface tension 
of the melt.    

4. Conclusion 

In this paper, the effect of reduced ambient pressures and 
different atmospheric composition on the loss of mass while 
remote laser welding with scanning speeds of 600 m/min was 
examined. For both processed materials in the present study, 
the following conclusions can be drawn for the applied 
conditions:  
1. The loss of mass while processing EN AW-2618 can be 

increased of up to 230 % in a reduced ambient pressure of 
5 mbar. For AISI 304 a decrease of about 27 % was 
observed. This contrary behavior could be due to the 
different material properties such as viscosity of the melt 
and the formation of an oxide layer in aluminum, which 
leads to changed fluid dynamics and affect the droplet 
escape conditions. 

2. Regarding the different atmospheric compositions, it can 
be stated that the loss of mass and respectively the spatter 
formation while processing AISI 304 in argon 
atmospheres is consistently lower than in nitrogen 
atmospheres. EN AW-2618 also shows a contrary 
behavior at this point. The processing in argon atmosphere 
results in a higher loss of mass (about 87 %) than in 
nitrogen atmosphere. Further, it seems that the reduced 
oxygen concentration has more impact on the surface 
tension than the applied reduced ambient pressures, 
regarding the shape of the occurring spatters in case of 
aluminum.  

In further investigations, high-speed recordings will be 
improved regarding the frame rate and the angle of view. E.g. 
coaxial recordings could be carried out to determine the 
geometry of the processing zone to provide more information 
of the removal mechanism. In addition, the application of 
image processing will be carried out for a deeper understanding 
of the process. A further separation of the effects of surface 
tension and reduced ambient pressures on spatter formation 
will be gained by experiments, considering different alloys and 
atmospheric compositions.  
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 

Procedia CIRP 94 (2020) 493–498

2212-8271 © 2020 The Authors. Published by Elsevier B.V.
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/)
Peer-review under responsibility of the Bayerisches Laserzentrum GmbH
10.1016/j.procir.2020.09.170

© 2020 The Authors. Published by Elsevier B.V. 
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/)
Peer-review under responsibility of the Bayerisches Laserzentrum GmbH

 

Available online at www.sciencedirect.com 

ScienceDirect 
Procedia CIRP 94 (2020) 493–498 

  
     www.elsevier.com/locate/procedia 
   

 

 

2212-8271 © 2020 The Authors. Published by Elsevier B.V. 
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/) 
Peer review statement: Peer-review under responsibility of the Bayerisches Laserzentrum GmbH 
10.1016/j.procir.2020.09.170 

11th CIRP Conference on Photonic Technologies [LANE 2020] on September 7-10, 2020 

Controlling the kerf properties of underwater laser cutting of stainless steel 
with 3 mm thickness using an Yb:YAG laser source in nuclear 

decommissioning processes 
 Jan Leschkea,*, Benjamin Emdea, Jörg Hermsdorfa, Stefan Kaierlea, Ludger Overmeyera  

aLaser Zentrum Hannover e.V., Hollerithallee 8, 30419 Hannover, Germany 

* Corresponding author. Tel.: +49-511-2788-279; fax: +49-511-2788-0. E-mail address: j.leschke@lzh.de 

Abstract 

For nuclear decommissioning, the formation of secondary wastes has to be avoided to minimize the need for water and air filtering. Aiming at 
the minimization of material loss at cutting assignments, this study deploys an Yb:YAG laser for the underwater laser cutting of AISI304 (SS304) 
stainless steel samples with a thickness of 3 mm used in a range from 2 to 4 kW. Compressed air and nitrogen are applied as the cutting gases 
with a maximum of 6 bar. For studying the generation of waste material in the surrounding water, the influence of the process parameters on the 
kerf properties has been studied. Therefore, the characteristics of the resulting kerfs, particularly the weight loss and the occurring dross, were 
categorized and classified with respect to the weight loss of the samples. Regarding the application of nuclear decommissioning, a weight loss of 
more than 95 % compared to conventional saw cutting was obtained due to the formation of adhering dross. 
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1. Introduction 

Until 2017, more than 600 nuclear reactors were shut down 
worldwide; in 2018, another six nuclear power plants were 
closed worldwide. In Germany alone, 21 nuclear power plants 
are under decommissioning due to Germany’s nuclear phase-
out till 2020. Regarding decommissioning durations of about 
10 to 20 years and over 50 nuclear reactors which are under 
construction worldwide (plus more than 100 planned), nuclear 
decommissioning will remain an important task in the coming 
decades [1, 2]. 

In Germany, the facilities will be decommissioned by 
immediate dismantling, i.e. the reactor pressure vessel and its 
associated components are disassembled in the existing cooling 
water for radiation protection [1]. For this purpose, processes 
which are suitable for underwater operation are needed. Since 

filtering of the surrounding air and water and especially the 
storage space in nuclear waste containers are huge cost factors, 
there is a need for dismantling processes which generate low 
emissions in terms of particles and aerosols, commonly known 
as secondary wastes. Additionally, the feasibility of cutting 
complex geometries is preferable, as it allows an optimized 
waste storing. Besides conventional cutting techniques like 
sawing, plasma cutting or water jet cutting, underwater laser 
cutting has become a tool for nuclear decommissioning, as it 
offers the possibility of cutting nearly every material with 
cutting depths depending on the deployed laser power [3]. 

First studies about underwater laser cutting were carried out 
in the late 1980s and 1990s using CO, CO2 and also pulsed 
YAG lasers [4, 5, 6]. Since the 2000s, fiber guided high power 
lasers were considered for scientific investigations, allowing for 
higher flexibility [7, 8]. Studies carried out were focused 
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1. Introduction 

Until 2017, more than 600 nuclear reactors were shut down 
worldwide; in 2018, another six nuclear power plants were 
closed worldwide. In Germany alone, 21 nuclear power plants 
are under decommissioning due to Germany’s nuclear phase-
out till 2020. Regarding decommissioning durations of about 
10 to 20 years and over 50 nuclear reactors which are under 
construction worldwide (plus more than 100 planned), nuclear 
decommissioning will remain an important task in the coming 
decades [1, 2]. 

In Germany, the facilities will be decommissioned by 
immediate dismantling, i.e. the reactor pressure vessel and its 
associated components are disassembled in the existing cooling 
water for radiation protection [1]. For this purpose, processes 
which are suitable for underwater operation are needed. Since 

filtering of the surrounding air and water and especially the 
storage space in nuclear waste containers are huge cost factors, 
there is a need for dismantling processes which generate low 
emissions in terms of particles and aerosols, commonly known 
as secondary wastes. Additionally, the feasibility of cutting 
complex geometries is preferable, as it allows an optimized 
waste storing. Besides conventional cutting techniques like 
sawing, plasma cutting or water jet cutting, underwater laser 
cutting has become a tool for nuclear decommissioning, as it 
offers the possibility of cutting nearly every material with 
cutting depths depending on the deployed laser power [3]. 

First studies about underwater laser cutting were carried out 
in the late 1980s and 1990s using CO, CO2 and also pulsed 
YAG lasers [4, 5, 6]. Since the 2000s, fiber guided high power 
lasers were considered for scientific investigations, allowing for 
higher flexibility [7, 8]. Studies carried out were focused 
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towards decommissioning in the field of maritime usage [9, 10] 
or nuclear applications [11, 12, 13]. In nuclear based studies, 
where the cutting of stainless steels and zirconium alloys is of 
primary interest, the focus was on the cutting of high material 
thicknesses, as well as on the reduction of secondary wastes. 
Alfillé et al. and Chida et al. used fixed parameters for laser 
power and gas pressure for their tests with material thicknesses 
up to 30 mm [6, 8]. The results presented by Chida et al. 
revealed a slightly lower total weight loss of 93 g/m cutting 
14 mm thick SS316L. Though, besides the generation of 
smaller cutting kerfs resulting from the use of the YAG laser 
instead of the CO2, the influences of the process parameters on 
the resulting kerfs were not discussed [6]. 

Khan and Hilton compared underwater laser cutting with 
laser cutting in atmospheric conditions for S275JR C-Mn and 
SS304 in 6, 12 and 32 mm thickness. The examined average 
dross height and mass reduction regarding cutting speed and 
gas pressure, using compressed air as cutting gas. Large dross 
formations were primarily noticed for S275JR, especially with 
material thicknesses from 12 mm upwards. The relationship 
between dross height, mass reduction and the process 
parameters was no object of research. However, it was pointed 
out that underwater laser cutting leads to significant benefits 
regarding mass reduction in contrast to cutting in air [11]. 

Jain et al. realized nearly no dross adhesion by using oxygen 
as cutting gas when cutting SS304 in 6 mm thickness. The dross 
formation is lower when cutting underwater instead in air [13]. 

Regarding the generation of aerosols by underwater laser 
cutting, Peillon et al. discovered a reduction by a factor of 10 
compared to laser cutting processes in air. Furthermore, the 
investigations revealed that limiting the size of the heat affected 
zone (HAZ) is beneficial for a further reduction of aerosol 
emissions. This is realized by using high laser powers combined 
with high cutting speeds. An additional reduction of the aerosol 
generation can be achieved by raising the water depth [14]. 

There have been investigations in atmosphere using DOE 
methods using similar factors and responses, but due to the 
different process conditions comparisons to underwater cutting 
are not feasible [15]. 

Even though extensive research has been carried out 
concerning underwater laser cutting throughout the last 30 to 
40 years, the mechanisms and relationships between kerf 
characteristics and process parameters, especially for thin plates 
which offer potential for low material loss due to adhering 
dross, have not been fundamentally determined yet. In this 
paper, an extensive investigation on the kerf characteristics and 
their formation is carried out with the goal of a better 
understanding and the ability to control the cutting results to the 
needs of the respective application. Regarding nuclear 
applications considering a low weight loss, it needs to be 
clarified if the focus should lie on the maximization of adhering 
dross or on the generation of preferably thin cutting kerfs. The 
study is carried out with SS304 samples of 3 mm thickness, 
since it allows to spread the parameter range resulting in 
successful cuts to obtain a variety of kerf characteristics as well 
as it is a common subject in nuclear decommissioning.  

2. Experimental setup 

The investigations were accomplished in a water tank with 
a volume of 1 m³, where SS304 samples are positioned in a 
clamping system in approx. 0.7 m water depth. The samples 
have a size of 200 mm x 20 mm x 3 mm. An Yb:YAG laser 
with a wavelength of 1030 nm and a beam parameter product 
of 8 mm·mrad is used in a power range from 2 up to 4 kW. The 
optical system consists of a 200 mm collimation, a 200 mm 
focusing lens and a fiber with a diameter of 200 µm, which 
results in a calculated Rayleigh length of 1.25 mm. For more 
information about the optical system refer to [9]. The focus is 
positioned on the top surface of the samples. A gantry axis 
system is utilized to move the optics. The gas nozzle is 
positioned coaxially to the laser beam and the laser beam is set 
perpendicularly to the sample surface. Conical nozzles with 
different outlet diameters were applied.  

3. Methodology 

The measured amount of lost material mr, which went into 
the surrounding water or turned gaseous, is defined as the main 
target response in this study. It is obtained by weighing the 
samples before and after applying the cutting tests. The 
characteristics that define the final weight of the sample are the 
size of the kerf, the kerf geometry, the amount of adhering 
dross and the type of dross. As the size of the kerf is difficult 
to measure, the cut area A is used to determine the kerf size in 
this study. A is measured by filling the kerfs with acrylic to 
maximize contrast and then scanning the samples with a flatbed 
scanner unit. Afterwards, the cut area A is quantified using 
digital image processing via OpenCV. The amount of adhering 
dross is calculated taking account of the definitions depicted in 
Fig. 1. 

 

Fig. 1. Schematic transverse cross section of cut samples showing the 
theoretic cut types supposed in this study (a) 1. ideal cutting result: kerf is 
orthogonal to the sample surface (mi, green profile); (b) 2. orthogonal kerf 

with additional dross on the backside of the sample (mdross, blue profile); (c) 3. 
orthogonal kerf with missing material on the backside of the sample (mdiv, red 

profile) 

Fig. 1 points out schematic transverse cross sections of 
hypothetical cuts showing three different cut types supposed in 
this study. Fig. 1a shows a theoretic ideal cut: The area of the 
cut on the top of the sample is the same as the area on the 
bottom. The weight of the material removed from the sample 
by the ideal cut is defined as mi (marked green). Fig. 1b shows 
an ideal cut with adhering dross (weight mdross) formed on the 
backside of the sample, leading to a weight difference between 
mr and mi. Fig. 1c shows a diverging kerf or a kerf with missing 
material on the backside of the sample. The weight of the 
missing material is defined as mdiv. 

The weight loss of the ideal cut mi is calculated by 
𝑚𝑚𝑖𝑖 = 𝜌𝜌𝑆𝑆𝑆𝑆304 ∙ 𝐴𝐴 ∙ 𝑑𝑑, (1) 

with the density of stainless steel ρSS304 (= 7.9 g/cm³) and the 

mi mi mi 
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a b c 
direction of cut 
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material thickness d. Regarding the characteristics in Fig. 1, mr 
can be described as  

𝑚𝑚𝑟𝑟 = 𝑚𝑚𝑖𝑖 −𝑚𝑚𝑑𝑑𝑟𝑟𝑑𝑑𝑑𝑑𝑑𝑑 + 𝑚𝑚𝑑𝑑𝑖𝑖𝑑𝑑 = 𝑚𝑚𝑖𝑖 − ∆𝑚𝑚, (2) 
with Δm as the general variation between the measured and the 
ideal weight loss: 

∆𝑚𝑚 = 𝑚𝑚𝑖𝑖 − 𝑚𝑚𝑟𝑟. (3) 
Regarding formula 3, a positive value of Δm indicates the 

formation of dross, while a negative value indicates a diverging 
kerf. As real cutting results are always a combination of both 
characteristics, Δm shows a tendency towards one or the other. 
The kerfs are inspected visually for validation and for the 
classification of the dross type DT. Analyzing the backsides of 
the kerfs shows three characteristic dross types as well as 
mixtures of the three of them. The occurring DTs are listed in 
Fig. 3, including the ball type (Fig. 3c), the line type (Fig. 3b) 
and inhomogeneous results (Fig. 3a, Fig. 3d). 

The classification in the following section combines the kerf 
characteristics listed in Table 1. 

Table 1. Kerf characteristics considered in the study 

characteristic symbol 
measured amount of material loss per meter mr 
amount of adhering dross per meter Δm 
cut area for 140 mm cutting length A 
dross type DT 

 
For gaining process understanding and qualitative 

knowledge, including possible two-factor interactions as well 
as quadratic terms, a definitive screening design (DSD) 
approach was used via the statistical software jmp® [16]. The 
benefit of DSD is that the main effects are completely 
independent from two-factor interactions. Additionally, the 
quadratic terms are not completely confounded with the two-
factor interactions, giving the design a high statistical 
efficiency. 

4. Results and discussions 

For the investigations, a close nozzle distance of dn = 2 mm 
was chosen to allow the implementation of low-level parameter 
sets. A DSD consisting of 18 runs, covering the factors laser 
power PL, cutting gas pressure p, speed v and nozzle diameter 
Øn with factor ranges as listed in Table 2 was carried out to 
identify the fundamental relations between factors and 
responses.  

Table 2. Factor ranges used for the DSD test at a nozzle distance of dn = 2 mm 

factor range of tested values 
PL 2 – 4 kW 
p 0.25 – 3.75 bar 
v 5 – 15 mm/s (0.3 – 0.9 m/min) 
Øn 1.4 & 2.7 mm 

 
The distance of travel is 140 mm, and air is used as cutting 

gas. The ranges for the factors were chosen to ensure proper 
cutting results, since uncut samples cannot be used for the 
analysis. The resulting active effects determined to be 
significant at the 0.05 significance level were the cutting gas 
pressure and the laser power as well as the interaction between 
the two of them and the cutting gas pressure as a quadratic 

effect. All higher-order effects obey strong effect heredity. The 
residuals do not show significant deviation from the normal 
distribution. Fig. 2 shows the prediction results for the low and 
high levels of the active effects and the three responses of 
interest: the measured weight loss mr, the adhering dross Δm 
and the cut area A.  
 

 

Fig. 2. Prediction results of the fitted model of the DSD at a nozzle distance 
of dn = 2 mm, (a), (b), (c), (d) effects of the low and high value combinations 

of the significant factors laser power, gas pressure and speed on the 
responses. Considered parameter combinations are marked with red lines 

Because the cutting speed has a noticeable impact on the 
cutting result, the effect has also been added to the plots, as its 
p-value only slightly exceeds the 0.05 significance level with a 
p-value of 0.062. The red numbers and lines mark the specific 
parameter set for the factors (x-axis) and the responses (y-axis). 
The sets are named (a) – (d) in the following, corresponding to 
the figure. The two-factor interaction between the laser power 
and the cutting gas pressure gets visible, for example in Fig. 2a 
and Fig. 2b, where the slope of the relationship between weight 
loss mr and laser power PL changes due to raising the gas 
pressure value. 

Fig. 3 shows the adhering dross and the kerfs in top view as 
well as response values of corresponding example cuts 
processed with the parameter sets marked in Fig. 2. The red 
markers in Fig. 2 show the high and low levels of the factors 
laser power and cutting gas pressure and the prediction for the 
three responses. The cutting speed is adjusted to maximize the 
effect on the weight loss, resulting in four different sets of kerf 
characteristics. 
The parameter set in Fig. 2a includes the high levels of all three 
factors, where the predicted result is a large weight loss, based 
on a mid-sized cut area and a low amount of dross. The 
example kerf in Fig. 3a depicts this scenario showing an 
inhomogeneous distribution of adhering dross that makes up 
only about 1.2 g/m and a cut area of over 130 mm². The top 
surface of the sample shows distinct markings of the 
exothermic reaction with the oxygen portion contained in the 
compressed air. The low gas pressure and flow allow the 
exothermic reaction take place right at the sample. The low 
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towards decommissioning in the field of maritime usage [9, 10] 
or nuclear applications [11, 12, 13]. In nuclear based studies, 
where the cutting of stainless steels and zirconium alloys is of 
primary interest, the focus was on the cutting of high material 
thicknesses, as well as on the reduction of secondary wastes. 
Alfillé et al. and Chida et al. used fixed parameters for laser 
power and gas pressure for their tests with material thicknesses 
up to 30 mm [6, 8]. The results presented by Chida et al. 
revealed a slightly lower total weight loss of 93 g/m cutting 
14 mm thick SS316L. Though, besides the generation of 
smaller cutting kerfs resulting from the use of the YAG laser 
instead of the CO2, the influences of the process parameters on 
the resulting kerfs were not discussed [6]. 

Khan and Hilton compared underwater laser cutting with 
laser cutting in atmospheric conditions for S275JR C-Mn and 
SS304 in 6, 12 and 32 mm thickness. The examined average 
dross height and mass reduction regarding cutting speed and 
gas pressure, using compressed air as cutting gas. Large dross 
formations were primarily noticed for S275JR, especially with 
material thicknesses from 12 mm upwards. The relationship 
between dross height, mass reduction and the process 
parameters was no object of research. However, it was pointed 
out that underwater laser cutting leads to significant benefits 
regarding mass reduction in contrast to cutting in air [11]. 

Jain et al. realized nearly no dross adhesion by using oxygen 
as cutting gas when cutting SS304 in 6 mm thickness. The dross 
formation is lower when cutting underwater instead in air [13]. 

Regarding the generation of aerosols by underwater laser 
cutting, Peillon et al. discovered a reduction by a factor of 10 
compared to laser cutting processes in air. Furthermore, the 
investigations revealed that limiting the size of the heat affected 
zone (HAZ) is beneficial for a further reduction of aerosol 
emissions. This is realized by using high laser powers combined 
with high cutting speeds. An additional reduction of the aerosol 
generation can be achieved by raising the water depth [14]. 

There have been investigations in atmosphere using DOE 
methods using similar factors and responses, but due to the 
different process conditions comparisons to underwater cutting 
are not feasible [15]. 

Even though extensive research has been carried out 
concerning underwater laser cutting throughout the last 30 to 
40 years, the mechanisms and relationships between kerf 
characteristics and process parameters, especially for thin plates 
which offer potential for low material loss due to adhering 
dross, have not been fundamentally determined yet. In this 
paper, an extensive investigation on the kerf characteristics and 
their formation is carried out with the goal of a better 
understanding and the ability to control the cutting results to the 
needs of the respective application. Regarding nuclear 
applications considering a low weight loss, it needs to be 
clarified if the focus should lie on the maximization of adhering 
dross or on the generation of preferably thin cutting kerfs. The 
study is carried out with SS304 samples of 3 mm thickness, 
since it allows to spread the parameter range resulting in 
successful cuts to obtain a variety of kerf characteristics as well 
as it is a common subject in nuclear decommissioning.  

2. Experimental setup 

The investigations were accomplished in a water tank with 
a volume of 1 m³, where SS304 samples are positioned in a 
clamping system in approx. 0.7 m water depth. The samples 
have a size of 200 mm x 20 mm x 3 mm. An Yb:YAG laser 
with a wavelength of 1030 nm and a beam parameter product 
of 8 mm·mrad is used in a power range from 2 up to 4 kW. The 
optical system consists of a 200 mm collimation, a 200 mm 
focusing lens and a fiber with a diameter of 200 µm, which 
results in a calculated Rayleigh length of 1.25 mm. For more 
information about the optical system refer to [9]. The focus is 
positioned on the top surface of the samples. A gantry axis 
system is utilized to move the optics. The gas nozzle is 
positioned coaxially to the laser beam and the laser beam is set 
perpendicularly to the sample surface. Conical nozzles with 
different outlet diameters were applied.  

3. Methodology 

The measured amount of lost material mr, which went into 
the surrounding water or turned gaseous, is defined as the main 
target response in this study. It is obtained by weighing the 
samples before and after applying the cutting tests. The 
characteristics that define the final weight of the sample are the 
size of the kerf, the kerf geometry, the amount of adhering 
dross and the type of dross. As the size of the kerf is difficult 
to measure, the cut area A is used to determine the kerf size in 
this study. A is measured by filling the kerfs with acrylic to 
maximize contrast and then scanning the samples with a flatbed 
scanner unit. Afterwards, the cut area A is quantified using 
digital image processing via OpenCV. The amount of adhering 
dross is calculated taking account of the definitions depicted in 
Fig. 1. 

 

Fig. 1. Schematic transverse cross section of cut samples showing the 
theoretic cut types supposed in this study (a) 1. ideal cutting result: kerf is 
orthogonal to the sample surface (mi, green profile); (b) 2. orthogonal kerf 

with additional dross on the backside of the sample (mdross, blue profile); (c) 3. 
orthogonal kerf with missing material on the backside of the sample (mdiv, red 

profile) 

Fig. 1 points out schematic transverse cross sections of 
hypothetical cuts showing three different cut types supposed in 
this study. Fig. 1a shows a theoretic ideal cut: The area of the 
cut on the top of the sample is the same as the area on the 
bottom. The weight of the material removed from the sample 
by the ideal cut is defined as mi (marked green). Fig. 1b shows 
an ideal cut with adhering dross (weight mdross) formed on the 
backside of the sample, leading to a weight difference between 
mr and mi. Fig. 1c shows a diverging kerf or a kerf with missing 
material on the backside of the sample. The weight of the 
missing material is defined as mdiv. 

The weight loss of the ideal cut mi is calculated by 
𝑚𝑚𝑖𝑖 = 𝜌𝜌𝑆𝑆𝑆𝑆304 ∙ 𝐴𝐴 ∙ 𝑑𝑑, (1) 

with the density of stainless steel ρSS304 (= 7.9 g/cm³) and the 
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material thickness d. Regarding the characteristics in Fig. 1, mr 
can be described as  

𝑚𝑚𝑟𝑟 = 𝑚𝑚𝑖𝑖 −𝑚𝑚𝑑𝑑𝑟𝑟𝑑𝑑𝑑𝑑𝑑𝑑 + 𝑚𝑚𝑑𝑑𝑖𝑖𝑑𝑑 = 𝑚𝑚𝑖𝑖 − ∆𝑚𝑚, (2) 
with Δm as the general variation between the measured and the 
ideal weight loss: 

∆𝑚𝑚 = 𝑚𝑚𝑖𝑖 − 𝑚𝑚𝑟𝑟. (3) 
Regarding formula 3, a positive value of Δm indicates the 

formation of dross, while a negative value indicates a diverging 
kerf. As real cutting results are always a combination of both 
characteristics, Δm shows a tendency towards one or the other. 
The kerfs are inspected visually for validation and for the 
classification of the dross type DT. Analyzing the backsides of 
the kerfs shows three characteristic dross types as well as 
mixtures of the three of them. The occurring DTs are listed in 
Fig. 3, including the ball type (Fig. 3c), the line type (Fig. 3b) 
and inhomogeneous results (Fig. 3a, Fig. 3d). 

The classification in the following section combines the kerf 
characteristics listed in Table 1. 

Table 1. Kerf characteristics considered in the study 

characteristic symbol 
measured amount of material loss per meter mr 
amount of adhering dross per meter Δm 
cut area for 140 mm cutting length A 
dross type DT 

 
For gaining process understanding and qualitative 

knowledge, including possible two-factor interactions as well 
as quadratic terms, a definitive screening design (DSD) 
approach was used via the statistical software jmp® [16]. The 
benefit of DSD is that the main effects are completely 
independent from two-factor interactions. Additionally, the 
quadratic terms are not completely confounded with the two-
factor interactions, giving the design a high statistical 
efficiency. 

4. Results and discussions 

For the investigations, a close nozzle distance of dn = 2 mm 
was chosen to allow the implementation of low-level parameter 
sets. A DSD consisting of 18 runs, covering the factors laser 
power PL, cutting gas pressure p, speed v and nozzle diameter 
Øn with factor ranges as listed in Table 2 was carried out to 
identify the fundamental relations between factors and 
responses.  

Table 2. Factor ranges used for the DSD test at a nozzle distance of dn = 2 mm 

factor range of tested values 
PL 2 – 4 kW 
p 0.25 – 3.75 bar 
v 5 – 15 mm/s (0.3 – 0.9 m/min) 
Øn 1.4 & 2.7 mm 

 
The distance of travel is 140 mm, and air is used as cutting 

gas. The ranges for the factors were chosen to ensure proper 
cutting results, since uncut samples cannot be used for the 
analysis. The resulting active effects determined to be 
significant at the 0.05 significance level were the cutting gas 
pressure and the laser power as well as the interaction between 
the two of them and the cutting gas pressure as a quadratic 

effect. All higher-order effects obey strong effect heredity. The 
residuals do not show significant deviation from the normal 
distribution. Fig. 2 shows the prediction results for the low and 
high levels of the active effects and the three responses of 
interest: the measured weight loss mr, the adhering dross Δm 
and the cut area A.  
 

 

Fig. 2. Prediction results of the fitted model of the DSD at a nozzle distance 
of dn = 2 mm, (a), (b), (c), (d) effects of the low and high value combinations 

of the significant factors laser power, gas pressure and speed on the 
responses. Considered parameter combinations are marked with red lines 

Because the cutting speed has a noticeable impact on the 
cutting result, the effect has also been added to the plots, as its 
p-value only slightly exceeds the 0.05 significance level with a 
p-value of 0.062. The red numbers and lines mark the specific 
parameter set for the factors (x-axis) and the responses (y-axis). 
The sets are named (a) – (d) in the following, corresponding to 
the figure. The two-factor interaction between the laser power 
and the cutting gas pressure gets visible, for example in Fig. 2a 
and Fig. 2b, where the slope of the relationship between weight 
loss mr and laser power PL changes due to raising the gas 
pressure value. 

Fig. 3 shows the adhering dross and the kerfs in top view as 
well as response values of corresponding example cuts 
processed with the parameter sets marked in Fig. 2. The red 
markers in Fig. 2 show the high and low levels of the factors 
laser power and cutting gas pressure and the prediction for the 
three responses. The cutting speed is adjusted to maximize the 
effect on the weight loss, resulting in four different sets of kerf 
characteristics. 
The parameter set in Fig. 2a includes the high levels of all three 
factors, where the predicted result is a large weight loss, based 
on a mid-sized cut area and a low amount of dross. The 
example kerf in Fig. 3a depicts this scenario showing an 
inhomogeneous distribution of adhering dross that makes up 
only about 1.2 g/m and a cut area of over 130 mm². The top 
surface of the sample shows distinct markings of the 
exothermic reaction with the oxygen portion contained in the 
compressed air. The low gas pressure and flow allow the 
exothermic reaction take place right at the sample. The low 
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laser power in combination with the burning marks on the top 
of the sample lead to the conclusion that the cut process mainly 
works through exothermic energy, causing a relatively large cut 
area. The high impact of the exothermic reaction in 
combination with a low cutting speed seems to eject the 
oxidized and brittle dross directly into the surrounding water. 
 

 

Fig. 3. Occurring dross types (DT), side view and top surface of the kerfs of 
samples corresponding to the parameter sets of Fig. 2 with responses (a) 

none/inhomogeneous; (b) line type; (c) ball type and (d) none/inhomogeneous 

Parameter set (b) in Fig. 2b consists of the low-level value 
of the laser power and the high levels of the cutting gas pressure 
and the cutting speed. The outcome is a moderate amount of 
adhering dross and a small kerf, which adds up to a relatively 
low weight loss of around 7 g/m (Fig. 3b). The type of 
generated dross is homogeneously distributed and line-shaped. 
Due to the low laser power, a small cut area is generated. The 
high cutting gas pressure and flow bends the molten material 
into the line-shaped geometry and also reduces the impact of 
the exothermic reaction. Marks from the burning gas are barely 
visible. The high cutting speed supports the formation of dross, 
as the short impact of the flow allows the melt to solidify at the 
sample.  

Fig. 2c shows the prediction for the high level of the laser 
power and the cutting speed and the low level of the cutting gas 
pressure. It results in the highest formation of dross, as it can 
be seen in Fig. 3c, which is defined as ball type. The amount of 

dross sums up to around 25 g/m, leading to lowest weight loss 
in the investigation, even though the cut area is the largest. 
Markings of the exothermic reaction are visible, but less 
pronounced than in Fig. 2a. Similar to parameter set (a), a large 
cut area is generated, but as the laser power and the cutting 
speed are high, the impact of the exothermic reaction is reduced 
and seems to be sufficient to open up the kerf. The ratio 
between laser and exothermic energy is shifted towards the 
laser resulting in a more controlled cut. Due to the low gas flow 
and the high cutting speed, the dross balls are not further 
affected which allows them to solidify at the backside of the 
sample. 

Parameter set (d), shown in Fig. 2d, utilizes a high laser 
power and cutting gas pressure, but a low cutting speed. Caused 
by the combination of high gas pressure and low cutting speed, 
a huge amount of the melt is ejected into the water, as the slow-
moving nozzle and the gas flow do not allow the melt to 
solidify at the sample. The small amount of dross has line type 
characteristics, but a spare and inhomogeneous distribution 
(Fig. 3d). 

The cutting speed v has a linear effect on all parameter 
combinations, where low speed values result in larger kerf 
areas and less dross, leading to a higher weight loss. Higher 
speed values, on the other hand, cause smaller kerfs and larger 
amounts of dross and consequently less weight loss. This result 
stands in contrast to the results of Khan and Hilton, who stated 
that a decrease in speed leads to an increase in adhering dross 
or dross height, respectively [11]. Possibly, the behavior of the 
dross changes with higher material thicknesses as in the named 
study, even though this effect was described as comparatively 
low and only noticeable with thicknesses above 30 mm for 
SS304, working in focus.  

The nozzle diameter Øn was not determined as significant 
effect in this test, even though its impact on the cutting gas 
pressure, which instead was identified to be significant, and the 
gas flow is obvious. 

The effects of the laser power and the cutting gas pressure 
are connected via the two-factor interaction caused by the ratio 
of the exothermic and the laser energy. While a controlled 
portion of exothermic energy helps the generation of a large 
amount of dross, too much of it leads to a dross reduction, due 
to the huge impact of the reaction. This ratio can be controlled 
by the laser energy, but also by the cutting speed as the duration 
of the exothermic impact affects the dross formation.  

A subsequent investigation shows another factor besides the 
effects regarding the exothermic reaction: the nozzle distance 
dn, which affects the gas flow due to the water density. The test 
was carried out using a low cutting gas pressure of 0.25 bar, 
adapting the parameter sets (c) and (a) from Fig. 2, but with an 
increased nozzle distance of dn = 5 mm. Set (c) shows the same 
characteristics as in the former study at 2 mm distance and 
forms out solid ball type dross (Fig. 4a). Fig. 4b shows the 
result of an example cut with parameter set (a), which 
completely differs from the result with the lower dn, since large 
amounts of ball type dross can be found on the backside of the 
sample. The lowered amount of air that reaches the sample 
seems to lower the exothermic reaction affecting the dross. 
Even though, there is an effect that can be noticed by the brittle 
formation of the dross, comparable to cuts with oxygen [9]. The 
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cut in Fig. 4c shows parameter set (c) with nitrogen as cutting 
gas. As it can be seen, ball type dross is produced, but the kerf 
is closed again by solidified melt. This shows another 
mechanism of the exothermic reaction, as it causes the 
solidifying melt to open up the kerf.  

 

 

Fig. 4. Different dross examples at a cutting gas pressure of p = 0.25 bar and 
a nozzle distance of dn = 5 mm (a) PL = 4 kW, v = 15 mm/s, gas = air: large 
and solid dross balls; (b) PL = 2 kW, v = 5 mm/s, gas = air: large and brittle 

dross balls; (c) PL = 4 kW, v = 15 mm/s, gas = nitrogen: kerf filled with 
solidified melt, large and solid dross balls 

Based on parameter set (c), a study examining the influence 
of the cutting gas pressure was carried out, keeping the dn of 
5 mm, a laser power of 4 kW and a cutting speed of 15 mm/s. 
Both air and nitrogen were tested as cutting gases (Fig. 5).  

 

Fig. 5. Influence of the cutting gas pressure on the kerf characteristics, 
comparing air and nitrogen as cutting gas, with cutting gas flow Q. 

Parameters: PL = 4 kW, Øn = 1.7 mm, dn = 5 mm, v = 15 mm/s, SS304, 
d = 3 mm. Three measurements for each point. 

Corresponding to the diagrams in Fig. 2, the figure shows 
the influence of the cutting gas pressure on the kerf 
characteristics. The markers in the diagram indicate the dross 
type as defined in Fig. 3. The resulting cutting gas flow Q lies 
in a range of around 25 l/min at p = 0.25 bar and 200 l/min at 
p = 6 bar.  

As expected, using air as cutting gas leads to a low amount 
of weight loss in the low-pressure range, increasing with the 
pressure value. The amount of dross and the size of the cut area 
show the contrary behavior, following the mechanics described 
above. Table 3 shows the means and standard deviations of 
eight replications of the best parameter set in terms of low 
material loss (p = 0.25 bar) with air for statistical purposes. 

Table 3: Mean and standard deviation with p = 0.25 bar and air as cutting gas, 
eight measurements. Same parameters as used for Fig. 5. 

Response mr (g/m) Δm (g/m) A (mm²) 
Mean 2.33 46.86 294.98 
Standard dev. 0.85 3.77 22.89 

 
At a cutting gas pressure of about 0.75 – 1 bar, the process 

shows some instabilities regarding the weight loss and the 
resulting dross type. The standard deviation raises and the dross 
type is at the transition from ball type to line type. At p = 1 bar, 
one of the samples shows line type characteristics, leading to a 
larger weight loss due to a smaller amount of adhering dross. 
Further raising the cutting gas pressure leads to smaller kerfs, 
but also to smaller amounts of adhering dross. This results in a 
cleaner kerf, but also in a larger amount of material loss. In 
contrast to the results of the DSD at a nozzle distance of 
dn = 2 mm, the kerf characteristics for the line dross and the 
cuts with none or inhomogeneous dross are very similar.  

The tests with nitrogen as cutting gas show a substantially 
different behavior, as there is no exothermic reaction in the 
process. An obvious difference compared to the tests with air 
is that low cutting gas pressures lead to unsuccessful cuts, as 
the solidified dross fills up the kerf again after cutting, as 
already shown in Fig. 4c. In contrast to the cuts with air, the 
lack of exothermic energy causes the closure of the kerfs. At 
p = 2 bar, a stable process can be established with comparably 
low weight loss due to the formation of ball type dross and a 
relatively small cut area. Further raising p leads to the 
formation of line dross, even at p = 6 bar.  

By producing ball type dross even at the larger nozzle 
distance of dn = 5 mm, parameter set (c) used with air as cutting 
gas indicates robustness against varying work distances. It also 
allows for a reduced risk of collisions with the material to be 
cut as well as of contaminations on the safety glass. 

Additionally, focus position variation has been tested at the 
p = 0.25 bar setting with air since it allows for the lowest 
weight reduction in the presented investigations. The focus 
positions -1.5 mm (below plate surface), 0 mm (plate surface) 
and 1.5 mm (above plate surface) have been tested 5 times each 
with no significant changes in the response means. However, 
the standard variation increases at all three responses when the 
focus is positioned above the surface. 

It becomes apparent that kerfs displaying ball type dross 
feature a considerably low weight loss for the given sample 
thickness, even if the cut area is comparatively large. The 
generation of a thin kerf by high gas pressure, producing line 
type dross, interestingly leads to a higher weight loss and 
spread of potential secondary wastes. This is of high interest 
for the application in the nuclear decommissioning sector. 
Since this DT requires only a low cutting gas flow of around 
25 l/min, it adds to the profitability of the process by saving 
gas, but also by lowering the filtering effort for water and air, 
since the spread of the secondary wastes is reduced. The high 
cutting speed offers time advantages and possibly positive 
effects regarding the production of aerosols, as stated by 
Peillon et al., to a reduced HAZ in combination with high laser 
powers [14]. 

For a comparison between the result of the test shown in Fig. 
5 and a conventional cutting technique in nuclear 

a b c 5 mm 

�̅�𝑄0.25 = 24.9 l/min 
�̅�𝑄6 = 200.4 l/min 
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laser power in combination with the burning marks on the top 
of the sample lead to the conclusion that the cut process mainly 
works through exothermic energy, causing a relatively large cut 
area. The high impact of the exothermic reaction in 
combination with a low cutting speed seems to eject the 
oxidized and brittle dross directly into the surrounding water. 
 

 

Fig. 3. Occurring dross types (DT), side view and top surface of the kerfs of 
samples corresponding to the parameter sets of Fig. 2 with responses (a) 

none/inhomogeneous; (b) line type; (c) ball type and (d) none/inhomogeneous 

Parameter set (b) in Fig. 2b consists of the low-level value 
of the laser power and the high levels of the cutting gas pressure 
and the cutting speed. The outcome is a moderate amount of 
adhering dross and a small kerf, which adds up to a relatively 
low weight loss of around 7 g/m (Fig. 3b). The type of 
generated dross is homogeneously distributed and line-shaped. 
Due to the low laser power, a small cut area is generated. The 
high cutting gas pressure and flow bends the molten material 
into the line-shaped geometry and also reduces the impact of 
the exothermic reaction. Marks from the burning gas are barely 
visible. The high cutting speed supports the formation of dross, 
as the short impact of the flow allows the melt to solidify at the 
sample.  

Fig. 2c shows the prediction for the high level of the laser 
power and the cutting speed and the low level of the cutting gas 
pressure. It results in the highest formation of dross, as it can 
be seen in Fig. 3c, which is defined as ball type. The amount of 

dross sums up to around 25 g/m, leading to lowest weight loss 
in the investigation, even though the cut area is the largest. 
Markings of the exothermic reaction are visible, but less 
pronounced than in Fig. 2a. Similar to parameter set (a), a large 
cut area is generated, but as the laser power and the cutting 
speed are high, the impact of the exothermic reaction is reduced 
and seems to be sufficient to open up the kerf. The ratio 
between laser and exothermic energy is shifted towards the 
laser resulting in a more controlled cut. Due to the low gas flow 
and the high cutting speed, the dross balls are not further 
affected which allows them to solidify at the backside of the 
sample. 

Parameter set (d), shown in Fig. 2d, utilizes a high laser 
power and cutting gas pressure, but a low cutting speed. Caused 
by the combination of high gas pressure and low cutting speed, 
a huge amount of the melt is ejected into the water, as the slow-
moving nozzle and the gas flow do not allow the melt to 
solidify at the sample. The small amount of dross has line type 
characteristics, but a spare and inhomogeneous distribution 
(Fig. 3d). 

The cutting speed v has a linear effect on all parameter 
combinations, where low speed values result in larger kerf 
areas and less dross, leading to a higher weight loss. Higher 
speed values, on the other hand, cause smaller kerfs and larger 
amounts of dross and consequently less weight loss. This result 
stands in contrast to the results of Khan and Hilton, who stated 
that a decrease in speed leads to an increase in adhering dross 
or dross height, respectively [11]. Possibly, the behavior of the 
dross changes with higher material thicknesses as in the named 
study, even though this effect was described as comparatively 
low and only noticeable with thicknesses above 30 mm for 
SS304, working in focus.  

The nozzle diameter Øn was not determined as significant 
effect in this test, even though its impact on the cutting gas 
pressure, which instead was identified to be significant, and the 
gas flow is obvious. 

The effects of the laser power and the cutting gas pressure 
are connected via the two-factor interaction caused by the ratio 
of the exothermic and the laser energy. While a controlled 
portion of exothermic energy helps the generation of a large 
amount of dross, too much of it leads to a dross reduction, due 
to the huge impact of the reaction. This ratio can be controlled 
by the laser energy, but also by the cutting speed as the duration 
of the exothermic impact affects the dross formation.  

A subsequent investigation shows another factor besides the 
effects regarding the exothermic reaction: the nozzle distance 
dn, which affects the gas flow due to the water density. The test 
was carried out using a low cutting gas pressure of 0.25 bar, 
adapting the parameter sets (c) and (a) from Fig. 2, but with an 
increased nozzle distance of dn = 5 mm. Set (c) shows the same 
characteristics as in the former study at 2 mm distance and 
forms out solid ball type dross (Fig. 4a). Fig. 4b shows the 
result of an example cut with parameter set (a), which 
completely differs from the result with the lower dn, since large 
amounts of ball type dross can be found on the backside of the 
sample. The lowered amount of air that reaches the sample 
seems to lower the exothermic reaction affecting the dross. 
Even though, there is an effect that can be noticed by the brittle 
formation of the dross, comparable to cuts with oxygen [9]. The 
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cut in Fig. 4c shows parameter set (c) with nitrogen as cutting 
gas. As it can be seen, ball type dross is produced, but the kerf 
is closed again by solidified melt. This shows another 
mechanism of the exothermic reaction, as it causes the 
solidifying melt to open up the kerf.  

 

 

Fig. 4. Different dross examples at a cutting gas pressure of p = 0.25 bar and 
a nozzle distance of dn = 5 mm (a) PL = 4 kW, v = 15 mm/s, gas = air: large 
and solid dross balls; (b) PL = 2 kW, v = 5 mm/s, gas = air: large and brittle 

dross balls; (c) PL = 4 kW, v = 15 mm/s, gas = nitrogen: kerf filled with 
solidified melt, large and solid dross balls 

Based on parameter set (c), a study examining the influence 
of the cutting gas pressure was carried out, keeping the dn of 
5 mm, a laser power of 4 kW and a cutting speed of 15 mm/s. 
Both air and nitrogen were tested as cutting gases (Fig. 5).  

 

Fig. 5. Influence of the cutting gas pressure on the kerf characteristics, 
comparing air and nitrogen as cutting gas, with cutting gas flow Q. 

Parameters: PL = 4 kW, Øn = 1.7 mm, dn = 5 mm, v = 15 mm/s, SS304, 
d = 3 mm. Three measurements for each point. 

Corresponding to the diagrams in Fig. 2, the figure shows 
the influence of the cutting gas pressure on the kerf 
characteristics. The markers in the diagram indicate the dross 
type as defined in Fig. 3. The resulting cutting gas flow Q lies 
in a range of around 25 l/min at p = 0.25 bar and 200 l/min at 
p = 6 bar.  

As expected, using air as cutting gas leads to a low amount 
of weight loss in the low-pressure range, increasing with the 
pressure value. The amount of dross and the size of the cut area 
show the contrary behavior, following the mechanics described 
above. Table 3 shows the means and standard deviations of 
eight replications of the best parameter set in terms of low 
material loss (p = 0.25 bar) with air for statistical purposes. 

Table 3: Mean and standard deviation with p = 0.25 bar and air as cutting gas, 
eight measurements. Same parameters as used for Fig. 5. 

Response mr (g/m) Δm (g/m) A (mm²) 
Mean 2.33 46.86 294.98 
Standard dev. 0.85 3.77 22.89 

 
At a cutting gas pressure of about 0.75 – 1 bar, the process 

shows some instabilities regarding the weight loss and the 
resulting dross type. The standard deviation raises and the dross 
type is at the transition from ball type to line type. At p = 1 bar, 
one of the samples shows line type characteristics, leading to a 
larger weight loss due to a smaller amount of adhering dross. 
Further raising the cutting gas pressure leads to smaller kerfs, 
but also to smaller amounts of adhering dross. This results in a 
cleaner kerf, but also in a larger amount of material loss. In 
contrast to the results of the DSD at a nozzle distance of 
dn = 2 mm, the kerf characteristics for the line dross and the 
cuts with none or inhomogeneous dross are very similar.  

The tests with nitrogen as cutting gas show a substantially 
different behavior, as there is no exothermic reaction in the 
process. An obvious difference compared to the tests with air 
is that low cutting gas pressures lead to unsuccessful cuts, as 
the solidified dross fills up the kerf again after cutting, as 
already shown in Fig. 4c. In contrast to the cuts with air, the 
lack of exothermic energy causes the closure of the kerfs. At 
p = 2 bar, a stable process can be established with comparably 
low weight loss due to the formation of ball type dross and a 
relatively small cut area. Further raising p leads to the 
formation of line dross, even at p = 6 bar.  

By producing ball type dross even at the larger nozzle 
distance of dn = 5 mm, parameter set (c) used with air as cutting 
gas indicates robustness against varying work distances. It also 
allows for a reduced risk of collisions with the material to be 
cut as well as of contaminations on the safety glass. 

Additionally, focus position variation has been tested at the 
p = 0.25 bar setting with air since it allows for the lowest 
weight reduction in the presented investigations. The focus 
positions -1.5 mm (below plate surface), 0 mm (plate surface) 
and 1.5 mm (above plate surface) have been tested 5 times each 
with no significant changes in the response means. However, 
the standard variation increases at all three responses when the 
focus is positioned above the surface. 

It becomes apparent that kerfs displaying ball type dross 
feature a considerably low weight loss for the given sample 
thickness, even if the cut area is comparatively large. The 
generation of a thin kerf by high gas pressure, producing line 
type dross, interestingly leads to a higher weight loss and 
spread of potential secondary wastes. This is of high interest 
for the application in the nuclear decommissioning sector. 
Since this DT requires only a low cutting gas flow of around 
25 l/min, it adds to the profitability of the process by saving 
gas, but also by lowering the filtering effort for water and air, 
since the spread of the secondary wastes is reduced. The high 
cutting speed offers time advantages and possibly positive 
effects regarding the production of aerosols, as stated by 
Peillon et al., to a reduced HAZ in combination with high laser 
powers [14]. 

For a comparison between the result of the test shown in Fig. 
5 and a conventional cutting technique in nuclear 
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decommissioning, saw cutting allows straightforward 
calculations assuming ideal cuts as defined in Fig. 1a. The 
average minimal weight loss reached in the cutting gas test in 
Fig. 5 at p = 0.25 bar with air as cutting gas is 1.6 g/m. Typical 
saw bands used for decommissioning purposes have a 
thickness of 1.5 mm, common saw blades typically have a 
thickness of 4.5 mm. Considering a saw band, at least a volume 
of 4.5 cm³ is removed from a component with a thickness of 
3 mm and a length of 1 m (1.5 mm x 3 mm x 1 m). Assuming 
SS304 as material with ρSS304 = 7.9 g/cm³, the weight loss will 
be mr,bandsaw ≥ 35.55 g/m. Considering this value, the weight 
loss achieved with the laser process is about 95 % lower. 
Additionally, the laser process offers the opportunity for 
improved cutting strategies, as the cuts do not have to be linear. 

5. Conclusion and outlook 

In this study, the relationships between the kerf 
characteristics, namely the weight loss, the cut area, the amount 
of adhering dross and the dross type, and the process 
parameters of the underwater laser cutting process were 
determined for 3 mm thick SS304 samples. It could be shown 
that with respect to weight loss reduction, the formation of 
large, ball type dross is advantageous, as it allows for a weight 
loss of less than 2 g/m. Its formation is supported by a low 
cutting gas pressure, high laser power and high cutting speed. 
This parameter set is also beneficial for nuclear purposes, as 
the amount of compressed air as cutting gas with 25 l/min is 
very low. Compared to conventional bandsaw cutting, the laser 
process offers weight loss advantages of about 95%. If cleaner 
edges are needed, for example, in repair applications, lower 
cutting speeds and especially higher cutting gas pressures 
should be utilized for less dross adhesion and smaller kerfs.  

The use of air as cutting gas provides more opportunities for 
controlling the generated kerfs in terms of the characteristics 
listed in Table 1. Nitrogen can be useful, if exothermic 
reactions need to avoided, even though it needs to be used at 
higher pressures and flow rates. 

Since the underwater process inherits more losses than 
processes in air, it is necessary to gain knowledge about the 
process zone for a more exact control of the cutting results. For 
a better understanding of the losses in laser power and cutting 
gas pressure/flow due to the surrounding water, further studies 
on their impact at the sample surface as well as the reached 
laser intensity are in progress at the LZH. It includes the 
verification of a transfer of the results of Peillon et al. regarding 
a decreased production of aerosols, when working with high 
cutting speeds and laser powers [14]. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Adaptive real-time monitoring and control is a natural solution for automated unmanned laser cutting that has been intensively studied for the 
last decades. However, sensor solutions for laser cutting are rarely used in practice. In this paper, a coaxial photodiode-based monitoring system 
has been developed and investigated for 4 kW fiber laser cutting of mild and stainless steel thick plates. Based on the obtained results, the 
feasibility of industrial application of the implemented setup is discussed. 
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1. Introduction 

Laser cutting is a well-established industrial process for 
sheet metal applications. However, cutting of thick plates is 
still a problem because of the characteristic limited process 
parameter window. Adaptive real-time monitoring and control 
is a natural solution but the majority of previous studies were 
focused on the design of monitoring systems for CO2 laser 
cutting using acoustic sensors [1], photodiodes [2] or camera 
systems [3]. Nowadays, cutting by means of fiber lasers has 
become dominant and, therefore, tailored solutions are required 
in such systems for industrial applications. 

Real-time monitoring systems have been widely 
investigated for a variety of laser processes [4], such as laser 
welding [5], additive manufacturing [6] and laser cladding [7]. 
In contrast to other processes, monitoring solutions for laser 
cutting are scantily presented in the literature, especially for 
near-infrared lasers. A photodiode-based cutting interruption 
sensor has been introduced [8] and evaluated for burr formation 
detection for cutting steels in the thickness range of up to 3 mm 
[9]. Furthermore, a cross-correlation algorithm for an InGaAs 
and Si photodiode-based sensor system that allows detection of 

cut interruption has been reported in [10]. A coaxial 
photodiode-based monitoring system has been implemented 
for piercing optimization [11]. Optical pyrometry has been 
used in order to detect the fluctuations of the brightness 
temperature of the cutting front [12]. An optical setup, based 
on two Si photodiodes collecting radiation from both sides of 
the plate, has been presented for in-situ quality assurance [13]. 

The development of a robust real-time monitoring system 
could become an important step forward towards fully 
automated laser cutting. The information obtained from this 
monitoring system could be used as input for a control system 
that adapts the cutting parameters during the process [14]. 

As already mentioned, the laser cutting of thick plates 
(≥ 10 mm) differs from the processing of thin sheets. The 
dimensions and dynamics of the cutting front are significantly 
different. At the same time, the cut quality by way of the 
equilibrium between process parameters is highly sensitive to 
the process fluctuations, e.g. thermal focus shift, deviations in 
thickness, material microstructure and chemical composition. 

Within this paper, a developed coaxial photodiode-based 
monitoring system is investigated in depth for fiber laser 
cutting of 15 mm mild steel plates. Quality deteriorations 
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1. Introduction 

Laser cutting is a well-established industrial process for 
sheet metal applications. However, cutting of thick plates is 
still a problem because of the characteristic limited process 
parameter window. Adaptive real-time monitoring and control 
is a natural solution but the majority of previous studies were 
focused on the design of monitoring systems for CO2 laser 
cutting using acoustic sensors [1], photodiodes [2] or camera 
systems [3]. Nowadays, cutting by means of fiber lasers has 
become dominant and, therefore, tailored solutions are required 
in such systems for industrial applications. 

Real-time monitoring systems have been widely 
investigated for a variety of laser processes [4], such as laser 
welding [5], additive manufacturing [6] and laser cladding [7]. 
In contrast to other processes, monitoring solutions for laser 
cutting are scantily presented in the literature, especially for 
near-infrared lasers. A photodiode-based cutting interruption 
sensor has been introduced [8] and evaluated for burr formation 
detection for cutting steels in the thickness range of up to 3 mm 
[9]. Furthermore, a cross-correlation algorithm for an InGaAs 
and Si photodiode-based sensor system that allows detection of 

cut interruption has been reported in [10]. A coaxial 
photodiode-based monitoring system has been implemented 
for piercing optimization [11]. Optical pyrometry has been 
used in order to detect the fluctuations of the brightness 
temperature of the cutting front [12]. An optical setup, based 
on two Si photodiodes collecting radiation from both sides of 
the plate, has been presented for in-situ quality assurance [13]. 

The development of a robust real-time monitoring system 
could become an important step forward towards fully 
automated laser cutting. The information obtained from this 
monitoring system could be used as input for a control system 
that adapts the cutting parameters during the process [14]. 

As already mentioned, the laser cutting of thick plates 
(≥ 10 mm) differs from the processing of thin sheets. The 
dimensions and dynamics of the cutting front are significantly 
different. At the same time, the cut quality by way of the 
equilibrium between process parameters is highly sensitive to 
the process fluctuations, e.g. thermal focus shift, deviations in 
thickness, material microstructure and chemical composition. 

Within this paper, a developed coaxial photodiode-based 
monitoring system is investigated in depth for fiber laser 
cutting of 15 mm mild steel plates. Quality deteriorations 
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caused by speed changes as well as by the heat accumulation 
effects are examined. Moreover, experiments with both 
stainless steel and mild steel for different plate thicknesses have 
been performed. Eventually, the feasibility of industrial 
application of the implemented monitoring setup is discussed. 

2. Experimental setup 

2.1. Laser cutting 

The experiments were performed on a commercial 2D flat-
bed laser cutting machine with a 4 kW IPG Ytterbium 
multimode fiber laser source emitting at 1.07 µm wavelength. 
The laser beam is delivered from a 100 µm core optical fiber 
into a Precitec ProCutter laser head equipped with a 200 mm 
focusing lens and a 100 mm collimation lens. The beam 
parameter product and the beam waist diameter were measured 
by means of an Ophir BeamWatch device as 2.84 mm mrad 
and 224 µm, respectively. 

Table 1 provides the chemical composition of the hot rolled 
15 mm mild steel plates used during the experiments according 
to the Certificate 3.1 (DIN-EN-10204). Three grades with 
different characteristics were selected, such as S355MC, both 
standard as well as pickled and oiled, which have the same 
chemical composition, and Ympress 250C laser quality. In 
order to test the monitoring system, thinner S355MC mild steel 
and 304L stainless steel plates were used as well. 

Table 1. Chemical composition (wt. %) of the 15 mm plates being used. 

Grade C Mn Cu Cr Ni Al Si Fe 
S355MC 0.057 1.31 0.036 0.021 0.017 0,040 0.012 rest 
Ympress 

250C 
0.148 0.90 0.016 0.025 0.017 0.043 0.004 rest 

Table 2 lists process parameters obtained from the machine 
supplier that were used for cutting experiments. As an assist 
gas, oxygen of 99.95 % and nitrogen of 99.999 % purity were 
used for cutting of mild and stainless steel, respectively. The 
cutting was performed with a laser power of 4 kW and a duty 
cycle of 100 %. 

Table 2. Process parameters for material-thickness combinations being used. 

Parameter 
Mild 
steel 

Mild 
steel 

Mild 
steel 

Stainless 
steel 

8 mm 10 mm 15 mm 10 mm 
Speed [mm/min] 2000 1700 1100 1000 

Focus position [mm] 
(positive is above the plate) 

+4.5 +4.5 +5.5 -9.3 

Nozzle diameter [mm] 1.2 1.2 1.5 3.5 
Assist gas pressure [bar] 0.5 0.5 0.6 16 
Stand-off distance [mm] 1.2 1.2 1.2 0.4 

2.2. Monitoring system 

A coaxial monitoring setup, schematically represented in 
Fig. 1, was built by replacing a conventional laser head mirror 
by a dichroic one that transmits towards the sensor the radiation 
with a wavelength shorter than 800 nm and longer than 
1200 nm as schematically shown in Fig. 2. Then, a diaphragm 

with a diameter of 1.5 mm was used to decrease the optical 
aberrations after the laser head optics designed for the laser 
beam wavelength. After the diaphragm, an OD 6 notch filter 
was placed to remove the scattered and reflected laser radiation, 
which is significantly higher than the thermal radiation from 
the process zone, even after passing the dichroic mirror. 

Fig. 1. Optical setup for monitoring system. 

During cutting, the temperature of the process zone is higher 
than the melting point of steel, which is typically around 
1800 K, resulting in maximum emission between 800 nm and 
2000 nm according to Planck’s law. Two types of photodiodes, 
the responsivity of which is shown in Fig. 2, were found 
suitable for this range: a Si photodiode, mainly sensitive in the 
visual spectral range from 350 to 1100 nm, and an InGaAs 
photodiode, responsive to the near-infrared radiation with 
wavelengths from 800 to 1700 nm. Since the radiation peak of 
the process temperatures is around 1500 nm, an InGaAs 
photodiode (FGA21) was selected. 

Fig. 2. Spectral characteristics of the setup: responsivity of photodiodes, 
optical density of the notch filter, spectral radiance of a black body with 

2000 K. The laser wavelength and the non-transmitting zone of the dichroic 
mirror are shown approximately. 
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The photodiode signals were recorded by means of a data 
acquisition card with a sample rate of 50 kHz. Appropriate 
signal amplification and low pass filtering were applied. The 
obtained data were processed in MATLAB using a moving 
average to reduce the noise. 

The cutting process was also analyzed by means of a Xenics 
Bobcat-3754 infrared camera that replaced the photodiode in 
the monitoring setup. An integration time of 50 μs and a frame 
rate of 40 fps were used for the recordings. 

2.3. Evaluation methods 

A Keyence Digital Microscope VHX-6000 was used for 
high-resolution imaging of cut edge profiles. The surface 
roughness of cut edges (Rz) was measured by means of a 
Mitutoyo Formtracer CS-3200 using a Gaussian filter with a 
sample length of 2.5 mm and a cut-off of 0.008 mm. The 
measurements of each specimen were performed for five lines 
with an evaluation length of 12.5 mm. The measuring lines 
were spaced by 3.25 mm starting at 1 mm from the top surface. 
The average roughness value was calculated as a mean value 
of these five measurements. 

3. Results and discussion 

The photodiode signal during both piercing and cutting of a 
line is shown in Fig. 3. The full penetration has been achieved 
after three laser pulses and is accompanied by a significant drop 
of the signal. Although the laser was still on for a second after 
the full penetration, passing some energy to the plate, the signal 
dropped to a much lower value. The piercing end is 
characterized by reaching a negligible level of the signal. The 
cutting is described by a constant but noisy signal. In addition 
to the measurement noise, increased due to the signal 
amplification, there is the process noise caused by the melt flow 
dynamics of the cutting front [15]. In order to reduce the noise, 
the signal was smoothed by means of a Savitzky-Golay filter 
resulting in the processed signal which was used for further 
evaluation and comparison of all experiments. 

Fig. 3. Photodiode signal during piercing and cutting of a 15 mm S355MC 
plate. 

Fig. 4. Average roughness and photodiode signal during cutting of a 15 mm 
S355MC plate with different cutting speeds. 

The average photodiode signals during straight line cutting 
at the nominal speed (100 %) as well as at higher and lower 
speeds are shown in Fig. 4. Moreover, roughness values were 
measured for every sample except 130 % where the edge 
quality drastically deteriorated causing dross occurrence that 
made measurement difficult and inappropriate. The change in 
cutting speed is clearly reflected in the cutting quality, in 
particular roughness, whereas the signal level is significantly 
higher when the cutting speed is increased. 

Next to the signal level, the signal standard deviation 
depicted in Fig. 5 also provides useful information concerning 
the cutting process status. Since different behaviour of the 
standard deviation can be observed, the data are provided for a 
1 s interval in the middle of the cutting line. When the process 
is seriously destabilized by the occurrence of burning defects 
since the energy input is too high or the cutting speed is too 
slow, a significant increase and variability of standard 
deviation can be noticed that corresponds to high roughness. 
Since the cutting front stability is the main factor affecting 
standard deviation, cutting too fast cannot be distinguished by 
this sensing parameter. 

Fig. 5. Signal standard deviation during cutting of a 15 mm S355MC plate 
with different cutting speeds. 
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caused by speed changes as well as by the heat accumulation 
effects are examined. Moreover, experiments with both 
stainless steel and mild steel for different plate thicknesses have 
been performed. Eventually, the feasibility of industrial 
application of the implemented monitoring setup is discussed. 

2. Experimental setup 

2.1. Laser cutting 

The experiments were performed on a commercial 2D flat-
bed laser cutting machine with a 4 kW IPG Ytterbium 
multimode fiber laser source emitting at 1.07 µm wavelength. 
The laser beam is delivered from a 100 µm core optical fiber 
into a Precitec ProCutter laser head equipped with a 200 mm 
focusing lens and a 100 mm collimation lens. The beam 
parameter product and the beam waist diameter were measured 
by means of an Ophir BeamWatch device as 2.84 mm mrad 
and 224 µm, respectively. 

Table 1 provides the chemical composition of the hot rolled 
15 mm mild steel plates used during the experiments according 
to the Certificate 3.1 (DIN-EN-10204). Three grades with 
different characteristics were selected, such as S355MC, both 
standard as well as pickled and oiled, which have the same 
chemical composition, and Ympress 250C laser quality. In 
order to test the monitoring system, thinner S355MC mild steel 
and 304L stainless steel plates were used as well. 

Table 1. Chemical composition (wt. %) of the 15 mm plates being used. 

Grade C Mn Cu Cr Ni Al Si Fe 
S355MC 0.057 1.31 0.036 0.021 0.017 0,040 0.012 rest 
Ympress 

250C 
0.148 0.90 0.016 0.025 0.017 0.043 0.004 rest 

Table 2 lists process parameters obtained from the machine 
supplier that were used for cutting experiments. As an assist 
gas, oxygen of 99.95 % and nitrogen of 99.999 % purity were 
used for cutting of mild and stainless steel, respectively. The 
cutting was performed with a laser power of 4 kW and a duty 
cycle of 100 %. 

Table 2. Process parameters for material-thickness combinations being used. 
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Assist gas pressure [bar] 0.5 0.5 0.6 16 
Stand-off distance [mm] 1.2 1.2 1.2 0.4 

2.2. Monitoring system 

A coaxial monitoring setup, schematically represented in 
Fig. 1, was built by replacing a conventional laser head mirror 
by a dichroic one that transmits towards the sensor the radiation 
with a wavelength shorter than 800 nm and longer than 
1200 nm as schematically shown in Fig. 2. Then, a diaphragm 

with a diameter of 1.5 mm was used to decrease the optical 
aberrations after the laser head optics designed for the laser 
beam wavelength. After the diaphragm, an OD 6 notch filter 
was placed to remove the scattered and reflected laser radiation, 
which is significantly higher than the thermal radiation from 
the process zone, even after passing the dichroic mirror. 

Fig. 1. Optical setup for monitoring system. 

During cutting, the temperature of the process zone is higher 
than the melting point of steel, which is typically around 
1800 K, resulting in maximum emission between 800 nm and 
2000 nm according to Planck’s law. Two types of photodiodes, 
the responsivity of which is shown in Fig. 2, were found 
suitable for this range: a Si photodiode, mainly sensitive in the 
visual spectral range from 350 to 1100 nm, and an InGaAs 
photodiode, responsive to the near-infrared radiation with 
wavelengths from 800 to 1700 nm. Since the radiation peak of 
the process temperatures is around 1500 nm, an InGaAs 
photodiode (FGA21) was selected. 

Fig. 2. Spectral characteristics of the setup: responsivity of photodiodes, 
optical density of the notch filter, spectral radiance of a black body with 

2000 K. The laser wavelength and the non-transmitting zone of the dichroic 
mirror are shown approximately. 
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The photodiode signals were recorded by means of a data 
acquisition card with a sample rate of 50 kHz. Appropriate 
signal amplification and low pass filtering were applied. The 
obtained data were processed in MATLAB using a moving 
average to reduce the noise. 

The cutting process was also analyzed by means of a Xenics 
Bobcat-3754 infrared camera that replaced the photodiode in 
the monitoring setup. An integration time of 50 μs and a frame 
rate of 40 fps were used for the recordings. 

2.3. Evaluation methods 

A Keyence Digital Microscope VHX-6000 was used for 
high-resolution imaging of cut edge profiles. The surface 
roughness of cut edges (Rz) was measured by means of a 
Mitutoyo Formtracer CS-3200 using a Gaussian filter with a 
sample length of 2.5 mm and a cut-off of 0.008 mm. The 
measurements of each specimen were performed for five lines 
with an evaluation length of 12.5 mm. The measuring lines 
were spaced by 3.25 mm starting at 1 mm from the top surface. 
The average roughness value was calculated as a mean value 
of these five measurements. 

3. Results and discussion 

The photodiode signal during both piercing and cutting of a 
line is shown in Fig. 3. The full penetration has been achieved 
after three laser pulses and is accompanied by a significant drop 
of the signal. Although the laser was still on for a second after 
the full penetration, passing some energy to the plate, the signal 
dropped to a much lower value. The piercing end is 
characterized by reaching a negligible level of the signal. The 
cutting is described by a constant but noisy signal. In addition 
to the measurement noise, increased due to the signal 
amplification, there is the process noise caused by the melt flow 
dynamics of the cutting front [15]. In order to reduce the noise, 
the signal was smoothed by means of a Savitzky-Golay filter 
resulting in the processed signal which was used for further 
evaluation and comparison of all experiments. 

Fig. 3. Photodiode signal during piercing and cutting of a 15 mm S355MC 
plate. 

Fig. 4. Average roughness and photodiode signal during cutting of a 15 mm 
S355MC plate with different cutting speeds. 

The average photodiode signals during straight line cutting 
at the nominal speed (100 %) as well as at higher and lower 
speeds are shown in Fig. 4. Moreover, roughness values were 
measured for every sample except 130 % where the edge 
quality drastically deteriorated causing dross occurrence that 
made measurement difficult and inappropriate. The change in 
cutting speed is clearly reflected in the cutting quality, in 
particular roughness, whereas the signal level is significantly 
higher when the cutting speed is increased. 

Next to the signal level, the signal standard deviation 
depicted in Fig. 5 also provides useful information concerning 
the cutting process status. Since different behaviour of the 
standard deviation can be observed, the data are provided for a 
1 s interval in the middle of the cutting line. When the process 
is seriously destabilized by the occurrence of burning defects 
since the energy input is too high or the cutting speed is too 
slow, a significant increase and variability of standard 
deviation can be noticed that corresponds to high roughness. 
Since the cutting front stability is the main factor affecting 
standard deviation, cutting too fast cannot be distinguished by 
this sensing parameter. 

Fig. 5. Signal standard deviation during cutting of a 15 mm S355MC plate 
with different cutting speeds. 
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Fig. 6. Cut edges obtained during cutting of a 15 mm S355MC plate with 
different cutting speeds and the corresponding near-infrared camera images. 

The red circle indicates the nozzle border. 

The cut edge profiles obtained during cutting with nominal 
and two extreme speeds, as well as corresponding images from 
the infrared camera, are shown in Fig. 6. The cut edge with a 
cutting speed of 100 % is characterized by a typical striation 
pattern in the top region and by a relatively smooth bottom part. 
The camera image represents the top view of the process zone. 
However, the nozzle does not allow to observe the whole melt 
pool, in particular the melt pool tail, with such an angle of the 
cutting front. 

When the cutting is performed with a lower cutting speed 
(50 %), the length of the process zone becomes shorter and the 
melt pool intensity decreases significantly, which corresponds 
to the obtained lower photodiode signal. This is the result of the 
surplus of process energy leading to a straighter cutting front 
and easier melt removal. When the cutting speed is reduced 
significantly, the heat input becomes too large and burning 
defects start to occur, drastically increasing roughness. At the 
same time, due to the disturbance of the combustion wave 
generation, the process becomes less stable, leading to the 
increase of the photodiode signal standard deviation. 

In line with the speed decrease effect, cutting faster changes 
the cutting front such that the proportion of the melt pool along 
the cutting direction increases. This can mainly be explained 
by a decrease of the cutting front angle due to the lack of 
energy. Therefore, an increase of the photodiode signal has 
been observed. Nevertheless, the cutting front is still stable, 
thus explaining only slight changes in the photodiode signal 
standard deviation if compared with the nominal speed. The 
dross appearance might significantly increase the signal due to 
additional radiation from the resolidified material. However, 
since it mainly occurs in the region clipped by the nozzle, a 
drastic increase of the photodiode signal has not been observed, 
while it has been more pronounced for flame cutting with CO2 
lasers [16]. 

Fig. 7. Average photodiode signal during cutting of 15 mm plates with 
different cutting speeds. 

The robustness of the photodiode signal was examined 
during cutting of various grades since the chemical 
composition of the material [17] and the surface condition [18] 
have a great impact on the cut quality. Therefore, in addition to 
the different chemical compositions of S355MC and Ympress 
250C laser quality grades, S355MC plates without surface 
finishing, as well as pickled and oiled variants, were cut. The 
average photodiode signals during cutting of the above-
mentioned material grades with speeds 30 % faster and slower 
than the nominal feed rate (100 %) are shown in Fig. 7. 

Despite the difference in material grade, the same trend of 
the dependence of the photodiode signal from the cutting speed 
can be noticed. A speed increase leads to a higher signal level 
caused by the change of the cutting front angle. It should be 
noted that, even though the cut quality of samples with nominal 
speed is rather similar (no dross, roughness within 10 % 
deviation), the dross appearance is slightly different. For 
S355MC plates without surface finishing, as well as pickled 
and oiled, limited dross occurs already for cutting with a speed 
of 125 %, while Ympress 250C laser quality plates could be cut 
without dross at this speed. Nevertheless, heavy dross or a 
failed cut situation occurred during cutting with a speed of 
130 % for all grades. 

One of the main targets of an adaptive control system is to 
be able to cut at the maximum speed at which the cut quality 
does not deteriorate. In case of 15 mm mild steel plates, cutting 
at a speed 20 % faster than the nominal feed rate is possible 
with even slightly better quality. In this instance, gradual speed 
increasing before the photodiode signal reaches the risk level 
can be recommended as a guideline for the control system. 
When the risk level is reached, it indicates that the risk of 
unacceptable quality is high and that some precautionary 
measures should be taken, e.g. a slight speed decrease. The 
alarm level indicates that the cut quality deterioration is 
unacceptable and that the process control parameters need to be 
adapted drastically. In the most severe case, the cut can be 
completely lost and complete standstill of the cutting is 
required to correct the process status. These two threshold 
levels have to be determined for every set of cutting 
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parameters. In order to detect too slow cutting accompanied by 
the burning defects occurrence, the signal standard deviation 
can be used as well. 

In order to validate the monitoring setup, flame cutting of 
mild steel of other thicknesses as well as fusion cutting of 
stainless steel were performed. Fig. 8 shows average 
photodiode signals for these experiments. It should be noted 
that relatively large nozzles are typically used for fusion cutting 
of thick stainless steel plates (in this case 3.5 mm) which makes 
the process zone easier to observe in a coaxial monitoring setup 
and allows transmitting all the radiation from the process 
towards the sensor. 

The same trend as was noticed for 15 mm mild steel can be 
observed for both 10 mm stainless steel and 8 mm and 10 mm 
mild steel. Increasing speed results in a photodiode signal level 
increase induced by the change of the cutting front inclination. 
However, cutting too fast for stainless steel (e.g. 130 %) leads 
to signal saturation. This can be explained by the fact that lack 
of energy significantly changes the cutting front angle causing 
loss of the full penetration and resulting in an increase of the 
absorption of the laser beam by the melt layer which enhances 
the heat transfer to the assist gas. Consequently, instead of 
dross occurrence as for the flame cutting process, laser-induced 
plasma might be formed emitting much more light [19]. 

Another cut quality issue that can occur during flame cutting 
of thick plates is heat accumulation. Due to conductive heat 
losses during cutting, the temperature of the base material can 
rise significantly, enlarging the risk of quality deterioration due 
to preheating effects [20]. In the most severe cases, the 
overheating can even result in the occurrence of dross leading 
to loss of cut. This effect is particularly pronounced for cutting 
with oxygen, where the level of heat conduction loss is higher, 
which might lead to strong process limitations especially for 
nesting and tool path solutions. 

In order to test the monitoring setup for the preheating 
effect, a test part geometry was chosen in such a way as to 
gradually accumulate heat on each subsequent cutting interval. 
The cutting was performed according to the sequence of the 
line numbers provided in Fig. 9. The length of each linear cut 
is 100 mm with a distance of 5 mm between the lines. 

Fig. 8. Average photodiode signal during cutting of mild steel and stainless 
steel plates with different cutting speeds. 

Fig. 9. Bottom view of a sample obtained by cutting a 15 mm S355MC plate 
with nominal speed showing no cut through in the most preheated regions. 

Fig. 10. Photodiode signals during cutting of a 15 mm S355MC plate with 
consecutive levels of heat accumulation. 

The corresponding photodiode signals with and without 
using the notch filter are depicted in Fig. 10. The signals during 
the piercings for each line were removed for better 
visualization. Despite the fact that the temperature of the solid 
material around the melt pool should considerably increase due 
to the preheating effect, the sensor only captures radiation from 
the liquid metal or the resolidified material at a high 
temperature. 

The signal level while using the notch filter starts to slightly 
rise for lines 6 and 7 which are characterized by considerable 
quality deterioration. Since piercing is a source of additional 
heat accumulation as well, the first significant quality 
degradation could be observed at the zones close to piercings 
corresponding to the signal peaks at the beginning of line 4 and 
line 6 related to unstable cutting at these regions. Furthermore, 
the signal is significantly higher from line 8 onward if 
compared with the previous lines. Despite the fact that 
occurrence of dross is unstable, leading to signal variation, the 
average signal during the cutting of each line undergoes an 
increase of 10 % for line 6 and line 7 and more than 50 % for 
lines 8, 9 and 10 compared to line 1. Moreover, the signal 
deviation is more pronounced at the lines where dross appears. 

The experiment without using the notch filter was conducted 
in order to estimate the influence of laser back reflection on the 
obtained signal. Due to the high radiation intensity even after 
passing the dichroic mirror, an amplification eight times less 
than for other experiments was used for the test in order to 
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Fig. 6. Cut edges obtained during cutting of a 15 mm S355MC plate with 
different cutting speeds and the corresponding near-infrared camera images. 

The red circle indicates the nozzle border. 

The cut edge profiles obtained during cutting with nominal 
and two extreme speeds, as well as corresponding images from 
the infrared camera, are shown in Fig. 6. The cut edge with a 
cutting speed of 100 % is characterized by a typical striation 
pattern in the top region and by a relatively smooth bottom part. 
The camera image represents the top view of the process zone. 
However, the nozzle does not allow to observe the whole melt 
pool, in particular the melt pool tail, with such an angle of the 
cutting front. 

When the cutting is performed with a lower cutting speed 
(50 %), the length of the process zone becomes shorter and the 
melt pool intensity decreases significantly, which corresponds 
to the obtained lower photodiode signal. This is the result of the 
surplus of process energy leading to a straighter cutting front 
and easier melt removal. When the cutting speed is reduced 
significantly, the heat input becomes too large and burning 
defects start to occur, drastically increasing roughness. At the 
same time, due to the disturbance of the combustion wave 
generation, the process becomes less stable, leading to the 
increase of the photodiode signal standard deviation. 

In line with the speed decrease effect, cutting faster changes 
the cutting front such that the proportion of the melt pool along 
the cutting direction increases. This can mainly be explained 
by a decrease of the cutting front angle due to the lack of 
energy. Therefore, an increase of the photodiode signal has 
been observed. Nevertheless, the cutting front is still stable, 
thus explaining only slight changes in the photodiode signal 
standard deviation if compared with the nominal speed. The 
dross appearance might significantly increase the signal due to 
additional radiation from the resolidified material. However, 
since it mainly occurs in the region clipped by the nozzle, a 
drastic increase of the photodiode signal has not been observed, 
while it has been more pronounced for flame cutting with CO2 
lasers [16]. 

Fig. 7. Average photodiode signal during cutting of 15 mm plates with 
different cutting speeds. 

The robustness of the photodiode signal was examined 
during cutting of various grades since the chemical 
composition of the material [17] and the surface condition [18] 
have a great impact on the cut quality. Therefore, in addition to 
the different chemical compositions of S355MC and Ympress 
250C laser quality grades, S355MC plates without surface 
finishing, as well as pickled and oiled variants, were cut. The 
average photodiode signals during cutting of the above-
mentioned material grades with speeds 30 % faster and slower 
than the nominal feed rate (100 %) are shown in Fig. 7. 

Despite the difference in material grade, the same trend of 
the dependence of the photodiode signal from the cutting speed 
can be noticed. A speed increase leads to a higher signal level 
caused by the change of the cutting front angle. It should be 
noted that, even though the cut quality of samples with nominal 
speed is rather similar (no dross, roughness within 10 % 
deviation), the dross appearance is slightly different. For 
S355MC plates without surface finishing, as well as pickled 
and oiled, limited dross occurs already for cutting with a speed 
of 125 %, while Ympress 250C laser quality plates could be cut 
without dross at this speed. Nevertheless, heavy dross or a 
failed cut situation occurred during cutting with a speed of 
130 % for all grades. 

One of the main targets of an adaptive control system is to 
be able to cut at the maximum speed at which the cut quality 
does not deteriorate. In case of 15 mm mild steel plates, cutting 
at a speed 20 % faster than the nominal feed rate is possible 
with even slightly better quality. In this instance, gradual speed 
increasing before the photodiode signal reaches the risk level 
can be recommended as a guideline for the control system. 
When the risk level is reached, it indicates that the risk of 
unacceptable quality is high and that some precautionary 
measures should be taken, e.g. a slight speed decrease. The 
alarm level indicates that the cut quality deterioration is 
unacceptable and that the process control parameters need to be 
adapted drastically. In the most severe case, the cut can be 
completely lost and complete standstill of the cutting is 
required to correct the process status. These two threshold 
levels have to be determined for every set of cutting 
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parameters. In order to detect too slow cutting accompanied by 
the burning defects occurrence, the signal standard deviation 
can be used as well. 

In order to validate the monitoring setup, flame cutting of 
mild steel of other thicknesses as well as fusion cutting of 
stainless steel were performed. Fig. 8 shows average 
photodiode signals for these experiments. It should be noted 
that relatively large nozzles are typically used for fusion cutting 
of thick stainless steel plates (in this case 3.5 mm) which makes 
the process zone easier to observe in a coaxial monitoring setup 
and allows transmitting all the radiation from the process 
towards the sensor. 

The same trend as was noticed for 15 mm mild steel can be 
observed for both 10 mm stainless steel and 8 mm and 10 mm 
mild steel. Increasing speed results in a photodiode signal level 
increase induced by the change of the cutting front inclination. 
However, cutting too fast for stainless steel (e.g. 130 %) leads 
to signal saturation. This can be explained by the fact that lack 
of energy significantly changes the cutting front angle causing 
loss of the full penetration and resulting in an increase of the 
absorption of the laser beam by the melt layer which enhances 
the heat transfer to the assist gas. Consequently, instead of 
dross occurrence as for the flame cutting process, laser-induced 
plasma might be formed emitting much more light [19]. 

Another cut quality issue that can occur during flame cutting 
of thick plates is heat accumulation. Due to conductive heat 
losses during cutting, the temperature of the base material can 
rise significantly, enlarging the risk of quality deterioration due 
to preheating effects [20]. In the most severe cases, the 
overheating can even result in the occurrence of dross leading 
to loss of cut. This effect is particularly pronounced for cutting 
with oxygen, where the level of heat conduction loss is higher, 
which might lead to strong process limitations especially for 
nesting and tool path solutions. 

In order to test the monitoring setup for the preheating 
effect, a test part geometry was chosen in such a way as to 
gradually accumulate heat on each subsequent cutting interval. 
The cutting was performed according to the sequence of the 
line numbers provided in Fig. 9. The length of each linear cut 
is 100 mm with a distance of 5 mm between the lines. 

Fig. 8. Average photodiode signal during cutting of mild steel and stainless 
steel plates with different cutting speeds. 

Fig. 9. Bottom view of a sample obtained by cutting a 15 mm S355MC plate 
with nominal speed showing no cut through in the most preheated regions. 

Fig. 10. Photodiode signals during cutting of a 15 mm S355MC plate with 
consecutive levels of heat accumulation. 

The corresponding photodiode signals with and without 
using the notch filter are depicted in Fig. 10. The signals during 
the piercings for each line were removed for better 
visualization. Despite the fact that the temperature of the solid 
material around the melt pool should considerably increase due 
to the preheating effect, the sensor only captures radiation from 
the liquid metal or the resolidified material at a high 
temperature. 

The signal level while using the notch filter starts to slightly 
rise for lines 6 and 7 which are characterized by considerable 
quality deterioration. Since piercing is a source of additional 
heat accumulation as well, the first significant quality 
degradation could be observed at the zones close to piercings 
corresponding to the signal peaks at the beginning of line 4 and 
line 6 related to unstable cutting at these regions. Furthermore, 
the signal is significantly higher from line 8 onward if 
compared with the previous lines. Despite the fact that 
occurrence of dross is unstable, leading to signal variation, the 
average signal during the cutting of each line undergoes an 
increase of 10 % for line 6 and line 7 and more than 50 % for 
lines 8, 9 and 10 compared to line 1. Moreover, the signal 
deviation is more pronounced at the lines where dross appears. 

The experiment without using the notch filter was conducted 
in order to estimate the influence of laser back reflection on the 
obtained signal. Due to the high radiation intensity even after 
passing the dichroic mirror, an amplification eight times less 
than for other experiments was used for the test in order to 
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avoid signal saturation. Nevertheless, no significant changes in 
the photodiode signal level were observed especially when 
comparing with the results obtained with the notch filter. 
However, the signal deviation becomes higher starting from 
line 6 where quality deterioration appears. It might be 
concluded that the inclination angle of the cutting front does 
not significantly change while cutting in preheated regions 
since the signal with laser back reflection does not show any 
distinction between different lines. That can be used by the 
adaptive control system to detect the difference between 
cutting too fast and cutting in preheated areas. 

A possible explanation of this result could be that due to the 
preheating effect the melt pool area expands and the material 
amount that has to be removed increases. At the same time, the 
melt pool and heat affected zone temperatures change which 
has a strong effect on the radiation intensity according to 
Planck`s and Wien`s laws. This difference in the measured 
signals becomes more evident when dross appears because the 
additional resolidified material has a lower temperature 
emitting even more radiation in the near-infrared spectral 
range. 

4. Conclusion 

The InGaAs photodiode signal rises with increasing speed 
since the inclination angle of the cutting front changes. Such a 
trend has been observed for different material grades as well as 
for flame cutting of mild steel with 8 mm and 10 mm 
thicknesses and fusion cutting of 10 mm stainless steel. 
Furthermore, the photodiode signal can be used to detect full 
penetration during piercing in order to reduce the overall 
piercing time. 

The nozzle borders do not allow to observe the melt pool tail 
during flame cutting of thick plates which obstructs the 
opportunity to directly observe the appearance of dross. 
Therefore, the monitoring system is based on sensing 
parameters such as signal level and standard deviation that 
correlate with the cut quality but do not directly measure it. 

The developed monitoring setup allows verifying the 
maximum cutting speed at which the cut quality does not 
degrade as well as detecting cutting in preheated regions. 
However, the threshold levels have to be adjusted for every 
material-thickness combination in order to couple the system 
with adaptive control. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 

Keywords: Assembly; Design method; Family identification

1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

Water jet guided laser overcomes the adverse effects of conventional laser cutting and drilling processes, such as heat-affected-zone, spatter, 
burr formation, etc. Pressurized water in this novel process provides focusing, cooling and cleaning on the cut region, eliminating undesired 
side effects of the laser. The process is nowadays used in energy and aerospace industries for drilling micro cooling holes on turbine blades 
made of super alloys. However, more research on the process is required to understand the effects of the variables on cutting time and quality. 
Optimum conditions differ for various materials and geometries. In this study, a multi objective optimization is performed in terms of process 
time and taper of the micro holes drilled on Inconel 718, a commonly used material in gas turbines. Taguchi design of experiment and 
statistical analysis is used to perform the experiments and evaluate the results. 
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1. Introduction 

Laser drilling is a widely used manufacturing technology in 
aerospace industry [1]. The process is especially useful for 
drilling micro cooling holes on turbine blades, which is of 
critical importance in order for the parts to withstand high 
temperatures in the gas turbine. However, although considered 
as a fast process, lasers have some quality issues associated 
with high heat input to the material [2]. 

Various optimization and modeling studies have been done 
to overcome these issues on different materials and with 
different kinds of laser systems. Chatterjee et al. [3] 
investigated the quality characteristics in Nd:YAG laser 
drilling of stainless steel using Taguchi method. They have 
found a relation between laser parameters, heat affected zone 
(HAZ), and spatter area formation. Wang et al. [4] focused on 
hole roundness, taper and recast layer in drilling cooling holes 
on a super alloy. They have found out that spiral tool path 

should be used for better results. Su et al. [5] performed fiber 
laser drilling optimization on a ceramic material. They have 
found out the optimal peak power and ablation time for the 
best hole characteristics, such as diameter, circularity, taper 
and recast layer. Parthiban et al. [6] optimized the parameters 
for Nd:YAG laser micro-drilling process of a Nickel based 
super alloy with thermal barrier coating (TBC) using a galvo 
scanner. Taguchi orthogonal array was used for conducting 
the experiments. Surface roughness and surface crack density 
were the measured outputs. Optimum inclination angle, scan 
speed and number of passes were determined in return. 

Water jet guided laser technology, which was developed by 
the Swiss company Synova S.A. in late 1990s as an innovative 
approach, has become an alternative to the dry lasers. The 
laser beams are guided within a water-jet, so that focusing, 
cooling and cleaning effects of the water are benefited from 
(see Fig. 1). The technology is used for various applications in 
different industries. Although its success is demonstrated 
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1. Introduction 

Laser drilling is a widely used manufacturing technology in 
aerospace industry [1]. The process is especially useful for 
drilling micro cooling holes on turbine blades, which is of 
critical importance in order for the parts to withstand high 
temperatures in the gas turbine. However, although considered 
as a fast process, lasers have some quality issues associated 
with high heat input to the material [2]. 

Various optimization and modeling studies have been done 
to overcome these issues on different materials and with 
different kinds of laser systems. Chatterjee et al. [3] 
investigated the quality characteristics in Nd:YAG laser 
drilling of stainless steel using Taguchi method. They have 
found a relation between laser parameters, heat affected zone 
(HAZ), and spatter area formation. Wang et al. [4] focused on 
hole roundness, taper and recast layer in drilling cooling holes 
on a super alloy. They have found out that spiral tool path 

should be used for better results. Su et al. [5] performed fiber 
laser drilling optimization on a ceramic material. They have 
found out the optimal peak power and ablation time for the 
best hole characteristics, such as diameter, circularity, taper 
and recast layer. Parthiban et al. [6] optimized the parameters 
for Nd:YAG laser micro-drilling process of a Nickel based 
super alloy with thermal barrier coating (TBC) using a galvo 
scanner. Taguchi orthogonal array was used for conducting 
the experiments. Surface roughness and surface crack density 
were the measured outputs. Optimum inclination angle, scan 
speed and number of passes were determined in return. 

Water jet guided laser technology, which was developed by 
the Swiss company Synova S.A. in late 1990s as an innovative 
approach, has become an alternative to the dry lasers. The 
laser beams are guided within a water-jet, so that focusing, 
cooling and cleaning effects of the water are benefited from 
(see Fig. 1). The technology is used for various applications in 
different industries. Although its success is demonstrated 
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many times compared to the dry lasers in terms of quality 
(heat affected zone, recast layer, spatter, burr formation, etc.), 
the technology is still not widely elaborated. It is very difficult 
to model the process due to constantly flowing pressurized 
water splashing back from the surface. There are many 
variables in the process, which affects the material removal 
rates and quality of the cuts. 

 

 

Fig. 1. Working principle of the water jet guided laser [7]. 

In this paper, the main aim is to perform a multi objective 
optimization in terms of process time and taper angle of the 
micro holes drilled on Inconel 718 super alloy using water jet 
guided laser. Taguchi method and Overall Evaluation Criteria 
(OEC) are used for this purpose. In the following sections, the 
related independent variables effecting the outputs and the 
experimental methods are presented and the results are 
discussed.  

2. Materials and Methods 

2.1. Material 

Solution and Precipitation Heat Treated Wrought Inconel 
718 material was used in the experiments. Nominal 
composition of the material is given in Table 1 per the 
specification SAE AMS 5663N and some of the material 
properties at room temperature are provided in Table 2. 

2.2. Sample 

A specimen with dimensions of 20 × 20 × 5.6 mm was cut 
from a bulk material using Electrical Discharge Machining 
(EDM) method. The thickness was intentionally chosen as 5.6 
mm, so that when cooling holes of diameter 0.4 mm were 
drilled, it would yield to an aspect ratio of 14:1, which is a 
design criterion. The surface area is large enough to perform 
repetitive tests. 

2.3. Machine 

The machine utilizes a diode pumped and pulsed Nd:YAG 
laser with 532 nm wavelength. The laser beam is carried to 
the nozzle with a 150 µm fiber. The water used in the machine 
for the water jet is purified by reverse osmosis method to 
achieve a resistivity level of 17 MΩcm. In order to stabilize 
the water jet, Helium is used as an assisting gas.  

Table 1. Nominal composition of Inconel 718. 

Al C Co Cr Cu Fe Mn Mo Nb Ni Si Ti 

0.5 0.08 1 19 0.3 16.7 0.35 3.1 5.2 52.5 0.35 0.9 

Table 2. Material Properties of Inconel 718 [8]. 

Property Unit Value 

Hardness HB 331 

Yield Strength at 0.2% Offset MPa 1034 

Ultimate Tensile Strength MPa 1241 

Density kg m-3 8190 

Melting Temperature °C 1260 

Heat Capacity J K-1 g-1 0.435 

2.4. Cutting method 

Since the laser beam can focus on a small spot, which is as 
wide as the water jet diameter, it is possible to apply different 
tool path strategies for drilling micro holes. This is different 
than the conventional methods used, such as percussion or 
trepanning drilling. The hole drilling process was completed 
in two steps. First, the hole was pierced with spiral drilling 
technique, and then another finishing tool path was used as 
shown in Fig. 2. The reason for employing the finishing step 
is to obtain the required diameter at the exit side of the hole. 
These tool paths can be parametrically adjusted by defining 
the spiral diameter and the size of the spiral step. The laser 
beam moves in X-axis, whereas the sample moves in Y-axis 
for this setup. 

 

 

Fig. 2. (a) first step; (b) second step. 

2.5. Hole geometry 

Diameter of the holes to be drilled were 0.4 mm. The total 
depth was 5.6 mm, corresponding to an aspect ratio of 14:1. 
The holes were drilled perpendicular to the workpiece surface. 

2.6. Process window 

For the experiments, five different factors were considered, 
namely laser power, pulse width, frequency, feed and spiral 
step. The minimum and maximum levels of these factors 
chosen for the experiments depend on the machine constraints 
and previous experiences. 

Among variety of nozzles, 50 µm sapphire nozzle was 
selected for the experiments since it performed well during 
the screening tests. Water jet pressure and gas flow were set 
to 200 bar and 1 l/min, respectively. They were kept constant 
during the trials. Similarly, the standoff distance from the 
nozzle to the sample surface was kept constant at 10 mm. 
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2.7. Experiments 

The factors and levels are shown in Table 3. Since there 
are 5 factors and two kinds of mixed levels, a modified 
Taguchi L-16 orthogonal table is used for the experiments [9]. 
The factors and levels for each trial are shown in Table 4. 

Table 3. Factors and levels. 

Factors Level 1 Level 2 Level 3 Level 4 

A. Laser Power (W) 25 30 35 – 

B. Pulse Width (ns) 200 250 300 – 

C. Frequency (kHz) 10 15 20 – 

D. Feed (mm/min) 60 120 180 240 

E. Spiral Step (mm) 0.010 0.015 0.020 0.025 

Table 4. Modified Taguchi L-16 orthogonal table. 

Trial A. B. C. D. E. 

1 25 200 10 60 0.010 

2 25 250 15 120 0.015 

3 25 300 20 180 0.020 

4 25 250 15 240 0.025 

5 30 200 15 180 0.025 

6 30 250 10 240 0.020 

7 30 300 15 60 0.015 

8 30 250 20 120 0.010 

9 35 200 20 240 0.015 

10 35 250 15 180 0.010 

11 35 300 10 120 0.025 

12 35 250 15 60 0.020 

13 30 200 15 120 0.020 

14 30 250 20 60 0.025 

15 30 300 15 240 0.010 

16 30 250 10 180 0.015 

 
In order to increase the reliability of the analysis, every 

trial was repeated three times. Therefore, 48 holes were 
drilled in total. The objective of the experiments was to 
decrease the process time and the taper of the holes. 

2.8. Measurement 

The process time was measured with a chronometer. 
Diameters of the holes were measured with a steel pin gage 
set, which has 0.01 mm increments. Then, the taper angle (Ta) 
was calculated as follows 

 

𝑇𝑇𝑇𝑇𝑎𝑎𝑎𝑎 = 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡−1 �
𝐷𝐷𝐷𝐷𝑡𝑡𝑡𝑡 − 𝐷𝐷𝐷𝐷𝑏𝑏𝑏𝑏

2𝑡𝑡𝑡𝑡
� (1) 

 
where, Dt is the diameter at the entrance (top), Db is the 
diameter at the exit (bottom), and t is the hole depth 
(workpiece thickness), which is always 5.6 mm in these 
experiments. 

3. Results and Discussion 

Analysis is performed using Signal-to-Noise ratio (S/N) 
proposed by Taguchi [9]. S/N ratio is a variance index 
dependent on mean square deviation (MSD). The advantage of 
using S/N value is that it both contains the mean value and the 
variance of the data considered. The equation of S/N is 

 
𝑆𝑆𝑆𝑆 𝑁𝑁𝑁𝑁⁄ =  −10 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙10(𝑀𝑀𝑀𝑀𝑆𝑆𝑆𝑆𝐷𝐷𝐷𝐷) (2) 

 
The value of MSD in this equation, depends on the quality 

characteristic, whether it is “smaller is better”, “nominal is 
better” or “larger is better”. Considering process time and 
taper angle, they both fit with the “smaller is better” case, for 
which the equation is given as 

 
𝑀𝑀𝑀𝑀𝑆𝑆𝑆𝑆𝐷𝐷𝐷𝐷 = (𝑦𝑦𝑦𝑦12 + 𝑦𝑦𝑦𝑦22 + 𝑦𝑦𝑦𝑦32 + ⋯ )/𝑡𝑡𝑡𝑡 (3) 

 
where, yi’s are the obtained results for each repeated test and n 
is the number of repetitions, which is always 3 in this study. 

The drilled specimen is shown in Fig. 3. The mean value 
and S/N values of the process time and taper angle of the 
holes obtained after the trials are given in Table 5. 

 

 

Fig. 3. Drilled specimen. 

Table 5. Results of the experiments. 

 Process Time Taper Angle 

Trial Mean (s) S/N Mean (°) S/N 

1 361 –51.162 0.46 6.702 

2 914 –59.217 0.49 6.106 

3 2917 –69.300 0.53 5.569 

4 1249 –61.936 0.53 5.528 

5 668 –56.497 0.60 4.476 

6 305 –49.773 0.46 6.702 

7 880 –58.896 0.65 3.763 

8 2390 –67.576 0.56 4.970 

9 776 –57.814 0.55 5.203 

10 312 –49.940 0.43 7.310 

11 163 –44.262 0.34 9.322 

12 285 –49.101 0.43 7.392 

13 539 –54.640 0.38 8.498 

14 2008 –66.058 0.41 7.760 

15 821 –58.339 0.55 5.253 

16 192 –45.666 0.36 8.861 

Average 924 –56.261 0.48 6.463 
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many times compared to the dry lasers in terms of quality 
(heat affected zone, recast layer, spatter, burr formation, etc.), 
the technology is still not widely elaborated. It is very difficult 
to model the process due to constantly flowing pressurized 
water splashing back from the surface. There are many 
variables in the process, which affects the material removal 
rates and quality of the cuts. 

 

 

Fig. 1. Working principle of the water jet guided laser [7]. 

In this paper, the main aim is to perform a multi objective 
optimization in terms of process time and taper angle of the 
micro holes drilled on Inconel 718 super alloy using water jet 
guided laser. Taguchi method and Overall Evaluation Criteria 
(OEC) are used for this purpose. In the following sections, the 
related independent variables effecting the outputs and the 
experimental methods are presented and the results are 
discussed.  

2. Materials and Methods 

2.1. Material 

Solution and Precipitation Heat Treated Wrought Inconel 
718 material was used in the experiments. Nominal 
composition of the material is given in Table 1 per the 
specification SAE AMS 5663N and some of the material 
properties at room temperature are provided in Table 2. 

2.2. Sample 

A specimen with dimensions of 20 × 20 × 5.6 mm was cut 
from a bulk material using Electrical Discharge Machining 
(EDM) method. The thickness was intentionally chosen as 5.6 
mm, so that when cooling holes of diameter 0.4 mm were 
drilled, it would yield to an aspect ratio of 14:1, which is a 
design criterion. The surface area is large enough to perform 
repetitive tests. 

2.3. Machine 

The machine utilizes a diode pumped and pulsed Nd:YAG 
laser with 532 nm wavelength. The laser beam is carried to 
the nozzle with a 150 µm fiber. The water used in the machine 
for the water jet is purified by reverse osmosis method to 
achieve a resistivity level of 17 MΩcm. In order to stabilize 
the water jet, Helium is used as an assisting gas.  

Table 1. Nominal composition of Inconel 718. 

Al C Co Cr Cu Fe Mn Mo Nb Ni Si Ti 

0.5 0.08 1 19 0.3 16.7 0.35 3.1 5.2 52.5 0.35 0.9 

Table 2. Material Properties of Inconel 718 [8]. 

Property Unit Value 

Hardness HB 331 

Yield Strength at 0.2% Offset MPa 1034 

Ultimate Tensile Strength MPa 1241 

Density kg m-3 8190 

Melting Temperature °C 1260 

Heat Capacity J K-1 g-1 0.435 

2.4. Cutting method 

Since the laser beam can focus on a small spot, which is as 
wide as the water jet diameter, it is possible to apply different 
tool path strategies for drilling micro holes. This is different 
than the conventional methods used, such as percussion or 
trepanning drilling. The hole drilling process was completed 
in two steps. First, the hole was pierced with spiral drilling 
technique, and then another finishing tool path was used as 
shown in Fig. 2. The reason for employing the finishing step 
is to obtain the required diameter at the exit side of the hole. 
These tool paths can be parametrically adjusted by defining 
the spiral diameter and the size of the spiral step. The laser 
beam moves in X-axis, whereas the sample moves in Y-axis 
for this setup. 

 

 

Fig. 2. (a) first step; (b) second step. 

2.5. Hole geometry 

Diameter of the holes to be drilled were 0.4 mm. The total 
depth was 5.6 mm, corresponding to an aspect ratio of 14:1. 
The holes were drilled perpendicular to the workpiece surface. 

2.6. Process window 

For the experiments, five different factors were considered, 
namely laser power, pulse width, frequency, feed and spiral 
step. The minimum and maximum levels of these factors 
chosen for the experiments depend on the machine constraints 
and previous experiences. 

Among variety of nozzles, 50 µm sapphire nozzle was 
selected for the experiments since it performed well during 
the screening tests. Water jet pressure and gas flow were set 
to 200 bar and 1 l/min, respectively. They were kept constant 
during the trials. Similarly, the standoff distance from the 
nozzle to the sample surface was kept constant at 10 mm. 
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2.7. Experiments 

The factors and levels are shown in Table 3. Since there 
are 5 factors and two kinds of mixed levels, a modified 
Taguchi L-16 orthogonal table is used for the experiments [9]. 
The factors and levels for each trial are shown in Table 4. 

Table 3. Factors and levels. 

Factors Level 1 Level 2 Level 3 Level 4 

A. Laser Power (W) 25 30 35 – 

B. Pulse Width (ns) 200 250 300 – 

C. Frequency (kHz) 10 15 20 – 

D. Feed (mm/min) 60 120 180 240 

E. Spiral Step (mm) 0.010 0.015 0.020 0.025 

Table 4. Modified Taguchi L-16 orthogonal table. 

Trial A. B. C. D. E. 

1 25 200 10 60 0.010 

2 25 250 15 120 0.015 

3 25 300 20 180 0.020 

4 25 250 15 240 0.025 

5 30 200 15 180 0.025 

6 30 250 10 240 0.020 

7 30 300 15 60 0.015 

8 30 250 20 120 0.010 

9 35 200 20 240 0.015 

10 35 250 15 180 0.010 
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12 35 250 15 60 0.020 

13 30 200 15 120 0.020 

14 30 250 20 60 0.025 

15 30 300 15 240 0.010 

16 30 250 10 180 0.015 

 
In order to increase the reliability of the analysis, every 

trial was repeated three times. Therefore, 48 holes were 
drilled in total. The objective of the experiments was to 
decrease the process time and the taper of the holes. 

2.8. Measurement 

The process time was measured with a chronometer. 
Diameters of the holes were measured with a steel pin gage 
set, which has 0.01 mm increments. Then, the taper angle (Ta) 
was calculated as follows 
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where, Dt is the diameter at the entrance (top), Db is the 
diameter at the exit (bottom), and t is the hole depth 
(workpiece thickness), which is always 5.6 mm in these 
experiments. 

3. Results and Discussion 

Analysis is performed using Signal-to-Noise ratio (S/N) 
proposed by Taguchi [9]. S/N ratio is a variance index 
dependent on mean square deviation (MSD). The advantage of 
using S/N value is that it both contains the mean value and the 
variance of the data considered. The equation of S/N is 
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The value of MSD in this equation, depends on the quality 

characteristic, whether it is “smaller is better”, “nominal is 
better” or “larger is better”. Considering process time and 
taper angle, they both fit with the “smaller is better” case, for 
which the equation is given as 
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where, yi’s are the obtained results for each repeated test and n 
is the number of repetitions, which is always 3 in this study. 

The drilled specimen is shown in Fig. 3. The mean value 
and S/N values of the process time and taper angle of the 
holes obtained after the trials are given in Table 5. 

 

 

Fig. 3. Drilled specimen. 

Table 5. Results of the experiments. 

 Process Time Taper Angle 

Trial Mean (s) S/N Mean (°) S/N 

1 361 –51.162 0.46 6.702 

2 914 –59.217 0.49 6.106 

3 2917 –69.300 0.53 5.569 

4 1249 –61.936 0.53 5.528 

5 668 –56.497 0.60 4.476 

6 305 –49.773 0.46 6.702 

7 880 –58.896 0.65 3.763 

8 2390 –67.576 0.56 4.970 

9 776 –57.814 0.55 5.203 

10 312 –49.940 0.43 7.310 

11 163 –44.262 0.34 9.322 

12 285 –49.101 0.43 7.392 

13 539 –54.640 0.38 8.498 

14 2008 –66.058 0.41 7.760 

15 821 –58.339 0.55 5.253 

16 192 –45.666 0.36 8.861 

Average 924 –56.261 0.48 6.463 
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The response plots with the mean values are given in Fig. 4 

and Fig 5.  
  

 

Fig. 4. Response plots for process time. 

 

Fig. 5. Response plots for taper angle. 

Tables of the main effects for process time and taper angle 
are provided in Table 6 and Table 7. When considering S/N 
values, larger value always indicates a better result. Thus, 
considering the values in the tables, laser power should be 
chosen as 35 W and frequency as 10 kHz for the optimal 
condition. However, there are conflicts with the optimum 
pulse width, feed and spiral step values.  

Table 6. Main (average) effects of factors for process time in terms of S/N. 

 Average Effects 

Factors Level 1 Level 2 Level 3 Level 4 

A. Laser Power (W) –60.404 –57.181 –50.279 – 

B. Pulse Width (ns) –55.028 –56.159 –57.699 – 

C. Frequency (kHz) –47.716 –56.071 –65.187 – 

D. Feed (mm/min) –56.304 –56.424 –55.351 –56.966 

E. Spiral Step (mm) –56.754 –55.398 –55.703 –57.188 

Table 7. Main (average) effects of factors for taper angle in terms of S/N. 

 Average Effects 

Factors Level 1 Level 2 Level 3 Level 4 

A. Laser Power (W) 5.976 6.286 7.307 – 

B. Pulse Width (ns) 6.220 6.829 5.977 – 

C. Frequency (kHz) 7.897 6.041 5.876 – 

D. Feed (mm/min) 6.404 7.224 6.554 5.671 

E. Spiral Step (mm) 6.059 5.983 7.040 6.772 

3.1. OEC analysis 

It is not always possible to find the same optimum factor 
levels for every characteristic at the same time. In these 
circumstances, the relative weight of each characteristic can 
be combined into one OEC index. It is then possible to 
perform optimization based on these new values [9]. 

In order to calculate the OEC, which is a dimensionless 
index between 0 and 1, one needs to determine the weight of 
each characteristic, the best and worst readings of the 
experiments. Then, the OEC can be defined as 

 

𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 =
𝑦𝑦𝑦𝑦1𝑚𝑚𝑚𝑚𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚 − 𝑦𝑦𝑦𝑦1

𝑦𝑦𝑦𝑦1𝑚𝑚𝑚𝑚𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚 − 𝑦𝑦𝑦𝑦1𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
× 𝑤𝑤𝑤𝑤1 +

𝑦𝑦𝑦𝑦2𝑚𝑚𝑚𝑚𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚 − 𝑦𝑦𝑦𝑦2
𝑦𝑦𝑦𝑦2𝑚𝑚𝑚𝑚𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚 − 𝑦𝑦𝑦𝑦2𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚

× 𝑤𝑤𝑤𝑤2 + ⋯ (4) 

 
where, yi is the measured reading, yimax and yimin is the worst 
and best readings of each characteristic for “smaller is better” 
case and wi is the weight of each characteristic. The weights 
are determined based on the importance of the characteristics 
for the practitioner. Assuming taper angle (quality) is more 
important than process time, the related values for calculating 
OEC are given in Table 8. 

Table 8. OEC description. 

Criteria 
Description 

Best 
Reading 

Worst 
Reading 

Relative 
Weight 

1. Process Time (s) 161 2975 40% 

2. Taper Angle (°) 0.31 0.67 60% 

 
The mean and S/N values of the combined OEC index of 

process time and taper angle are given in Table 9. The main 
effects table of OEC is given in Table 10. The MSD value in 
order to find the S/N ratio is calculated according to “larger is 
better” case, for which the equation is given as 

 
𝑀𝑀𝑀𝑀𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 = (1/𝑦𝑦𝑦𝑦12 + 1/𝑦𝑦𝑦𝑦22 + 1/𝑦𝑦𝑦𝑦32 + ⋯ )/𝑡𝑡𝑡𝑡 (5) 

Table 9. OEC scores. 

 Values of each repetition   

Trial OEC#1 OEC#2 OEC#3 Mean MSD S/N 

1 0.80 0.63 0.71 0.71 2.013 –3.038 

2 0.64 0.55 0.55 0.58 3.032 –4.817 

3 0.23 0.26 0.23 0.24 17.598 –12.455 

4 0.51 0.49 0.42 0.47 4.552 –6.582 

5 0.41 0.42 0.50 0.44 5.230 –7.185 

6 0.63 0.81 0.73 0.72 1.978 –2.961 

7 0.29 0.30 0.39 0.33 9.869 –9.943 

8 0.26 0.18 0.32 0.25 18.170 –12.594 

9 0.39 0.66 0.49 0.51 4.341 –6.376 

10 0.80 0.90 0.64 0.78 1.754 –2.440 

11 0.91 1.00 0.91 0.94 1.132 –0.537 

12 0.81 0.81 0.73 0.78 1.647 –2.166 

13 0.77 0.86 0.86 0.83 1.457 –1.634 

14 0.56 0.58 0.56 0.57 3.123 –4.946 

15 0.55 0.48 0.49 0.51 3.939 –5.954 

16 1.00 0.91 0.82 0.91 1.230 –0.898 
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Table 10. Main (average) effects of factors for OEC in terms of S/N. 

 Average Effects 

Factors Level 1 Level 2 Level 3 Level 4 

A. Laser Power (W) –6.723 –5.764 –2.880 – 

B. Pulse Width (ns) –4.558 –4.675 –7.222 – 

C. Frequency (kHz) –1.858 –5.090 –9.092 – 

D. Feed (mm/min) –5.023 –4.895 –5.744 –5.468 

E. Spiral Step (mm) –6.006 –5.508 –4.804 –4.813 

 
When considering OEC values, larger value always 

indicates a better result. Thus, looking at the table, laser 
power should be chosen as 35 W, pulse width as 200 ns, 
frequency as 10 kHz, feed as 120 mm/min and spiral step as 
0.020 mm for the optimal condition (A3B1C1D2E3). These 
factor levels should allow a less tapered hole to be processed 
with minimal process time. 

3.2. Analysis of variance (ANOVA) 

ANOVA analysis is also performed to see the significance 
levels of all the factors. The ANOVA table for OEC mean 
values can be seen in Table 11. Looking at the percentage 
values in the table, frequency is the most dominant factor 
affecting the results. Feed and spiral step are less important, 
even statistically insignificant factors, so it is up to the 
practitioner to choose their levels arbitrarily.  

Table 11. ANOVA analysis. 

Factors DOF (f) S V F S' P (%) 

A. Laser Power (W) 2 0.141 0.070 16.372 0.132 17.8 

B. Pulse Width (ns) 2 0.048 0.024 5.637 0.040 5.4 

C. Frequency (kHz) 2 0.369 0.185 42.996 0.361 48.6 

D. Feed (mm/min) 3 0.015 0.005 1.134 0.002 0.2 

E. Spiral Step (mm) 3 0.020 0.007 1.519 0.007 0.9 

Other/Error 35 0.150 0.004 – – 27.2 

Total 47 0.743 – – – 100.0 

3.3. Estimation of performance 

It is also possible to calculate the expected outputs based 
on the selected factor levels at this point. Contribution of each 
factor level on the average value is taken into consideration 
one by one for each characteristic, as shown in Table 12. 

Table 12. Estimation of performance for the optimal condition. 

 Process Time Taper Angle 

Factors Average S/N Opt Contribution Average S/N Opt Contribution 

A.  –56.261 –50.279 5.981 6.463 7.307 0.847 

B.  –56.261 –55.028 1.232 6.463 6.220 –0.240 

C.  –56.261 –47.716 8.545 6.463 7.897 1.437 

D.  –56.261 –56.424 –0.163 6.463 7.224 0.764 

E.  –56.261 –55.703 0.558 6.463 7.040 0.580 

Total   16.155   3.388 

Est.  –40.106   9.848  

 

The estimated S/N value is calculated by adding the total 
contribution to the average performance, which is -56.261 for 
process time and 6.463 for taper angle. Based on the 
estimated S/N values, the expected values for process time 
and taper angle can be found by the equation provided below. 

 
𝑀𝑀𝑀𝑀𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 = 𝜎𝜎𝜎𝜎2 + (𝑦𝑦𝑦𝑦𝑎𝑎𝑎𝑎 − 𝑦𝑦𝑦𝑦0)2 (6) 

 
where, σ is the standard deviation, ya is the sample average 
and y0 is the target value. Considering the average value only 
and “smaller is better” case, σ=0 and y0=0. Then, using 
Equation (2) and simplifying, Equation (6) becomes: 

 

𝑦𝑦𝑦𝑦𝑎𝑎𝑎𝑎 = �10−
𝑆𝑆𝑆𝑆/𝑁𝑁𝑁𝑁
10  (7) 

 
Therefore, using Equation (7) and the estimated S/N values 

in Table 12, the process time is calculated as 101 s and taper 
angle as 0.32° at the optimum condition. 

3.4. Verification tests 

In order to verify the estimated performance, verification 
tests with 5 repeats are performed. Using the optimal 
condition (A3B1C1D2E3), the mean values of the obtained 
results are close to the expected values, as shown in Table 13. 

Table 13. Confirming predicted results. 

Criteria Description Expected Reading Verification Result 
1. Process Time (s) 101 120 

2. Taper Angle (°) 0.32 0.24 

 
The reason for errors or deviations between the expected 

and the verified results are related to the confidence interval 
of the estimated performance. Since there are other factors 
affecting the process, such as real-life disturbances, variations 
and/or interactions between factors, deviations are always 
expected. In this case, the results seem close. Average taper 
angle performance of 0.24° is even better than expected, 
which is a value that couldn’t be obtained in the initial trials. 

3.5. Peak Intensity 

Since the power of the laser source is transmitted to the 
work piece through a fiber and water jet, a transmission loss 
should be taken into account. Experiments with the system 
show that the ratio is approximately 0.75. The pulse energy Ep 
(mJ) can be calculated as in [10] below. 

 
𝑂𝑂𝑂𝑂𝑝𝑝𝑝𝑝 = 0.75𝑃𝑃𝑃𝑃/𝑓𝑓𝑓𝑓 (8) 

 
where, P (W) is the average laser power and f (kHz) is the 
frequency. Then, the peak power Pp (kW) can be calculated as 

 
𝑃𝑃𝑃𝑃𝑝𝑝𝑝𝑝 = 𝑂𝑂𝑂𝑂𝑝𝑝𝑝𝑝/𝜏𝜏𝜏𝜏𝑝𝑝𝑝𝑝 (9) 

 
where, τp (ns) is the pulse width. Finally, the power density or 
peak intensity Ip (GW/cm2) can be calculated by using the 
below equation. 



 Levent Subasi  et al. / Procedia CIRP 94 (2020) 505–510 509
4 Levent Subasi / Procedia CIRP 00 (2020) 000–000 

 
The response plots with the mean values are given in Fig. 4 

and Fig 5.  
  

 

Fig. 4. Response plots for process time. 

 

Fig. 5. Response plots for taper angle. 

Tables of the main effects for process time and taper angle 
are provided in Table 6 and Table 7. When considering S/N 
values, larger value always indicates a better result. Thus, 
considering the values in the tables, laser power should be 
chosen as 35 W and frequency as 10 kHz for the optimal 
condition. However, there are conflicts with the optimum 
pulse width, feed and spiral step values.  

Table 6. Main (average) effects of factors for process time in terms of S/N. 

 Average Effects 

Factors Level 1 Level 2 Level 3 Level 4 

A. Laser Power (W) –60.404 –57.181 –50.279 – 

B. Pulse Width (ns) –55.028 –56.159 –57.699 – 

C. Frequency (kHz) –47.716 –56.071 –65.187 – 

D. Feed (mm/min) –56.304 –56.424 –55.351 –56.966 

E. Spiral Step (mm) –56.754 –55.398 –55.703 –57.188 

Table 7. Main (average) effects of factors for taper angle in terms of S/N. 

 Average Effects 

Factors Level 1 Level 2 Level 3 Level 4 

A. Laser Power (W) 5.976 6.286 7.307 – 

B. Pulse Width (ns) 6.220 6.829 5.977 – 

C. Frequency (kHz) 7.897 6.041 5.876 – 

D. Feed (mm/min) 6.404 7.224 6.554 5.671 

E. Spiral Step (mm) 6.059 5.983 7.040 6.772 

3.1. OEC analysis 

It is not always possible to find the same optimum factor 
levels for every characteristic at the same time. In these 
circumstances, the relative weight of each characteristic can 
be combined into one OEC index. It is then possible to 
perform optimization based on these new values [9]. 

In order to calculate the OEC, which is a dimensionless 
index between 0 and 1, one needs to determine the weight of 
each characteristic, the best and worst readings of the 
experiments. Then, the OEC can be defined as 

 

𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 =
𝑦𝑦𝑦𝑦1𝑚𝑚𝑚𝑚𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚 − 𝑦𝑦𝑦𝑦1

𝑦𝑦𝑦𝑦1𝑚𝑚𝑚𝑚𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚 − 𝑦𝑦𝑦𝑦1𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚
× 𝑤𝑤𝑤𝑤1 +

𝑦𝑦𝑦𝑦2𝑚𝑚𝑚𝑚𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚 − 𝑦𝑦𝑦𝑦2
𝑦𝑦𝑦𝑦2𝑚𝑚𝑚𝑚𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚 − 𝑦𝑦𝑦𝑦2𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚

× 𝑤𝑤𝑤𝑤2 + ⋯ (4) 

 
where, yi is the measured reading, yimax and yimin is the worst 
and best readings of each characteristic for “smaller is better” 
case and wi is the weight of each characteristic. The weights 
are determined based on the importance of the characteristics 
for the practitioner. Assuming taper angle (quality) is more 
important than process time, the related values for calculating 
OEC are given in Table 8. 

Table 8. OEC description. 

Criteria 
Description 

Best 
Reading 

Worst 
Reading 

Relative 
Weight 

1. Process Time (s) 161 2975 40% 

2. Taper Angle (°) 0.31 0.67 60% 

 
The mean and S/N values of the combined OEC index of 

process time and taper angle are given in Table 9. The main 
effects table of OEC is given in Table 10. The MSD value in 
order to find the S/N ratio is calculated according to “larger is 
better” case, for which the equation is given as 

 
𝑀𝑀𝑀𝑀𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 = (1/𝑦𝑦𝑦𝑦12 + 1/𝑦𝑦𝑦𝑦22 + 1/𝑦𝑦𝑦𝑦32 + ⋯ )/𝑡𝑡𝑡𝑡 (5) 

Table 9. OEC scores. 

 Values of each repetition   

Trial OEC#1 OEC#2 OEC#3 Mean MSD S/N 

1 0.80 0.63 0.71 0.71 2.013 –3.038 

2 0.64 0.55 0.55 0.58 3.032 –4.817 

3 0.23 0.26 0.23 0.24 17.598 –12.455 

4 0.51 0.49 0.42 0.47 4.552 –6.582 

5 0.41 0.42 0.50 0.44 5.230 –7.185 

6 0.63 0.81 0.73 0.72 1.978 –2.961 

7 0.29 0.30 0.39 0.33 9.869 –9.943 

8 0.26 0.18 0.32 0.25 18.170 –12.594 

9 0.39 0.66 0.49 0.51 4.341 –6.376 

10 0.80 0.90 0.64 0.78 1.754 –2.440 

11 0.91 1.00 0.91 0.94 1.132 –0.537 

12 0.81 0.81 0.73 0.78 1.647 –2.166 

13 0.77 0.86 0.86 0.83 1.457 –1.634 

14 0.56 0.58 0.56 0.57 3.123 –4.946 

15 0.55 0.48 0.49 0.51 3.939 –5.954 

16 1.00 0.91 0.82 0.91 1.230 –0.898 
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Table 10. Main (average) effects of factors for OEC in terms of S/N. 

 Average Effects 

Factors Level 1 Level 2 Level 3 Level 4 

A. Laser Power (W) –6.723 –5.764 –2.880 – 

B. Pulse Width (ns) –4.558 –4.675 –7.222 – 

C. Frequency (kHz) –1.858 –5.090 –9.092 – 

D. Feed (mm/min) –5.023 –4.895 –5.744 –5.468 

E. Spiral Step (mm) –6.006 –5.508 –4.804 –4.813 

 
When considering OEC values, larger value always 

indicates a better result. Thus, looking at the table, laser 
power should be chosen as 35 W, pulse width as 200 ns, 
frequency as 10 kHz, feed as 120 mm/min and spiral step as 
0.020 mm for the optimal condition (A3B1C1D2E3). These 
factor levels should allow a less tapered hole to be processed 
with minimal process time. 

3.2. Analysis of variance (ANOVA) 

ANOVA analysis is also performed to see the significance 
levels of all the factors. The ANOVA table for OEC mean 
values can be seen in Table 11. Looking at the percentage 
values in the table, frequency is the most dominant factor 
affecting the results. Feed and spiral step are less important, 
even statistically insignificant factors, so it is up to the 
practitioner to choose their levels arbitrarily.  

Table 11. ANOVA analysis. 

Factors DOF (f) S V F S' P (%) 

A. Laser Power (W) 2 0.141 0.070 16.372 0.132 17.8 

B. Pulse Width (ns) 2 0.048 0.024 5.637 0.040 5.4 

C. Frequency (kHz) 2 0.369 0.185 42.996 0.361 48.6 

D. Feed (mm/min) 3 0.015 0.005 1.134 0.002 0.2 

E. Spiral Step (mm) 3 0.020 0.007 1.519 0.007 0.9 

Other/Error 35 0.150 0.004 – – 27.2 

Total 47 0.743 – – – 100.0 

3.3. Estimation of performance 

It is also possible to calculate the expected outputs based 
on the selected factor levels at this point. Contribution of each 
factor level on the average value is taken into consideration 
one by one for each characteristic, as shown in Table 12. 

Table 12. Estimation of performance for the optimal condition. 

 Process Time Taper Angle 

Factors Average S/N Opt Contribution Average S/N Opt Contribution 

A.  –56.261 –50.279 5.981 6.463 7.307 0.847 

B.  –56.261 –55.028 1.232 6.463 6.220 –0.240 

C.  –56.261 –47.716 8.545 6.463 7.897 1.437 

D.  –56.261 –56.424 –0.163 6.463 7.224 0.764 

E.  –56.261 –55.703 0.558 6.463 7.040 0.580 

Total   16.155   3.388 

Est.  –40.106   9.848  

 

The estimated S/N value is calculated by adding the total 
contribution to the average performance, which is -56.261 for 
process time and 6.463 for taper angle. Based on the 
estimated S/N values, the expected values for process time 
and taper angle can be found by the equation provided below. 

 
𝑀𝑀𝑀𝑀𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 = 𝜎𝜎𝜎𝜎2 + (𝑦𝑦𝑦𝑦𝑎𝑎𝑎𝑎 − 𝑦𝑦𝑦𝑦0)2 (6) 

 
where, σ is the standard deviation, ya is the sample average 
and y0 is the target value. Considering the average value only 
and “smaller is better” case, σ=0 and y0=0. Then, using 
Equation (2) and simplifying, Equation (6) becomes: 

 

𝑦𝑦𝑦𝑦𝑎𝑎𝑎𝑎 = �10−
𝑆𝑆𝑆𝑆/𝑁𝑁𝑁𝑁
10  (7) 

 
Therefore, using Equation (7) and the estimated S/N values 

in Table 12, the process time is calculated as 101 s and taper 
angle as 0.32° at the optimum condition. 

3.4. Verification tests 

In order to verify the estimated performance, verification 
tests with 5 repeats are performed. Using the optimal 
condition (A3B1C1D2E3), the mean values of the obtained 
results are close to the expected values, as shown in Table 13. 

Table 13. Confirming predicted results. 

Criteria Description Expected Reading Verification Result 
1. Process Time (s) 101 120 

2. Taper Angle (°) 0.32 0.24 

 
The reason for errors or deviations between the expected 

and the verified results are related to the confidence interval 
of the estimated performance. Since there are other factors 
affecting the process, such as real-life disturbances, variations 
and/or interactions between factors, deviations are always 
expected. In this case, the results seem close. Average taper 
angle performance of 0.24° is even better than expected, 
which is a value that couldn’t be obtained in the initial trials. 

3.5. Peak Intensity 

Since the power of the laser source is transmitted to the 
work piece through a fiber and water jet, a transmission loss 
should be taken into account. Experiments with the system 
show that the ratio is approximately 0.75. The pulse energy Ep 
(mJ) can be calculated as in [10] below. 

 
𝑂𝑂𝑂𝑂𝑝𝑝𝑝𝑝 = 0.75𝑃𝑃𝑃𝑃/𝑓𝑓𝑓𝑓 (8) 

 
where, P (W) is the average laser power and f (kHz) is the 
frequency. Then, the peak power Pp (kW) can be calculated as 

 
𝑃𝑃𝑃𝑃𝑝𝑝𝑝𝑝 = 𝑂𝑂𝑂𝑂𝑝𝑝𝑝𝑝/𝜏𝜏𝜏𝜏𝑝𝑝𝑝𝑝 (9) 

 
where, τp (ns) is the pulse width. Finally, the power density or 
peak intensity Ip (GW/cm2) can be calculated by using the 
below equation. 
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𝐼𝐼𝐼𝐼𝑝𝑝𝑝𝑝 = 𝑃𝑃𝑃𝑃𝑝𝑝𝑝𝑝/𝐴𝐴𝐴𝐴 (10) 

 
where, A (cm2) is the water jet cross-section area. The area is 
calculated by taking the diameter (µm) of the nozzle and 
multiplying it by a contraction factor, which shows the ratio 
of the water jet diameter compared to the nozzle diameter. 
Experiments with the system show that this factor is 
approximately 0.83.  

Then, using Equations (8), (9), (10), taking the nozzle 
diameter as 50 µm, using the related factors and the unit 
conversions, below equation is obtained. 

 

𝐼𝐼𝐼𝐼𝑝𝑝𝑝𝑝 =
55.475𝑃𝑃𝑃𝑃
𝑓𝑓𝑓𝑓𝜏𝜏𝜏𝜏𝑝𝑝𝑝𝑝

 (11) 

 
Peak intensity is a compact value including all of the laser 

parameters used in the experiments. Calculating the peak 
intensity, and matching against the process time measured in 
the experiments, the plot shown in Fig. 6 can be obtained. It is 
clear that there is a strong dependence between the two 
variables. 

 

 

Fig. 6. Peak intensity vs. Process time plot. 

Thus, it is justified that the optimum condition of 35 W, 
200 ns and 10 kHz provides better processing time since their 
calculated peak intensity of 0.97 is higher compared to the 
values used at initial trials.  

Considering Equation (11), it seems possible to increase 
the peak intensity even more, in order to decrease the process 
time. Laser power should be increased and/or frequency and 
pulse width should be decreased for this purpose. However, 
the power density is a constraint for the machine. The damage 
threshold of the water jet nozzle is approximately 1 GW/cm2. 
This limit should not be exceeded and the optimum condition 
is already very close to the limit. Thus, there is not much 
room for further improvement. 

4. Conclusion 

A multi objective optimization is performed in terms of 
process time and taper angle of the micro holes drilled on 
Inconel 718 material using water jet guided laser. Taguchi 

design of experiment, S/N analysis, OEC analysis and ANOVA 
analysis were used for evaluation of results and optimization.  

Taguchi approach is proved to be useful, as also verified 
by further tests. Both process time and taper angle objectives 
are optimized by adjusting the levels. Frequency is the key 
factor when both objectives are considered.  

Other non-laser factors, such as feed and spiral step are 
insignificant. In fact, these two factors only control how much 
the laser beam is overlapping on the surface. More overlap 
means faster material removal in Z (hole depth) direction, 
whereas less overlap means faster material removal in XY 
plane. It turns out that the total process time is not highly 
affected by changing these values, so the total material 
removal rate is directly correlated with the laser parameters. 

Faster process time is obtained by using the laser 
parameters that yields to higher peak intensity. Thus, for 
better performance laser power should be increased or pulse 
width and frequency should be decreased, taking into account 
the damage threshold of the nozzle. 

The design of experiment did not include any possible 
interactions or noise factors. Looking at the ANOVA table, the 
error term percentage of 27.2% suggests that there might be 
some other effects, such as power and pulse width 
fluctuations, or water splash back blocking the laser beam. As 
a future work, further experiments shall be performed to 
understand the factor interactions and fine-tune the results 
even more. It is also possible to expand the process window to 
include different factor levels or experiment with different 
factors, such as nozzle diameter, water and gas pressure, etc. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

A laser method for forming holes in brittle materials, such as glass and glass-ceramics, and the effect of heat treatment applied prior to and during 
hole formation on laser-induced transient and residual stresses, sample strength and hole quality are reported. We have shown, for the first time 
to our knowledge, that developed CO2 laser-based hole forming technique utilizing pulse burst mode operation enables quick formation of the 
holes of various diameters in substrates of different thickness in the range from about 0.03mm up to 3mm without cracking or shattering of the 
material, mitigating a negative effect of an ablation process.  
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1. Introduction 

Forming holes in brittle materials, such as glass and glass- 
ceramic substrates, is a necessity for various applications. For 
example, glass articles, such as cover glasses and glass 
backplanes, are employed in both consumer and commercial 
devices- LCD and LED displays or computer monitors, and 
may also be incorporated in portable electronic devices, such 
as mobile telephones, media players, watches, tablet computers 
and others. Depending on application, substrate thickness for 
drilling of through-holes (or blind holes) can vary in a wide 
range from about 10-30µm up to a few millimeters. Hole 
diameters might vary within the wide range from microns up to 
millimeters or centimeters. Some applications require uniform 

hole diameter with small variation, while others need tapered 
holes.  

Depending on requirements, different methods exist,  
which allow to produce holes in glass. Some of them are based 
on use of mechanical tools, especially for large diameter holes,  
but others use different types of laser processing in 
combination with additional process steps, such as the 
following acid etching, polishing, strengthening. Important 
process requirements include an ability to produce multiple 
holes in a short period of time without substrate breakage, to 
maintain substrate strength, to reduce processing and 
postprocessing time and overall cost of manufacturing of glass 
panels or devices. There are a few well-known laser-based 
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drilling of through-holes (or blind holes) can vary in a wide 
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hole diameter with small variation, while others need tapered 
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Depending on requirements, different methods exist,  
which allow to produce holes in glass. Some of them are based 
on use of mechanical tools, especially for large diameter holes,  
but others use different types of laser processing in 
combination with additional process steps, such as the 
following acid etching, polishing, strengthening. Important 
process requirements include an ability to produce multiple 
holes in a short period of time without substrate breakage, to 
maintain substrate strength, to reduce processing and 
postprocessing time and overall cost of manufacturing of glass 
panels or devices. There are a few well-known laser-based 
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methods for forming of relatively small diameter holes in glass 
substrates. The most typical methods include the following: 
• nanosecond pulse laser ablation by UV laser at 

wavelengths of 266nm or 355nm followed by acid etching 
[1]; 

• use of pulse laser with wavelengths of ≤ 1200nm [2]; 
• use of pulse or continuous wave CO2 laser with 

wavelength of 9200-9800nm for drilling holes in 
substrates with thickness not exceeding 300µm [3]; 

• use of focused short pulse laser beam (wavelength 390-
700nm) to induce absorption within the material, and as a 
result create defect lines through the thickness followed by 
etching to enlarge the laser induced defects into holes of 
10 to 100µm diameter [4]. 

A number of other publications related to the topic could be 
found, which represent variations or modifications of the 
methods indicated above using fundamentally similar 
principles.  

Methods [1] and [4] make relatively uniform diameter holes, 
where laser pulses create elongated defects through the 
substrate thickness, and the following etching forms actual 
holes of required diameter and removes cracks and defects 
originated during the initial laser exposure. These methods 
allow to create holes, but require significant process time for 
etching, since laser pulses create small filament type defects, 
which must be opened by etching process to achieve a certain 
diameter. During etching the overall thickness of the glass 
substrate is also reduced. 

Method described in [2] is close to [1] since, it uses similar 
UV nanosecond pulse laser working at 355nm wavelength. It 
does not use etching, but it applies a multi-step drilling process, 
when, at first, a concave defect is created on the surface at a 
certain energy density of pulses, and then a pulse train with 
higher energy density is used to finish a through hole. This 
method also requires a significant amount of time to complete 
multiple holes and tends to generate cracks and defects. 

Method [3] uses CO2 laser in CW or pulse modes with 
wavelength of 9.2-9.8µm to create holes in thin substrates. As 
all methods mentioned above, it tends to generate cracks during 
drilling. This publication indicates, that the used method 
significantly inhibits occurrence of cracks, but it does not 
prevent them. Better results with limited number of cracks can  
be obtained only in thin substrates with thickness not exceeding 
100-300µm. Thicker substrates require higher peak power of 
the pulses or longer laser exposure time, both leading to 
formation of cracks or, if not enough, to formation of partial 
holes, which do not penetrate through the substrate thickness, 
but still create cracks.  

So, all known laser-based hole drilling methods in brittle 
materials, like glass, have a similar issue of formation of cracks 
around the hole and at its inner walls, which fundamentally 
linked to laser-induced heat-generated stress associated with an 
ablation process via formation of strong temperature gradients 
due to transient and residual stress. If not treated and removed 
by etching, the cracks reduce substrate strength and eventually 
cause its breakage.   

The present paper is devoted to a new method allowing to 
avoid generation of cracks during hole drilling process in glass 
substrates. The new method is based on pulse laser drilling, but 

unlike all other methods, it runs, while glass substrate is heated 
up to a temperature range above the glass annealing point, but 
below the glass softening point. Related to the presented  
process reference [5] describes benefits of cutting of 
strengthened glass at elevated temperatures assisted by stress 
reduction through additional heating. 

In this paper we report on a CO2 laser-based method 
utilizing pulse burst mode operation, which enables quick 
formation of the holes with diameters in the range from about 
30µm up to 300-500µm in various types of glass substrates 
having thickness from 30µm up to 3000µm without cracking 
or shattering of the material, mitigating a negative effect of an 
ablation process. Furthermore, after optimization of the laser 
process nearly “crack-free” holes and multiple hole patterns 
might be achieved, which in some cases require no, or 
minimum post-treatment. 

2. Hole drilling method and apparatus 

It is known, that due to a wavelength (10.6µm) of the CO2 
laser radiation in a far IR part of the spectrum, the absorption 
of oxide glasses at this wavelength can exceed 105-1061/m. 
This makes the effective penetration depth of CO2 laser 
radiation of less than 10µm, within which an absorbing 
material, when irradiated, experiences rapid raise of the 
temperature and associated generation of the sharp thermal 
gradients and of corresponding thermal stresses in substrate 
surface layer and through its thickness via relatively slow 
thermal conductivity. This process is accompanied by melting 
and by material removal due to an ablation process. 

All these factors, even if a through or blind hole is made, 
cause substantial damage of the glass material around the hole 
in a form of macro and micro cracks, which make the substrate 
weak and can eventually lead to its breakage due to a high level 
of induced residual stress.  

To mitigate negative effects described above, heating of a 
glass substrate up to and above annealing point was proposed 
and tested. This caused significant immediate transient stress 
relaxation during laser drilling process and thus inhibited crack 
formation around the hole. 

Hole drilling was performed using the CO2 laser in a burst 
mode, which allowed relatively high (but not excessive) 
controllable peak power with short exposure time and with 
limited number of pulses within the burst. Heating the glass 
substrate to annealing range was achieved by using specially 
designed infra-red heater and furnace. First, the glass substrate 
was placed into a heater, where the entire substrate was 
uniformly heated to the required temperature, and then the  
laser beam was focused and irradiated on glass surface through 
a window using long focal distance focusing optics. 

 Schematics of apparatus for laser hole drilling in glass or in 
glass ceramics using substrate heater are shown in Fig. 1. In 
one configuration laser scanner was used to create hole pattern 
(see Fig. 1a). In other configuration stationary focusing optics 
was used, and the substrate was moved by an X-Y motion 
system (see Fig. 1b).  

Coherent Diamond J-2 series CO2 laser was used as a laser 
source at the wavelength of 10.6µm. The laser generated 
Gaussian beam with M2 value of less than 1.2. The laser beam 
was focused to a variable spot diameter required to form the 
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targeted hole diameter. Typically, the spot diameter was set to 
be ≤0.5mm. It could also be ≤ 0.25mm and even ≤0.05mm, 
when different focusing optics was used. This enabled power 
density in the range of about ~0.5-20kW/cm2. Peak power of 
the pulses could achieve 400W. Pulse burst mode was set to 
use limited number of pulses (N~1-100) with pulse duration of 
~0.1-1ms within the burst and total irradiation time of ~0.1-
100ms. Depending on glass thickness it was also possible to 
use a single-pulse operation mode, when several single pulses 
were generated with variable intervals between them. 

Glass substrate thickness varied in the range from 30µm up 
to 3mm. Laser beam focusing/defocusing optics included 
combination of a few ZnSe spherical and aspherical lenses for 
beam expansion and collimation.  

 
a                                                      b 
 

 

 

 
 
 
 
 
 
 
 
 
 
 

Fig.1. Schematics of apparatus for laser hole drilling in glass or in glass 
ceramics substrates using: 

 (a) scanner; (b) stationary optics combined with X-Y motion of the 
substrate 

3. Examples of hole drilling in different glasses 

Use of the CO2 laser ablation process for the fast drilling of 
holes of different diameters in glass or glass-ceramic substrates 
is an attractive approach, since CO2 lasers are inexpensive and 
reliable tools for manufacturing. However, use of the CO2 laser 
for hole drilling in glass has a major problem, as described 
above, which is related to a high laser-induced stress and 
stress/temperature gradients generated within a substrate 
during an ablation process.  

This laser-induced stress typically creates an “arc-type” 
crack around the hole formed by hole drilling process, when 
the substrates are kept at room temperature. Fig. 2a and Fig. 3a 
show typical examples of the “arc” cracks generated during 
hole formation regardless of the glass composition and its 
coefficient of thermal expansion (CTE). In case of the glass 
substrate shown in Fig. 2 CTE was about 35.0x10-7/oC. In case 
of the glass substrate shown in Fig. 3 an average CTE was 
about 80.0x10-7/oC. The two glasses represent a broad family  
of commercially available oxide glasses of different 
composition and properties well-known in display industry and 
in consumer electronics. The “arc” cracks, as seen in Fig. 2a 

and Fig. 3a, are deep and represent the weakest areas of the 
substrate, which lead to self-breakage of the substrate after hole 
formation, or to immediate breakage, when even small external 
force (bending) is applied to the substrate.  

In principle, these cracks can be removed by the following 
substrate acid etching, but they cover a large area around the 
hole, so the volume of material to be removed is quite 
significant, and so is the etching time. The final hole diameter 
will be much larger, then the original one made by laser, and 
long etching process will significantly reduce thickness of the 
substrate.  
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Fig.2. Typical hole formation by a CO2 laser in the glass with low 

expansion coefficient at: (a) the room temperature; (b) the temperature above 
annealing point, but below the glass softening point. 
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Fig.3. Typical hole formation by a CO2 laser in the glass with high 
expansion coefficient at: (a) the room temperature; (b) the temperature above 

annealing point, but below the glass softening point. 
 
It was confirmed, that if the same drilling process was 

performed, when substrate was heated up to annealing range, 
then the “arc-type” cracks were not observed anymore, as 
shown in Fig. 2b, while the process ran at substrate temperature 
≥ 820oC for this glass composition. Similar effect was observed 
for a different glass composition, when substrate was heated up 
to ~650oC and no “arc” crack was formed because of this (see 
Fig. 3b). 

Another example of good quality of tapered holes, formed 
in a laminate glass articles comprising a core and cladding 
layers [5], with entrance-to-exit hole diameter ratio of about 
2.6, is shown in Fig. 4. In this example the entrance hole 
diameter was about 350µm (Fig. 4a) and exit diameter was 
about 135µm (Fig. 4b), while overall substrate thickness was 
0.7mm. In this case optimization of the hole drilling process 
parameters and of internal glass substrate stress profile led to 
nearly “crack-free” hole formation. 
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methods for forming of relatively small diameter holes in glass 
substrates. The most typical methods include the following: 
• nanosecond pulse laser ablation by UV laser at 

wavelengths of 266nm or 355nm followed by acid etching 
[1]; 

• use of pulse laser with wavelengths of ≤ 1200nm [2]; 
• use of pulse or continuous wave CO2 laser with 

wavelength of 9200-9800nm for drilling holes in 
substrates with thickness not exceeding 300µm [3]; 

• use of focused short pulse laser beam (wavelength 390-
700nm) to induce absorption within the material, and as a 
result create defect lines through the thickness followed by 
etching to enlarge the laser induced defects into holes of 
10 to 100µm diameter [4]. 

A number of other publications related to the topic could be 
found, which represent variations or modifications of the 
methods indicated above using fundamentally similar 
principles.  

Methods [1] and [4] make relatively uniform diameter holes, 
where laser pulses create elongated defects through the 
substrate thickness, and the following etching forms actual 
holes of required diameter and removes cracks and defects 
originated during the initial laser exposure. These methods 
allow to create holes, but require significant process time for 
etching, since laser pulses create small filament type defects, 
which must be opened by etching process to achieve a certain 
diameter. During etching the overall thickness of the glass 
substrate is also reduced. 

Method described in [2] is close to [1] since, it uses similar 
UV nanosecond pulse laser working at 355nm wavelength. It 
does not use etching, but it applies a multi-step drilling process, 
when, at first, a concave defect is created on the surface at a 
certain energy density of pulses, and then a pulse train with 
higher energy density is used to finish a through hole. This 
method also requires a significant amount of time to complete 
multiple holes and tends to generate cracks and defects. 

Method [3] uses CO2 laser in CW or pulse modes with 
wavelength of 9.2-9.8µm to create holes in thin substrates. As 
all methods mentioned above, it tends to generate cracks during 
drilling. This publication indicates, that the used method 
significantly inhibits occurrence of cracks, but it does not 
prevent them. Better results with limited number of cracks can  
be obtained only in thin substrates with thickness not exceeding 
100-300µm. Thicker substrates require higher peak power of 
the pulses or longer laser exposure time, both leading to 
formation of cracks or, if not enough, to formation of partial 
holes, which do not penetrate through the substrate thickness, 
but still create cracks.  

So, all known laser-based hole drilling methods in brittle 
materials, like glass, have a similar issue of formation of cracks 
around the hole and at its inner walls, which fundamentally 
linked to laser-induced heat-generated stress associated with an 
ablation process via formation of strong temperature gradients 
due to transient and residual stress. If not treated and removed 
by etching, the cracks reduce substrate strength and eventually 
cause its breakage.   

The present paper is devoted to a new method allowing to 
avoid generation of cracks during hole drilling process in glass 
substrates. The new method is based on pulse laser drilling, but 

unlike all other methods, it runs, while glass substrate is heated 
up to a temperature range above the glass annealing point, but 
below the glass softening point. Related to the presented  
process reference [5] describes benefits of cutting of 
strengthened glass at elevated temperatures assisted by stress 
reduction through additional heating. 

In this paper we report on a CO2 laser-based method 
utilizing pulse burst mode operation, which enables quick 
formation of the holes with diameters in the range from about 
30µm up to 300-500µm in various types of glass substrates 
having thickness from 30µm up to 3000µm without cracking 
or shattering of the material, mitigating a negative effect of an 
ablation process. Furthermore, after optimization of the laser 
process nearly “crack-free” holes and multiple hole patterns 
might be achieved, which in some cases require no, or 
minimum post-treatment. 

2. Hole drilling method and apparatus 

It is known, that due to a wavelength (10.6µm) of the CO2 
laser radiation in a far IR part of the spectrum, the absorption 
of oxide glasses at this wavelength can exceed 105-1061/m. 
This makes the effective penetration depth of CO2 laser 
radiation of less than 10µm, within which an absorbing 
material, when irradiated, experiences rapid raise of the 
temperature and associated generation of the sharp thermal 
gradients and of corresponding thermal stresses in substrate 
surface layer and through its thickness via relatively slow 
thermal conductivity. This process is accompanied by melting 
and by material removal due to an ablation process. 

All these factors, even if a through or blind hole is made, 
cause substantial damage of the glass material around the hole 
in a form of macro and micro cracks, which make the substrate 
weak and can eventually lead to its breakage due to a high level 
of induced residual stress.  

To mitigate negative effects described above, heating of a 
glass substrate up to and above annealing point was proposed 
and tested. This caused significant immediate transient stress 
relaxation during laser drilling process and thus inhibited crack 
formation around the hole. 

Hole drilling was performed using the CO2 laser in a burst 
mode, which allowed relatively high (but not excessive) 
controllable peak power with short exposure time and with 
limited number of pulses within the burst. Heating the glass 
substrate to annealing range was achieved by using specially 
designed infra-red heater and furnace. First, the glass substrate 
was placed into a heater, where the entire substrate was 
uniformly heated to the required temperature, and then the  
laser beam was focused and irradiated on glass surface through 
a window using long focal distance focusing optics. 

 Schematics of apparatus for laser hole drilling in glass or in 
glass ceramics using substrate heater are shown in Fig. 1. In 
one configuration laser scanner was used to create hole pattern 
(see Fig. 1a). In other configuration stationary focusing optics 
was used, and the substrate was moved by an X-Y motion 
system (see Fig. 1b).  

Coherent Diamond J-2 series CO2 laser was used as a laser 
source at the wavelength of 10.6µm. The laser generated 
Gaussian beam with M2 value of less than 1.2. The laser beam 
was focused to a variable spot diameter required to form the 
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targeted hole diameter. Typically, the spot diameter was set to 
be ≤0.5mm. It could also be ≤ 0.25mm and even ≤0.05mm, 
when different focusing optics was used. This enabled power 
density in the range of about ~0.5-20kW/cm2. Peak power of 
the pulses could achieve 400W. Pulse burst mode was set to 
use limited number of pulses (N~1-100) with pulse duration of 
~0.1-1ms within the burst and total irradiation time of ~0.1-
100ms. Depending on glass thickness it was also possible to 
use a single-pulse operation mode, when several single pulses 
were generated with variable intervals between them. 

Glass substrate thickness varied in the range from 30µm up 
to 3mm. Laser beam focusing/defocusing optics included 
combination of a few ZnSe spherical and aspherical lenses for 
beam expansion and collimation.  
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Fig.1. Schematics of apparatus for laser hole drilling in glass or in glass 
ceramics substrates using: 

 (a) scanner; (b) stationary optics combined with X-Y motion of the 
substrate 

3. Examples of hole drilling in different glasses 

Use of the CO2 laser ablation process for the fast drilling of 
holes of different diameters in glass or glass-ceramic substrates 
is an attractive approach, since CO2 lasers are inexpensive and 
reliable tools for manufacturing. However, use of the CO2 laser 
for hole drilling in glass has a major problem, as described 
above, which is related to a high laser-induced stress and 
stress/temperature gradients generated within a substrate 
during an ablation process.  

This laser-induced stress typically creates an “arc-type” 
crack around the hole formed by hole drilling process, when 
the substrates are kept at room temperature. Fig. 2a and Fig. 3a 
show typical examples of the “arc” cracks generated during 
hole formation regardless of the glass composition and its 
coefficient of thermal expansion (CTE). In case of the glass 
substrate shown in Fig. 2 CTE was about 35.0x10-7/oC. In case 
of the glass substrate shown in Fig. 3 an average CTE was 
about 80.0x10-7/oC. The two glasses represent a broad family  
of commercially available oxide glasses of different 
composition and properties well-known in display industry and 
in consumer electronics. The “arc” cracks, as seen in Fig. 2a 

and Fig. 3a, are deep and represent the weakest areas of the 
substrate, which lead to self-breakage of the substrate after hole 
formation, or to immediate breakage, when even small external 
force (bending) is applied to the substrate.  

In principle, these cracks can be removed by the following 
substrate acid etching, but they cover a large area around the 
hole, so the volume of material to be removed is quite 
significant, and so is the etching time. The final hole diameter 
will be much larger, then the original one made by laser, and 
long etching process will significantly reduce thickness of the 
substrate.  
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Fig.2. Typical hole formation by a CO2 laser in the glass with low 

expansion coefficient at: (a) the room temperature; (b) the temperature above 
annealing point, but below the glass softening point. 
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Fig.3. Typical hole formation by a CO2 laser in the glass with high 
expansion coefficient at: (a) the room temperature; (b) the temperature above 

annealing point, but below the glass softening point. 
 
It was confirmed, that if the same drilling process was 

performed, when substrate was heated up to annealing range, 
then the “arc-type” cracks were not observed anymore, as 
shown in Fig. 2b, while the process ran at substrate temperature 
≥ 820oC for this glass composition. Similar effect was observed 
for a different glass composition, when substrate was heated up 
to ~650oC and no “arc” crack was formed because of this (see 
Fig. 3b). 

Another example of good quality of tapered holes, formed 
in a laminate glass articles comprising a core and cladding 
layers [5], with entrance-to-exit hole diameter ratio of about 
2.6, is shown in Fig. 4. In this example the entrance hole 
diameter was about 350µm (Fig. 4a) and exit diameter was 
about 135µm (Fig. 4b), while overall substrate thickness was 
0.7mm. In this case optimization of the hole drilling process 
parameters and of internal glass substrate stress profile led to 
nearly “crack-free” hole formation. 
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Fig.4. Example of laser formed tapered hole with ratio ~2.6: 
 (a) “entrance hole; (b) “exit” hole. 

 
Figure 5 shows examples of hole patterns formed with 

different distances between the holes from ~1000µm (Fig. 5a) 
down to ≤500µm (Fig. 5b), while individual hole diameter was 
close to about 200µm. No crack-out of the samples was 
observed in all cases including the smallest interval of less than 
500µm. 
a                                                      b 

 
 
 
 
 
 
 

 

Fig.5. Examples of arrays of holes of about 180-200µm in diameter each 
with different distance between holes of: 

 (a) 1000µm; (b) ≤500µm. 
 

 Forming small diameter holes of ≤ 100µm requires tighter 
beam focus with spot diameter decreased down to at least 
50µm. This was achieved by using a dual-lens focusing system, 
which consists of a combination of spherical and aspherical 
lenses. 

 Figure 6a shows an example of a hole of about 100µm in 
diameter formed in 0.7mm-thick glass substrate. Another 
example of a hole of about 35µm in diameter is shown in Fig. 
6b. This small size holes were made in 0.4mm-thick substrates. 
 
 
 
 
 
 
 
 

a                                                  b 
 
 
 
 
 
 
 
 

Fig.6. (a) example of a hole of ≤100µm in diameter (0.7mm thick substrate); 
(b) example of a hole of about 35µm in diameter (0.4mm thick substrate). 
 
Experiments ran on forming holes in glass-ceramic 

substrates using the same laser drilling method showed, that 
stress generation and stress relaxation mechanisms in glass- 
ceramic differ from the ones in glass substrate. Good quality 
holes of different diameters can be formed in glass-ceramic 
substrates without pre-heating. Figure 7 shows an example of 
the hole of about 300µm in diameter formed in a thin glass-
ceramic substrate.  

 
 
 
 
 
 
 
 
 

Fig.7. Example of a laser formed hole in a thin glass-ceramic substrate at 
room temperature. 

Conclusion 

A CO2 laser-based hole forming technique utilizing pulse 
burst mode and assisted by a heating of the glass substrates up 
to annealing range, demonstrated an ability to form holes of 
various diameters down to 35µm in substrates of different 
thicknesses without cracking or shattering of the brittle 
material. This technique allowed to improve quality of the 
drilling process, to decrease hole formation time and to 
minimize post-drilling treatment.  
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

Laser peen forming (LPF) was used to study the macroscopic bending deformations and mechanical properties of Al2024-T351 thick plates in a 
cantilever state by surface morphologies, surface bending profiles, residual stresses, microstructure and micro-hardnesses. The results indicated 
that square micro-pits with about 49μm in depth were induced by the laser shock wave. Overlapping LPF induced curvature radii in the shocked 
area decreased with LPF impacts. Compressive residual stresses and refined grains were generated at both the top and bottom surfaces. Affected 
layer depth of micro-hardnesses was approximately 2.1 mm in the surface layer after LPF-2. 
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1. Introduction 

It has been increased in demand for precise and non-contact 
adjustments of shaped curves of wing components in the 
aviation industry [1]. On the basis of the principle of the laser 
shock wave, a new technology of laser peen forming (LPF) 
(which is also known as laser shock forming) has been 
developed [2]. LPF technology combines the advantages of 
surface modification and metal plastic forming, which makes it 
possible to improve the mechanical properties and form the 
complex curved surface [3]. Accordingly, LPF technology 
provides more space for the shaped design of aircraft wing skin 
panels. 

Under the action of the high pressure laser shock wave, a 
plastically deformed layer with high strain rates (up to 106 s-1) 
is generated in the surface layer. In addition, the bending 
moment M' and the stretching force F of the target are induced 
by the accumulation of the plastically deformed layer after 
LPF. When the bending moment M' and the stretching force F 
are greater than the confined moment Mcon and the confined 
force Fcon of the target, the macro-bending deformation is 

generated by LPF and plastic deformations are formed in both 
the surface and bottom layers. In contrast, plastic deformations 
are formed in the surface layer rather than in the bottom layer, 
which is also refined as LSP. 

Many researchers have investigated the macroscopic 
bending deformation behaviors and mechanism, and 
mechanical properties of thin sheet metals with LPF. Hu et al. 
[3] examined the effects of process parameters on the bending 
deformation behaviors of thin aluminum alloy plates with 
different thicknesses, and then two-way bending deformation 
mechanism was put forward based on the analysis. Ocana et al. 
[4] investigated the effects of process parameters on the net 
bending angles of thin sheet metals. Sagisaka et al. [5] 
examined the effects of process parameters and elastic pre-
bending on the bending properties of pure aluminum thin 
sheets. Hu et al. [6, 7] discussed the bending capability of 
titanium alloy thin sheet metals, as well as residual-stress 
distributions and microstructure variation in both the surface 
and bottom layers of thin sheet metals. Shen et al. [8] analyzed 
the surface modifications and bending deformations of 
aluminum-alloy thin sheets and medium-thick plates with LPF. 
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1. Introduction 

It has been increased in demand for precise and non-contact 
adjustments of shaped curves of wing components in the 
aviation industry [1]. On the basis of the principle of the laser 
shock wave, a new technology of laser peen forming (LPF) 
(which is also known as laser shock forming) has been 
developed [2]. LPF technology combines the advantages of 
surface modification and metal plastic forming, which makes it 
possible to improve the mechanical properties and form the 
complex curved surface [3]. Accordingly, LPF technology 
provides more space for the shaped design of aircraft wing skin 
panels. 

Under the action of the high pressure laser shock wave, a 
plastically deformed layer with high strain rates (up to 106 s-1) 
is generated in the surface layer. In addition, the bending 
moment M' and the stretching force F of the target are induced 
by the accumulation of the plastically deformed layer after 
LPF. When the bending moment M' and the stretching force F 
are greater than the confined moment Mcon and the confined 
force Fcon of the target, the macro-bending deformation is 

generated by LPF and plastic deformations are formed in both 
the surface and bottom layers. In contrast, plastic deformations 
are formed in the surface layer rather than in the bottom layer, 
which is also refined as LSP. 

Many researchers have investigated the macroscopic 
bending deformation behaviors and mechanism, and 
mechanical properties of thin sheet metals with LPF. Hu et al. 
[3] examined the effects of process parameters on the bending 
deformation behaviors of thin aluminum alloy plates with 
different thicknesses, and then two-way bending deformation 
mechanism was put forward based on the analysis. Ocana et al. 
[4] investigated the effects of process parameters on the net 
bending angles of thin sheet metals. Sagisaka et al. [5] 
examined the effects of process parameters and elastic pre-
bending on the bending properties of pure aluminum thin 
sheets. Hu et al. [6, 7] discussed the bending capability of 
titanium alloy thin sheet metals, as well as residual-stress 
distributions and microstructure variation in both the surface 
and bottom layers of thin sheet metals. Shen et al. [8] analyzed 
the surface modifications and bending deformations of 
aluminum-alloy thin sheets and medium-thick plates with LPF. 
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However, the above researches have never reported that the 
changing law of mechanical properties of the macro-bending 
Al2024-T351 thick plates with LPF. 

In addition, it has been studied that bending deformations of 
medium-thick plates of wing skins with LPF. Hackel et al. [9–
11] proposed that LPF was suitable to form the curves of metal 
plates with large thicknesses (≥19 mm). The company MIC 
[12] reported that LPF has been successfully used to form the 
curves of B747-8 wing panels. However, the above researches 
have also never reported that the macro-bending deformation 
rules and bending capacity of Al2024-T351 thick plates with 
LPF. Experimental studies would provide an important 
reference for LPF applications for aircraft wing skin panels.  

Therefore, Al2024-T351 thick plates were investigated by 
LPF. It included surface morphology, macroscopic bending 
deformation, residual stress, microstructure and micro-
hardness with and without LPF. The researched results can lay 
the foundation of shaped curves of wing integral stiffened wall 
panels. 

2. Experiments and measurement methods 

2.1. Material preparation and LPF experiments 

Al2024-T351 thick plates with dimensions of 320 mm ×102 
mm × 25 mm (length × width × thickness) were used as 
experimental material. They were cut from one piece of the 
plate, and the length direction was parallel to the rolling 
direction of the plate. Thus, the direction of length and width 
of thick plates was longitudinal (L) and transverse (T) 
directions. Three cylindrical tensile samples were machined in 
the L direction, and three were machined in the T direction, 
with a test diameter of 12.5 mm and a measuring length of 62.5 
mm. Their mechanical properties are presented in Table 1. 

Al2024-T351 thick plates in a cantilever state were 
subjected to multiple LPF impacts (denoted as LPF-X) using a 
Nd:YAG laser with a wavelength of 1064 nm, as shown in Fig. 
1. Laser process parameters were as follows: a laser energy of 
30 J/pulse, a repetition frequency of 2 Hz, a pulse width of 15 
ns, square spots of 4 mm × 4 mm, and LPF-2–LPF-8. Two 
samples were used for each LPF process parameters. The 
length L1 at the clamping end was approximately 40 mm. The 
shocked area L2 was approximately 120 mm, which was 
symmetrical to the centerline. LPF started from the clamping 
end and progressed to the free end (up to down). The scanning 
velocity Vx and the step interval △y were both 3.8 mm. Square 
spots were focused on the surfaces of thick plates using a beam 
shaping device with a lens and a shaping lens[13]. During the 
LPF, a water curtain approximately 1–2 mm thickness was 
used as a confined layer to increase the peak pressure of the 
laser shock wave and extend its interaction time. An aluminum 
foil approximately 0.12 mm thickness was used as an absorbing 
layer to protect the target surface from thermal effects and to 
improve the energy-absorbing capacity. 

 
 
 
 
 

Table 1. Mechanical properties of Al2024-T351 thick plates. 

Tensile 
loading 

direction 

Tensile 
strength 
Rm(MPa) 

Yield stress 
Rp0.2 (MPa) 

Elongation 
A (%) 

Young's 
modulus E 

(GPa) 

L 456.11 370.57 21.7 73.29 

T 475.79 332.36 18.59 66.23 

 

Fig. 1. A schematic diagram of Al2024-T351 thick plates subjected to LPF. 

2.2. Measurement methods 

The surface morphology was characterized by a WYKO NT 
1100 optical profiler with four overlapped regions at each 
region of 120 μm × 90 μm. The surface roughness was 
measured using a Talysurf PGI 1230 three-dimensional surface 
topography instrument with a line trace length of 20 mm. 
Surface bending profiles of Al2024-T351 thick plates were 
obtained by a testing platform with a dial indicator and its 
support frame. The measurement path of surface bending 
profiles was along the length direction and from the champing 
end to the free end at the centerline. Curvature radii in the 
shocked area were calculated by the formula and are the 
average of two samples with same LPF process parameters. 
Surface residual stresses tests were performed via a laboratory 
X-ray diffraction using the sin2ψ-method. The X-ray beam 
diameter was 2 mm, and the diffracted Cr-Kα characteristic X-
rays from a {311} plane were detected with a diffraction angle 
(2θ) of 139°. The spacing between three residual stress test 
points was 20 mm at both the top and bottom surfaces. Their 
test locations were at the centerline, and the second point was 
located at the intersection of two centerlines. 

The samples were subjected to several successive steps of 
grinding and polishing and then etched using a professional 
reagent comprising of 95 % H2O, 2.5 % HNO3, 1.5 % HCL, 
and 1 % HF for 5 s at room temperature. Microstructures in 
both the surface and bottom layers were characterized via an 
optical microscope using a ZEISS instrument. Micro-
hardnesses in both the surface and bottom layers were analyzed 
using an HXD-1000TMC LCD Vickers indenter with a spacing 
of 0.1 mm, a load of 100 gf, and a dwell time of 10 s. 

3. Results and discussion 

3.1. Surface morphology 

Fig. 2 shows the surface morphology of a micro-pit of the 
Al2024-T351 thick plate with LPF. The micro-pit exhibits 
square profiles with maximum depths H of 53 μm in the X-
direction and 49 μm in the Y-direction, which would induce the 
large plastic strain in the surface layer. It can improve the 
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amplitude and depth of compressive residual stresses, which 
increases the macroscopic bending deformations of Al2024-
T351 thick plates. In addition, the positions of the 0.1H 
distance from the upper limits of square profiles are defined as 
the measuring datum lines. The intersection spacing between 
measuring datum lines and square profiles is defined as the 
laser-shocked size, as shown in Figs. 2(b) and 2(c). Therefore, 
laser-shocked sizes are 4.6 mm in both the X- and Y-directions. 
Then, the moving spacing of adjacent spots was set as 3.4 mm 
in both the X- and Y- directions to ensure the full coverage of 
laser spots in the shocked area.  

 

Fig. 2. Surface morphology of a micro-pit of the Al2024-T351 thick plate 
with LPF: (b) surface profile in the X- direction; (c) surface profile in the Y- 

direction. 

Therefore, overlapping LPF was performed at the top 
surface of Al2024-T351 thick plates. Fig. 3 shows two-
dimensional surface topographies of Al2024-T351 thick plates 
with and without LPF. Compared with as-received material, 
surface topography of the Al2024-T351 thick plate with LPF 
changed obviously, which is ascribed to the greater depth in the 
overlapped areas of micro-pits. Heights of peaks and valleys 
for as-received material rang from +0.75 to -1.25 μm, as shown 
in Fig. 3(a). Heights for LPF-treated samples fluctuate from +4 
to -3.5 μm, as shown in Fig. 3(b). Surface-roughness of 
Al2024-T351 thick plates with and without LPF are measured 
to characterize the surface quality, as shown in Table 2. 
Compared with as-received material, the surface-roughness of 
the Al2024-T351 thick plate is increased by LPF. The surface-
roughness value of as-received material is given by Ra = 0.187 
μm and Rz = 1.21 μm. For LPF-treated sample, the surface-
roughness value is given by Ra = 0.416 μm and Rz = 2.43 μm. 
It indicated that surface-roughness values of Al2024-T351 
thick plates with and without LPF were less than Ra 1.6μm, 
which can satisfy the industrial requirement.  

 

Fig. 3. Two-dimensional surface topographies of Al2024-T351 thick plates 
with and without LPF: (a) as-received material; (b) with LPF. 

Table 2. Surface-roughness of Al2024-T351 thick plates with and without 
LPF. 

State conditions Ra (μm) Rz (μm) 
As-received material 0.187 1.21 

LPF 0.416 2.43 
Ra = arithmetic average roughness, Rz = ten-point height 

3.2. Macroscopic bending deformation 

Surface bending profiles of Al2024-T351 thick plates with 
multiple LPF impacts are presented in Fig. 4. As clearly shown 
in Fig. 4(a), bending deformations increase with LPF impacts 
because of great bending moments. Bending-deformation 
values at the free end are approximately -2.8 mm for LPF-2, 
approximately -5 mm for LPF-4, approximately -4.92 mm for 
LPF-6, approximately -5.36 mm for LPF-8, and approximately 
-5.72 mm for LPF-10. In addition, surface bending profile in 
the shocked area after LPF-8 is approximately equal to that 
after LPF-10, as shown in Fig. 4(b). It indicated that LPF-8 and 
LPF-10 were close to the saturation process parameter. 
Physical photographs of the Al2024-T351 thick plate subjected 
to LPF-8 are presented in Fig. 5. Severe microscopic plastic 
deformation in the shocked area is generated after LPF-8, as 
shown in Fig. 5(a). The accumulated severe microscopic plastic 
deformations lead to  a convex macroscopic bending 
deformation of the Al2024-T351 thick plate with LPF-8, as 
shown in Fig. 5(b). An arc height of the convex deformation is 
approximately 2 mm after LPF-8. This is ascribed to great 
bending moments.  

 

Fig. 4. Surface bending profiles along the length direction of Al2024-T351 
thick plates with multiple LPF impacts: (a) overall outlines; (b) partial 

contours.  

 

Fig. 5. Physical photographs of the Al2024-T351 thick plate subjected to 
LPF-8: (a) top view; (b) front view. 

The formula of the curvature radius R in the shocked area is 
as follows [14]: 

a

c

h

L
R

8

2

=                                                                            (1) 

Where Lc = 120mm represents the span length and ha 
represents the arc height. 

Based on Eq. (1), curvature radii in the shocked area of 
Al2024-T351 thick plates with multiple LPF impacts are 
presented in Fig. 6. As shown, curvature radii in the shocked 
area decrease with LPF impacts. This was attributed to the large 
macroscopic plastic deformations induced by LPF impacts. 
Curvature radii in the shocked area are about 9000 mm for 
LPF-2, 6923 mm for LPF-4, 4865 mm for LPF-6, 4286 mm for 
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However, the above researches have never reported that the 
changing law of mechanical properties of the macro-bending 
Al2024-T351 thick plates with LPF. 

In addition, it has been studied that bending deformations of 
medium-thick plates of wing skins with LPF. Hackel et al. [9–
11] proposed that LPF was suitable to form the curves of metal 
plates with large thicknesses (≥19 mm). The company MIC 
[12] reported that LPF has been successfully used to form the 
curves of B747-8 wing panels. However, the above researches 
have also never reported that the macro-bending deformation 
rules and bending capacity of Al2024-T351 thick plates with 
LPF. Experimental studies would provide an important 
reference for LPF applications for aircraft wing skin panels.  

Therefore, Al2024-T351 thick plates were investigated by 
LPF. It included surface morphology, macroscopic bending 
deformation, residual stress, microstructure and micro-
hardness with and without LPF. The researched results can lay 
the foundation of shaped curves of wing integral stiffened wall 
panels. 

2. Experiments and measurement methods 

2.1. Material preparation and LPF experiments 

Al2024-T351 thick plates with dimensions of 320 mm ×102 
mm × 25 mm (length × width × thickness) were used as 
experimental material. They were cut from one piece of the 
plate, and the length direction was parallel to the rolling 
direction of the plate. Thus, the direction of length and width 
of thick plates was longitudinal (L) and transverse (T) 
directions. Three cylindrical tensile samples were machined in 
the L direction, and three were machined in the T direction, 
with a test diameter of 12.5 mm and a measuring length of 62.5 
mm. Their mechanical properties are presented in Table 1. 

Al2024-T351 thick plates in a cantilever state were 
subjected to multiple LPF impacts (denoted as LPF-X) using a 
Nd:YAG laser with a wavelength of 1064 nm, as shown in Fig. 
1. Laser process parameters were as follows: a laser energy of 
30 J/pulse, a repetition frequency of 2 Hz, a pulse width of 15 
ns, square spots of 4 mm × 4 mm, and LPF-2–LPF-8. Two 
samples were used for each LPF process parameters. The 
length L1 at the clamping end was approximately 40 mm. The 
shocked area L2 was approximately 120 mm, which was 
symmetrical to the centerline. LPF started from the clamping 
end and progressed to the free end (up to down). The scanning 
velocity Vx and the step interval △y were both 3.8 mm. Square 
spots were focused on the surfaces of thick plates using a beam 
shaping device with a lens and a shaping lens[13]. During the 
LPF, a water curtain approximately 1–2 mm thickness was 
used as a confined layer to increase the peak pressure of the 
laser shock wave and extend its interaction time. An aluminum 
foil approximately 0.12 mm thickness was used as an absorbing 
layer to protect the target surface from thermal effects and to 
improve the energy-absorbing capacity. 

 
 
 
 
 

Table 1. Mechanical properties of Al2024-T351 thick plates. 

Tensile 
loading 

direction 

Tensile 
strength 
Rm(MPa) 

Yield stress 
Rp0.2 (MPa) 

Elongation 
A (%) 

Young's 
modulus E 

(GPa) 

L 456.11 370.57 21.7 73.29 

T 475.79 332.36 18.59 66.23 

 

Fig. 1. A schematic diagram of Al2024-T351 thick plates subjected to LPF. 

2.2. Measurement methods 

The surface morphology was characterized by a WYKO NT 
1100 optical profiler with four overlapped regions at each 
region of 120 μm × 90 μm. The surface roughness was 
measured using a Talysurf PGI 1230 three-dimensional surface 
topography instrument with a line trace length of 20 mm. 
Surface bending profiles of Al2024-T351 thick plates were 
obtained by a testing platform with a dial indicator and its 
support frame. The measurement path of surface bending 
profiles was along the length direction and from the champing 
end to the free end at the centerline. Curvature radii in the 
shocked area were calculated by the formula and are the 
average of two samples with same LPF process parameters. 
Surface residual stresses tests were performed via a laboratory 
X-ray diffraction using the sin2ψ-method. The X-ray beam 
diameter was 2 mm, and the diffracted Cr-Kα characteristic X-
rays from a {311} plane were detected with a diffraction angle 
(2θ) of 139°. The spacing between three residual stress test 
points was 20 mm at both the top and bottom surfaces. Their 
test locations were at the centerline, and the second point was 
located at the intersection of two centerlines. 

The samples were subjected to several successive steps of 
grinding and polishing and then etched using a professional 
reagent comprising of 95 % H2O, 2.5 % HNO3, 1.5 % HCL, 
and 1 % HF for 5 s at room temperature. Microstructures in 
both the surface and bottom layers were characterized via an 
optical microscope using a ZEISS instrument. Micro-
hardnesses in both the surface and bottom layers were analyzed 
using an HXD-1000TMC LCD Vickers indenter with a spacing 
of 0.1 mm, a load of 100 gf, and a dwell time of 10 s. 

3. Results and discussion 

3.1. Surface morphology 

Fig. 2 shows the surface morphology of a micro-pit of the 
Al2024-T351 thick plate with LPF. The micro-pit exhibits 
square profiles with maximum depths H of 53 μm in the X-
direction and 49 μm in the Y-direction, which would induce the 
large plastic strain in the surface layer. It can improve the 

 Junfeng Wu / Procedia CIRP 00 (2020) 000–000  3 

amplitude and depth of compressive residual stresses, which 
increases the macroscopic bending deformations of Al2024-
T351 thick plates. In addition, the positions of the 0.1H 
distance from the upper limits of square profiles are defined as 
the measuring datum lines. The intersection spacing between 
measuring datum lines and square profiles is defined as the 
laser-shocked size, as shown in Figs. 2(b) and 2(c). Therefore, 
laser-shocked sizes are 4.6 mm in both the X- and Y-directions. 
Then, the moving spacing of adjacent spots was set as 3.4 mm 
in both the X- and Y- directions to ensure the full coverage of 
laser spots in the shocked area.  

 

Fig. 2. Surface morphology of a micro-pit of the Al2024-T351 thick plate 
with LPF: (b) surface profile in the X- direction; (c) surface profile in the Y- 

direction. 

Therefore, overlapping LPF was performed at the top 
surface of Al2024-T351 thick plates. Fig. 3 shows two-
dimensional surface topographies of Al2024-T351 thick plates 
with and without LPF. Compared with as-received material, 
surface topography of the Al2024-T351 thick plate with LPF 
changed obviously, which is ascribed to the greater depth in the 
overlapped areas of micro-pits. Heights of peaks and valleys 
for as-received material rang from +0.75 to -1.25 μm, as shown 
in Fig. 3(a). Heights for LPF-treated samples fluctuate from +4 
to -3.5 μm, as shown in Fig. 3(b). Surface-roughness of 
Al2024-T351 thick plates with and without LPF are measured 
to characterize the surface quality, as shown in Table 2. 
Compared with as-received material, the surface-roughness of 
the Al2024-T351 thick plate is increased by LPF. The surface-
roughness value of as-received material is given by Ra = 0.187 
μm and Rz = 1.21 μm. For LPF-treated sample, the surface-
roughness value is given by Ra = 0.416 μm and Rz = 2.43 μm. 
It indicated that surface-roughness values of Al2024-T351 
thick plates with and without LPF were less than Ra 1.6μm, 
which can satisfy the industrial requirement.  

 

Fig. 3. Two-dimensional surface topographies of Al2024-T351 thick plates 
with and without LPF: (a) as-received material; (b) with LPF. 

Table 2. Surface-roughness of Al2024-T351 thick plates with and without 
LPF. 

State conditions Ra (μm) Rz (μm) 
As-received material 0.187 1.21 

LPF 0.416 2.43 
Ra = arithmetic average roughness, Rz = ten-point height 

3.2. Macroscopic bending deformation 

Surface bending profiles of Al2024-T351 thick plates with 
multiple LPF impacts are presented in Fig. 4. As clearly shown 
in Fig. 4(a), bending deformations increase with LPF impacts 
because of great bending moments. Bending-deformation 
values at the free end are approximately -2.8 mm for LPF-2, 
approximately -5 mm for LPF-4, approximately -4.92 mm for 
LPF-6, approximately -5.36 mm for LPF-8, and approximately 
-5.72 mm for LPF-10. In addition, surface bending profile in 
the shocked area after LPF-8 is approximately equal to that 
after LPF-10, as shown in Fig. 4(b). It indicated that LPF-8 and 
LPF-10 were close to the saturation process parameter. 
Physical photographs of the Al2024-T351 thick plate subjected 
to LPF-8 are presented in Fig. 5. Severe microscopic plastic 
deformation in the shocked area is generated after LPF-8, as 
shown in Fig. 5(a). The accumulated severe microscopic plastic 
deformations lead to  a convex macroscopic bending 
deformation of the Al2024-T351 thick plate with LPF-8, as 
shown in Fig. 5(b). An arc height of the convex deformation is 
approximately 2 mm after LPF-8. This is ascribed to great 
bending moments.  

 

Fig. 4. Surface bending profiles along the length direction of Al2024-T351 
thick plates with multiple LPF impacts: (a) overall outlines; (b) partial 

contours.  

 

Fig. 5. Physical photographs of the Al2024-T351 thick plate subjected to 
LPF-8: (a) top view; (b) front view. 

The formula of the curvature radius R in the shocked area is 
as follows [14]: 

a

c

h

L
R

8

2

=                                                                            (1) 

Where Lc = 120mm represents the span length and ha 
represents the arc height. 

Based on Eq. (1), curvature radii in the shocked area of 
Al2024-T351 thick plates with multiple LPF impacts are 
presented in Fig. 6. As shown, curvature radii in the shocked 
area decrease with LPF impacts. This was attributed to the large 
macroscopic plastic deformations induced by LPF impacts. 
Curvature radii in the shocked area are about 9000 mm for 
LPF-2, 6923 mm for LPF-4, 4865 mm for LPF-6, 4286 mm for 
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LPF-8, and 3529 mm for LPF-10. These results were similar to 
those of Dane [12], and indicated that LPF was an effective way 
of forming. 

 

Fig. 6. Curvature radii in the shocked area of Al2024-T351 thick plates with 
multiple LPF impacts. 

3.3. Residual stress 

Surface residual-stress distributions of the Al2024-T351 
thick plate subjected to LPF-2 are presented in Fig. 7. As 
shown, compressive residual stresses are generated at both the 
top and bottom surfaces in the two directions. Compressive 
residual stresses at the top surface were mainly ascribed to 
microscopic plastic deformations in the surface layer induced 
by laser shock wave [15]. In addition, compressive residual 
stresses at the center of the top surface are greater than those at 
two sides in the two directions, as shown in Fig. 7(a). This was 
owing to the larger tensile stress at the center induced by 
macroscopic bending deformations during the LPF. 
Compressive residual stresses at the top surface in the X-
direction are -266.4 MPa on the left side, -335.3 MPa at the 
center, and -279.5 MPa on the right side. Compressive residual 
stresses at the top surface in the Y-direction are -238.2 MPa on 
the left side, -319.4 MPa at the center, and -308.2 MPa on the 
right side.  

Furthermore, compressive residual stresses at the bottom 
surface come from extruded plastic deformations in the bottom 
layer induced by the negative bending moment M during the 
LPF. The theoretical calculation and experimental values of 
compressive residual stresses at the bottom surface are as 
follows: 

The formula for the surface line strain ε is as follows [14]: 

%100
2

×=
R

tε                                                              (2) 

Where t represents the plate thickness, and R represents the 
curvature radius. 

According to Eq. (2), the surface line strain at the bottom 
surface is 0.139% (plate thickness t = 25mm and curvature 
radius R = 9000mm). Therefore, according to the elastic 
modulus of 66.23 GPa (Table 1), the theoretical value of 
compressive residual stress at the bottom surface is -92MPa. 
For experimental values, compressive residual stresses at the 
bottom surface in the X-direction are -46.9 MPa on the left side, 
-61.8 MPa at the center, and -82.4 MPa on the right side, as 
shown in Fig. 7(b). Compressive residual stresses at the bottom 
surface in the Y-direction are -96.8 MPa on the left side, -62.7 
MPa at the center, and -79 MPa on the right side. In a word, 
experimental values are close to the theoretical value.  

It was well known that fatigue cracks initiated at the surface 
of the material and compressive residual stresses effectively 
prevented the fatigue-crack opening and growth during the 
cycle fatigue loading [16]. Thus, compressive residual stresses 
at both the top and bottom surfaces induced by LPF could be 
beneficial to improve the anti-fatigue property of Al2024-T351 
thick plates. 

 

Fig. 7. Surface residual-stress distributions of the Al2024-T351 thick plate 
subjected to LPF-2: (a) at the top surface; (b) at the bottom surface. 

3.4. Microstructure 

Microstructures in the surface layer of Al2024-T351 thick 
plates with and without LPF are presented in Fig. 8. As shown, 
there are severe plastic deformation (SPD) and minor plastic 
deformation (MPD) layers with and without LPF. Compared 
with the as-received material, more deep affected layers are 
generated by LPF in both the SPD and MPD layers. This was 
ascribed to the high pressure and the great speeding depth of 
the laser shock wave. Similar results have been reported [17]. 
Thicknesses of the as-received material induced by the rolling 
loading are approximately 820 μm in the SPD layer and 
approximately 888 μm in the MPD layer, as shown in Fig. 8(a). 
LPF-induced thicknesses are approximately 946 μm in the SPD 
layer and approximately 959 μm in the MPD layer, as shown 
in Fig. 8(b). Additionally, compared with the as-received 
material, smaller average grain sizes are observed in both the 
SPD and MPD layers of Al2024-T351 thick plates subjected to 
LPF-2. Average grain sizes of the as-received material are 
72.34μm in the SPD layer and 131.23μm in the MPD layer. 
LPF-induced average grain sizes are 71.88μm in the SPD layer 
and 130.22μm in the MPD layer.  

Moreover, microstructures in the bottom layer of Al2024-
T351 thick plates with and without are presented in Fig. 9. As 
shown, there are SPD and MPD layers with and without LPF. 
Compared with the as-received material, more deep affected 
layers are generated by macroscopic bending deformations 
induced by LPF in both the SPD and MPD layers. This was 
attributed to the severe plastic strain in the bottom layer 
induced by the negative bending moment M after LPF-2. The 
Rolling loading induces the following thicknesses in the as-
received materil: approximately 362 μm in the SPD layer and 
approximately 725 μm in the MPD layer, as shown in Fig. 9(a). 
LPF-induced thicknesses are approximately 720 μm in the SPD 
layer and approximately 750 μm in the MPD layer, as shown 
in Fig. 9(b). Additionally, compared with the as-received 
material, smaller average grain sizes are observed in both the 
SPD and MPD layers of Al2024-T351 thick plates subjected to 
LPF. Average grain sizes of the as-received material are 58.69 
μm in the SPD layer and 111.12 μm in the MPD layer. LPF-
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induced average grain sizes are 57.33 μm in the SPD layer and 
110.68 μm in the MPD layer. 

The results indicated that LPF could induce refined grains 
in both the surface and bottom layers of Al2024-T351 thick 
plates, which could be beneficial to improve the mechanical 
properties. 

 

Fig. 8. Microstructures in the surface layer of Al2024-T351 thick plates with 
and without LPF: (a) as-received material; (b) LPF-2. 

 

Fig. 9. Microstructures in the bottom layer of Al2024-T351 thick plates with 
and without LPF: (a) as-received material; (b) LPF-2. 

3.5. Micro-hardness 

Micro-hardnesses in depth of the Al2024-T351 thick plate 
subjected to LPF-2 are presented in Fig. 10. As shown in Fig. 
10(a), the micro-hardness of the substrate material is 
approximately 140 HV, and the surface micro-hardness of the 
Al2024-T351 thick plate subjected to LPF-2 is approximately 
166 HV, representing an improvement of 18.6 %. According to 
the Hall-Petch formula, the improvement of the micro-hardness 
represented the grain refinement and high dislocation densities, 
which could be beneficial to improve the fatigue life of metals 
[18]. Additionally, micro-hardnesses in depth are 
approximately gradient-decreased in the surface layer and tend 
to be stable at a depth of approximately 2.1 mm, owing to the 
laser shock-wave attenuation and the reduction of the plastic 
strain. Moreover, as clearly shown in Fig. 10(b), micro-
hardnesses in the bottom layer are slightly greater than that in 

the substrate material. Thus, LPF can improve the micro-
hardnesses in both the surface and bottom layers of the Al2024-
T351 thick plate. 

 

Fig. 10. Micro-hardnesses in depth of the Al2024-T351 thick plate subjected 
to LPF-2: in (a) the surface layer and (b) the bottom layer. 

4. Conclusion 

Macroscopic bending deformations and mechanical 
properties were investigated for Al2024-T351 thick plates 
subjected to multiple LPF impacts. The following conclusions 
were drawn: 

LPF induced the square micro-pits with the depths of 53 μm 
in the X-direction and 49 μm in the Y-direction. Laser-shocked 
sizes were 4.6 mm in both the X- and Y- directions. Therefore, 
overlapping LPF induced the surface roughness of the Al2024-
T351 thick plate from Ra = 0.187 μm for the as-received 
material to Ra = 0.416 μm.  

Overlapping LPF induced the macroscopic bending 
deformations of Al2024-T351 thick plates. Curvature radii in 
the shocked area decreased with LPF impacts and were about 
3529 mm for LPF-10. 

Compressive residual stresses were generated at both the top 
and bottom surfaces of Al2024-T351 thick plates with 
overlapping LPF. In addition, compressive residual stresses at 
the center of the top surface were greater than those at two sides 
in the two directions. Experimental values of compressive 
residual stresses at the bottom surface were close to the 
theoretical value.  

Compared with the as-received material, more deep affected 
layers and smaller average grain sizes were observed in the 
SPD and MPD layers at both the top and bottom surfaces with 
LPF-2.  

Surface micro-hardnesses were increased from 
approximately 140 HV for the as-received material to 
approximately 166 HV for LPF-2. Affected depth in the surface 
layer after LPF-2 was approximately 2.1 mm. Micro-
hardnesses in the bottom layer were slightly greater than that in 
the substrate material. 
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LPF-8, and 3529 mm for LPF-10. These results were similar to 
those of Dane [12], and indicated that LPF was an effective way 
of forming. 

 

Fig. 6. Curvature radii in the shocked area of Al2024-T351 thick plates with 
multiple LPF impacts. 

3.3. Residual stress 

Surface residual-stress distributions of the Al2024-T351 
thick plate subjected to LPF-2 are presented in Fig. 7. As 
shown, compressive residual stresses are generated at both the 
top and bottom surfaces in the two directions. Compressive 
residual stresses at the top surface were mainly ascribed to 
microscopic plastic deformations in the surface layer induced 
by laser shock wave [15]. In addition, compressive residual 
stresses at the center of the top surface are greater than those at 
two sides in the two directions, as shown in Fig. 7(a). This was 
owing to the larger tensile stress at the center induced by 
macroscopic bending deformations during the LPF. 
Compressive residual stresses at the top surface in the X-
direction are -266.4 MPa on the left side, -335.3 MPa at the 
center, and -279.5 MPa on the right side. Compressive residual 
stresses at the top surface in the Y-direction are -238.2 MPa on 
the left side, -319.4 MPa at the center, and -308.2 MPa on the 
right side.  

Furthermore, compressive residual stresses at the bottom 
surface come from extruded plastic deformations in the bottom 
layer induced by the negative bending moment M during the 
LPF. The theoretical calculation and experimental values of 
compressive residual stresses at the bottom surface are as 
follows: 

The formula for the surface line strain ε is as follows [14]: 

%100
2

×=
R

tε                                                              (2) 

Where t represents the plate thickness, and R represents the 
curvature radius. 

According to Eq. (2), the surface line strain at the bottom 
surface is 0.139% (plate thickness t = 25mm and curvature 
radius R = 9000mm). Therefore, according to the elastic 
modulus of 66.23 GPa (Table 1), the theoretical value of 
compressive residual stress at the bottom surface is -92MPa. 
For experimental values, compressive residual stresses at the 
bottom surface in the X-direction are -46.9 MPa on the left side, 
-61.8 MPa at the center, and -82.4 MPa on the right side, as 
shown in Fig. 7(b). Compressive residual stresses at the bottom 
surface in the Y-direction are -96.8 MPa on the left side, -62.7 
MPa at the center, and -79 MPa on the right side. In a word, 
experimental values are close to the theoretical value.  

It was well known that fatigue cracks initiated at the surface 
of the material and compressive residual stresses effectively 
prevented the fatigue-crack opening and growth during the 
cycle fatigue loading [16]. Thus, compressive residual stresses 
at both the top and bottom surfaces induced by LPF could be 
beneficial to improve the anti-fatigue property of Al2024-T351 
thick plates. 

 

Fig. 7. Surface residual-stress distributions of the Al2024-T351 thick plate 
subjected to LPF-2: (a) at the top surface; (b) at the bottom surface. 

3.4. Microstructure 

Microstructures in the surface layer of Al2024-T351 thick 
plates with and without LPF are presented in Fig. 8. As shown, 
there are severe plastic deformation (SPD) and minor plastic 
deformation (MPD) layers with and without LPF. Compared 
with the as-received material, more deep affected layers are 
generated by LPF in both the SPD and MPD layers. This was 
ascribed to the high pressure and the great speeding depth of 
the laser shock wave. Similar results have been reported [17]. 
Thicknesses of the as-received material induced by the rolling 
loading are approximately 820 μm in the SPD layer and 
approximately 888 μm in the MPD layer, as shown in Fig. 8(a). 
LPF-induced thicknesses are approximately 946 μm in the SPD 
layer and approximately 959 μm in the MPD layer, as shown 
in Fig. 8(b). Additionally, compared with the as-received 
material, smaller average grain sizes are observed in both the 
SPD and MPD layers of Al2024-T351 thick plates subjected to 
LPF-2. Average grain sizes of the as-received material are 
72.34μm in the SPD layer and 131.23μm in the MPD layer. 
LPF-induced average grain sizes are 71.88μm in the SPD layer 
and 130.22μm in the MPD layer.  

Moreover, microstructures in the bottom layer of Al2024-
T351 thick plates with and without are presented in Fig. 9. As 
shown, there are SPD and MPD layers with and without LPF. 
Compared with the as-received material, more deep affected 
layers are generated by macroscopic bending deformations 
induced by LPF in both the SPD and MPD layers. This was 
attributed to the severe plastic strain in the bottom layer 
induced by the negative bending moment M after LPF-2. The 
Rolling loading induces the following thicknesses in the as-
received materil: approximately 362 μm in the SPD layer and 
approximately 725 μm in the MPD layer, as shown in Fig. 9(a). 
LPF-induced thicknesses are approximately 720 μm in the SPD 
layer and approximately 750 μm in the MPD layer, as shown 
in Fig. 9(b). Additionally, compared with the as-received 
material, smaller average grain sizes are observed in both the 
SPD and MPD layers of Al2024-T351 thick plates subjected to 
LPF. Average grain sizes of the as-received material are 58.69 
μm in the SPD layer and 111.12 μm in the MPD layer. LPF-
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induced average grain sizes are 57.33 μm in the SPD layer and 
110.68 μm in the MPD layer. 

The results indicated that LPF could induce refined grains 
in both the surface and bottom layers of Al2024-T351 thick 
plates, which could be beneficial to improve the mechanical 
properties. 

 

Fig. 8. Microstructures in the surface layer of Al2024-T351 thick plates with 
and without LPF: (a) as-received material; (b) LPF-2. 

 

Fig. 9. Microstructures in the bottom layer of Al2024-T351 thick plates with 
and without LPF: (a) as-received material; (b) LPF-2. 

3.5. Micro-hardness 

Micro-hardnesses in depth of the Al2024-T351 thick plate 
subjected to LPF-2 are presented in Fig. 10. As shown in Fig. 
10(a), the micro-hardness of the substrate material is 
approximately 140 HV, and the surface micro-hardness of the 
Al2024-T351 thick plate subjected to LPF-2 is approximately 
166 HV, representing an improvement of 18.6 %. According to 
the Hall-Petch formula, the improvement of the micro-hardness 
represented the grain refinement and high dislocation densities, 
which could be beneficial to improve the fatigue life of metals 
[18]. Additionally, micro-hardnesses in depth are 
approximately gradient-decreased in the surface layer and tend 
to be stable at a depth of approximately 2.1 mm, owing to the 
laser shock-wave attenuation and the reduction of the plastic 
strain. Moreover, as clearly shown in Fig. 10(b), micro-
hardnesses in the bottom layer are slightly greater than that in 

the substrate material. Thus, LPF can improve the micro-
hardnesses in both the surface and bottom layers of the Al2024-
T351 thick plate. 

 

Fig. 10. Micro-hardnesses in depth of the Al2024-T351 thick plate subjected 
to LPF-2: in (a) the surface layer and (b) the bottom layer. 

4. Conclusion 

Macroscopic bending deformations and mechanical 
properties were investigated for Al2024-T351 thick plates 
subjected to multiple LPF impacts. The following conclusions 
were drawn: 

LPF induced the square micro-pits with the depths of 53 μm 
in the X-direction and 49 μm in the Y-direction. Laser-shocked 
sizes were 4.6 mm in both the X- and Y- directions. Therefore, 
overlapping LPF induced the surface roughness of the Al2024-
T351 thick plate from Ra = 0.187 μm for the as-received 
material to Ra = 0.416 μm.  

Overlapping LPF induced the macroscopic bending 
deformations of Al2024-T351 thick plates. Curvature radii in 
the shocked area decreased with LPF impacts and were about 
3529 mm for LPF-10. 

Compressive residual stresses were generated at both the top 
and bottom surfaces of Al2024-T351 thick plates with 
overlapping LPF. In addition, compressive residual stresses at 
the center of the top surface were greater than those at two sides 
in the two directions. Experimental values of compressive 
residual stresses at the bottom surface were close to the 
theoretical value.  

Compared with the as-received material, more deep affected 
layers and smaller average grain sizes were observed in the 
SPD and MPD layers at both the top and bottom surfaces with 
LPF-2.  

Surface micro-hardnesses were increased from 
approximately 140 HV for the as-received material to 
approximately 166 HV for LPF-2. Affected depth in the surface 
layer after LPF-2 was approximately 2.1 mm. Micro-
hardnesses in the bottom layer were slightly greater than that in 
the substrate material. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

Joining Al alloy with CFRTP has received significant attention because of its potential application in automobile, aviation industry. Lots of works 
have been carried out on CFRTP-metal lap welding. However, there is little work focused on CFRTP-Al alloy laser butt-welding. To improve 
the strength of the CFRTP-Al alloy butt joint, microtextures were prepared on the Al alloy surface by pulsed lasers and a PA resin layer with a 
proper thickness was added in the CFRTP-Al alloy interface. Six factors and five levels orthogonal experiments were designed and carried out. 
The joint strength with different welding parameters was examined and the joint fracture interface was detected. The result showed that with the 
proper welding parameters the melting PA resin flows into the microtextures of the Al alloy and a mechanical anchoring was produced, and a 
butt joint with the strength about 12MPa can be obtained. 
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1. Introduction 

Carbon fiber reinforced thermoplastic (CFRTP) has a 
good prospect in automobile, aviation owing to its good 
characters such as light weight, high strength, fatigue resistance 
and corrosion resistance [1,2]. Aluminum alloy (Al alloy) have 
been widely used in the light manufacturing of new energy 
vehicles and aerospace [3] due to its low density and high 
strength. To this end, realizing a high-quality connection 
between CFRTP and Al alloy is one of the key problems in the 
lightweight manufacturing of advanced aircraft, new energy 
vehicles and rail transit. At present, the method to realizing the 
CFRTP-Al alloy connection includes the mechanical fastening, 
the bonding and the welding. Among them, the mechanical 
fastening is mature and reliable, but the weight of the 
workpiece is high and it is easy to form stress concentration. 
The bonding is practical and simple, but the environmental 
adaptability is poor, and the joint is easy to fail under the cold 
and hot alternating load [4]. Laser welding has the 
characteristics of non-contact, good welding quality and easy 
to realize automation, which has been widely used in the 
industrial field. 

In recent years, lots of works have been carried out on the 
connection mechanism, process optimization, defects control 
and strength improvement on CFRTP-metal laser welding. 
Jung et al. [5, 6] realized the lap welding of CFRTP and the 
stainless steel, the Al alloy and the galvanized steel 
successively by using laser heat conduction welding method, 
and investigated the influence of process parameters on the 
connection strength. Roesner et al. [7, 8] machined grooves 
with width of 40 μ m and depth of 50 μ m on the surface of 
metal by pulse lasers, which makes the shear strength of 
CFRTP-metal lap joint increases to 24MPa. Tan et al. [9] [10] 
found that a chemical bond formed at the lap joint can 
effectively improve the strength of the joint by chromium 
plating on the stainless steel surface. Huang et al. [11] realized 
laser lap welding of PMMA and 304 stainless steel, and found 
that welding speed and the laser pulse duration are the two key 
parameters influencing the welding strength of the sample. Jiao 
et al. made a detailed and in-depth study on the lap welding of 
metal and CFRTP material [12-15], established a thermal 
contact finite element model of laser welding of CFRTP 
stainless steel, realized the effective prediction of the thermal 
effect in the welding process, and found that the micro texture 
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the strength of the CFRTP-Al alloy butt joint, microtextures were prepared on the Al alloy surface by pulsed lasers and a PA resin layer with a 
proper thickness was added in the CFRTP-Al alloy interface. Six factors and five levels orthogonal experiments were designed and carried out. 
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1. Introduction 

Carbon fiber reinforced thermoplastic (CFRTP) has a 
good prospect in automobile, aviation owing to its good 
characters such as light weight, high strength, fatigue resistance 
and corrosion resistance [1,2]. Aluminum alloy (Al alloy) have 
been widely used in the light manufacturing of new energy 
vehicles and aerospace [3] due to its low density and high 
strength. To this end, realizing a high-quality connection 
between CFRTP and Al alloy is one of the key problems in the 
lightweight manufacturing of advanced aircraft, new energy 
vehicles and rail transit. At present, the method to realizing the 
CFRTP-Al alloy connection includes the mechanical fastening, 
the bonding and the welding. Among them, the mechanical 
fastening is mature and reliable, but the weight of the 
workpiece is high and it is easy to form stress concentration. 
The bonding is practical and simple, but the environmental 
adaptability is poor, and the joint is easy to fail under the cold 
and hot alternating load [4]. Laser welding has the 
characteristics of non-contact, good welding quality and easy 
to realize automation, which has been widely used in the 
industrial field. 

In recent years, lots of works have been carried out on the 
connection mechanism, process optimization, defects control 
and strength improvement on CFRTP-metal laser welding. 
Jung et al. [5, 6] realized the lap welding of CFRTP and the 
stainless steel, the Al alloy and the galvanized steel 
successively by using laser heat conduction welding method, 
and investigated the influence of process parameters on the 
connection strength. Roesner et al. [7, 8] machined grooves 
with width of 40 μ m and depth of 50 μ m on the surface of 
metal by pulse lasers, which makes the shear strength of 
CFRTP-metal lap joint increases to 24MPa. Tan et al. [9] [10] 
found that a chemical bond formed at the lap joint can 
effectively improve the strength of the joint by chromium 
plating on the stainless steel surface. Huang et al. [11] realized 
laser lap welding of PMMA and 304 stainless steel, and found 
that welding speed and the laser pulse duration are the two key 
parameters influencing the welding strength of the sample. Jiao 
et al. made a detailed and in-depth study on the lap welding of 
metal and CFRTP material [12-15], established a thermal 
contact finite element model of laser welding of CFRTP 
stainless steel, realized the effective prediction of the thermal 
effect in the welding process, and found that the micro texture 
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treatment on the metal surface and the addition of resin layer 
with appropriate thickness can greatly improve the strength of 
the CFRTP-metal joint , and the highest strength of the lap joint 
is about 37.5Mpa. 

At present, researches of CFRTP-metal connection mainly 
focused on the lap welding, but there is almost no research on 
CFRTP-metal butt welding. The reason maybe is that the butt 
welding joint is relatively difficult to achieve and the joint 
strength needs to be further improved. However, the CFRTP 
metal butt welding joint is often encountered in the industry. In 
the lightweight manufacturing of some advanced aircraft parts, 
the butt joint cannot be replaced by the lap joint. Therefore, it 
is very important to carry out the exploration and research on 
the CFRTP-metal butt welding technology, and improve the 
joint strength. In this paper, the technology of laser butt 
welding of CFRTP-Al alloy is studied. The mechanism of the 
laser butt welding, the influence of welding process parameters 
on the joint strength, the failure form of the joint are analysed. 

2. Experiment design 

The principle of CFRTP-Al alloy butt welding is shown 
in Figure 1. The high-speed rotating laser beam heats the Al 
alloy surface, and the generated heat transmits to the interface. 
The added PA and the CFRTP matrix melts, and the molten 
resin flows into micro-textures on the Al alloy surface under 
the external clamp pressure. Then, the CFRTP-Al alloy butt 
joint formed in the cooling process. This experiment was 
carried out on a laser welding system, and this system mainly 
includes a 4000W continuous fiber laser set, a robot, a rotating 
laser welding head, the welding clamper, etc.  

The rotating motor equipped with the welding laser head 
drives the optical lens to rotate the laser beam at high speed, 
and ABB Robot controls the direction of the laser head 
movement. Under the joint action of the two, a spiral scanning 
path is formed to realize laser high speed rotary welding. 
Compared with linear welding, this laser high speed rotary 
welding can effectively reduce the heat damage to Al alloy 
caused by laser local heating [13], reduce the porosity of the 
joint, and improve the fatigue life of the joint.  

 

Fig.1. CFRTP-Al alloy butt joining setup 

In addition, in order to further reduce the local thermal 
damage of the laser heat source to the Al alloy, the positive 
defocus laser was used in the welding process, and the argon 
concentration of 99.99% was used as the protective gas to 

prevent the surface oxidation of the Al alloy. In addition, 
microtextures on the surface of Al alloy was prepared by 
nanosecond pulse laser before welding. The power of the laser 
is 100W, the wavelength is 1064nm, the pulse frequency is 
20kHz, and the pulse width is 72ns. After welding, the tensile 
strength, microstructure and welding temperature of the sample 
were characterized by universal material testing machine, SEM 
and temperature recorder.  

Table 1. Thermophysical parameters of materials 

Material 
Density/ 

(kg.m-3) 

Capacity/ 

(J.Kg-1.℃-1) 

Conduction/ 

(W.m-1.℃-1) 
Melting point 
/℃ 

PA 1150 2500 0.25 215-225 

T700 1760 712 6.5 3000 

Al alloy  2800 860—1320 130 475-635 

Both the dimension of CFRTP and the Al alloy used in the 
experiment are 50mm × 25mm × 2mm. The CFRTP material is 
consisted by the PA resin and the T700 continuous carbon 
fibers, the volume content of the PA is about 50%. The 
thermophysical parameters of CFRTP and the Al alloy is 
shown in Table 1. Before the experiment, the CFRTP surface 
was polished and cleaned and then dried in a drying oven at 35 
℃  for 8 hours. Microtextures were machined by using 
nanosecond pulse laser on the Al alloy surface. According to 
the previous experiments, the appropriate parameters were 
used for microtextures processing [14], and regular 
microtextures on the Al surface was shown in Figure 2. 

 

Fig.2. Microtextures on the Al alloy surface 

Table 2. Configuration of experiment parameters 

       Factors 

Levels 
p/W v/(mm.s-1) A/mm f/Hz Pr/MPa Δf/mm 

1 250 2 0.6 10 0.1 25 

2 300 4 0.8 20 0.2 30 

3 350 6 1.0 30 0.3 35 

4 400 8 1.2 40 0.4 40 

5 450 10 1.4 50 0.5 45 

In the process of laser butt welding of CFRTP and Al 
alloy, the main factors affecting the heat distribution at the joint 
include laser power (p), welding speed (v), amplitude (A) and 
frequency (f) of the rotational laser beam, clamp air pressure 
(Pr) and laser defocusing amount (Δf). In order to further fully 
characterize the influence of these various factors and simplify 
the experiment, the orthogonal experiment method was used to 
design the experiment. According to the previous experimental 
results, the range of each parameter was selected as in Table 2 
and the six factors and five levels orthogonal experiment was 
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designed as in Table 3. 

Table 3. The welding parameters 

Number p/W v/(mm.s-1) A/mm f/Hz Pr/MPa Δf/mm 

1 250 2 0.6 10 0.1 25 

2 250 4 0.8 20 0.2 30 

3 250 6 1.0 30 0.3 35 

4 250 8 1.2 40 0.4 40 

5 250 10 1.4 50 0.5 45 

6(D) 300 2 0.8 30 0.4 45 

7(A) 300 4 1.0 40 0.5 25 

8 300 6 1.2 50 0.1 30 

9(C) 300 8 1.4 10 0.2 35 

10 300 10 0.6 20 0.3 40 

11 350 2 1.0 50 0.2 40 

12 350 4 1.2 10 0.3 45 

13 350 6 1.4 20 0.4 25 

14 350 8 0.6 30 0.5 30 

15 350 10 0.8 40 0.1 35 

16 400 2 1.2 20 0.5 35 

17(B) 400 4 1.4 30 0.1 40 

18 400 6 0.6 40 0.2 45 

19 400 8 0.8 50 0.3 25 

20 400 10 1.0 10 0.4 30 

21 450 2 1.4 40 0.3 30 

22 450 4 0.6 50 0.4 35 

23 450 6 0.8 10 0.5 40 

24 450 8 1.0 20 0.1 45 

25 450 10 1.2 30 0.2 25 

3. Results and discussions 

3.1.  Joint strength  

After laser joining, the normal strength of the CFRTP-Al 
alloy joint was examined by using the electronic universal 
testing machine. The CFRTP-Al alloy butt joint test sample was 
shown in Figure 3. From this figure, it can be seen that the 
maximum normal strength of sample A is about 12MPa.  

 

Fig.3. The joint normal strength of sample A 

In order to study the influence of welding parameters on 
the CFRTP-Al alloy joint strength, joint strength test of sample 
as in Table 3 was carried out, and the maximum strength for 
each sample is shown in Figure 4. These samples can be 
divided into four different groups. For group Ⅰ , the joint 
strength is larger than 10MPa. For group Ⅱ, the joint strength 
is larger than 5MPa but smaller than 10MPa. For group Ⅲ, the 
joint strength is smaller than 5MPa but larger than 0MPa. For 
group Ⅳ, the joint strength is about 0MPa. One sample is taken 
from each group for further analysis, which is 7, 17, 9 and 6, 
and is recorded as A, B, C, D respectively. 

 

Fig.4. Joint strength for each sample in table 2 

With the proper welding parameters such as those for 
number 7(A), a high quality CFRTP-Al butt joint can be 
obtained (Fig.5a). However, with the no proper welding 
parameters such as those in number 6(D), 11, 16, 21, 22 and 
23, so much heat was generated that the CFRTP PA resin 
matrix was over melted or even burned, and the butt welded 
joint was not formed well (Fig.5b). The joining strength for 
those joints is about 0MPa.  

 

Fig.5. (a) Butt joining of sample A; (b) Butt joining of sample D 

3.2. Joint failure mechanism 

In order to further clarify the influence mechanism of the 
joining parameters on the CFRTP-Al alloy joint strength and 
the joint failure mechanism, the fracture morphology of sample 
A, B, C was tested by using SEM after strength test.  

Figure 6 shows the joint surface morphology of sample A 
joint after strength test. From the figure, it can be seen that there 
are a large number of torn carbon fiber wires and resins on the 
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treatment on the metal surface and the addition of resin layer 
with appropriate thickness can greatly improve the strength of 
the CFRTP-metal joint , and the highest strength of the lap joint 
is about 37.5Mpa. 

At present, researches of CFRTP-metal connection mainly 
focused on the lap welding, but there is almost no research on 
CFRTP-metal butt welding. The reason maybe is that the butt 
welding joint is relatively difficult to achieve and the joint 
strength needs to be further improved. However, the CFRTP 
metal butt welding joint is often encountered in the industry. In 
the lightweight manufacturing of some advanced aircraft parts, 
the butt joint cannot be replaced by the lap joint. Therefore, it 
is very important to carry out the exploration and research on 
the CFRTP-metal butt welding technology, and improve the 
joint strength. In this paper, the technology of laser butt 
welding of CFRTP-Al alloy is studied. The mechanism of the 
laser butt welding, the influence of welding process parameters 
on the joint strength, the failure form of the joint are analysed. 

2. Experiment design 

The principle of CFRTP-Al alloy butt welding is shown 
in Figure 1. The high-speed rotating laser beam heats the Al 
alloy surface, and the generated heat transmits to the interface. 
The added PA and the CFRTP matrix melts, and the molten 
resin flows into micro-textures on the Al alloy surface under 
the external clamp pressure. Then, the CFRTP-Al alloy butt 
joint formed in the cooling process. This experiment was 
carried out on a laser welding system, and this system mainly 
includes a 4000W continuous fiber laser set, a robot, a rotating 
laser welding head, the welding clamper, etc.  

The rotating motor equipped with the welding laser head 
drives the optical lens to rotate the laser beam at high speed, 
and ABB Robot controls the direction of the laser head 
movement. Under the joint action of the two, a spiral scanning 
path is formed to realize laser high speed rotary welding. 
Compared with linear welding, this laser high speed rotary 
welding can effectively reduce the heat damage to Al alloy 
caused by laser local heating [13], reduce the porosity of the 
joint, and improve the fatigue life of the joint.  

 

Fig.1. CFRTP-Al alloy butt joining setup 

In addition, in order to further reduce the local thermal 
damage of the laser heat source to the Al alloy, the positive 
defocus laser was used in the welding process, and the argon 
concentration of 99.99% was used as the protective gas to 

prevent the surface oxidation of the Al alloy. In addition, 
microtextures on the surface of Al alloy was prepared by 
nanosecond pulse laser before welding. The power of the laser 
is 100W, the wavelength is 1064nm, the pulse frequency is 
20kHz, and the pulse width is 72ns. After welding, the tensile 
strength, microstructure and welding temperature of the sample 
were characterized by universal material testing machine, SEM 
and temperature recorder.  

Table 1. Thermophysical parameters of materials 

Material 
Density/ 

(kg.m-3) 

Capacity/ 

(J.Kg-1.℃-1) 

Conduction/ 

(W.m-1.℃-1) 
Melting point 
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PA 1150 2500 0.25 215-225 

T700 1760 712 6.5 3000 

Al alloy  2800 860—1320 130 475-635 

Both the dimension of CFRTP and the Al alloy used in the 
experiment are 50mm × 25mm × 2mm. The CFRTP material is 
consisted by the PA resin and the T700 continuous carbon 
fibers, the volume content of the PA is about 50%. The 
thermophysical parameters of CFRTP and the Al alloy is 
shown in Table 1. Before the experiment, the CFRTP surface 
was polished and cleaned and then dried in a drying oven at 35 
℃  for 8 hours. Microtextures were machined by using 
nanosecond pulse laser on the Al alloy surface. According to 
the previous experiments, the appropriate parameters were 
used for microtextures processing [14], and regular 
microtextures on the Al surface was shown in Figure 2. 

 

Fig.2. Microtextures on the Al alloy surface 

Table 2. Configuration of experiment parameters 

       Factors 

Levels 
p/W v/(mm.s-1) A/mm f/Hz Pr/MPa Δf/mm 

1 250 2 0.6 10 0.1 25 

2 300 4 0.8 20 0.2 30 

3 350 6 1.0 30 0.3 35 

4 400 8 1.2 40 0.4 40 

5 450 10 1.4 50 0.5 45 

In the process of laser butt welding of CFRTP and Al 
alloy, the main factors affecting the heat distribution at the joint 
include laser power (p), welding speed (v), amplitude (A) and 
frequency (f) of the rotational laser beam, clamp air pressure 
(Pr) and laser defocusing amount (Δf). In order to further fully 
characterize the influence of these various factors and simplify 
the experiment, the orthogonal experiment method was used to 
design the experiment. According to the previous experimental 
results, the range of each parameter was selected as in Table 2 
and the six factors and five levels orthogonal experiment was 
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designed as in Table 3. 

Table 3. The welding parameters 
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3. Results and discussions 

3.1.  Joint strength  

After laser joining, the normal strength of the CFRTP-Al 
alloy joint was examined by using the electronic universal 
testing machine. The CFRTP-Al alloy butt joint test sample was 
shown in Figure 3. From this figure, it can be seen that the 
maximum normal strength of sample A is about 12MPa.  

 

Fig.3. The joint normal strength of sample A 

In order to study the influence of welding parameters on 
the CFRTP-Al alloy joint strength, joint strength test of sample 
as in Table 3 was carried out, and the maximum strength for 
each sample is shown in Figure 4. These samples can be 
divided into four different groups. For group Ⅰ , the joint 
strength is larger than 10MPa. For group Ⅱ, the joint strength 
is larger than 5MPa but smaller than 10MPa. For group Ⅲ, the 
joint strength is smaller than 5MPa but larger than 0MPa. For 
group Ⅳ, the joint strength is about 0MPa. One sample is taken 
from each group for further analysis, which is 7, 17, 9 and 6, 
and is recorded as A, B, C, D respectively. 

 

Fig.4. Joint strength for each sample in table 2 

With the proper welding parameters such as those for 
number 7(A), a high quality CFRTP-Al butt joint can be 
obtained (Fig.5a). However, with the no proper welding 
parameters such as those in number 6(D), 11, 16, 21, 22 and 
23, so much heat was generated that the CFRTP PA resin 
matrix was over melted or even burned, and the butt welded 
joint was not formed well (Fig.5b). The joining strength for 
those joints is about 0MPa.  

 

Fig.5. (a) Butt joining of sample A; (b) Butt joining of sample D 

3.2. Joint failure mechanism 

In order to further clarify the influence mechanism of the 
joining parameters on the CFRTP-Al alloy joint strength and 
the joint failure mechanism, the fracture morphology of sample 
A, B, C was tested by using SEM after strength test.  

Figure 6 shows the joint surface morphology of sample A 
joint after strength test. From the figure, it can be seen that there 
are a large number of torn carbon fiber wires and resins on the 
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surface of Al alloy (Fig.6a). The melting resin filling into the 
microtextures, and a good combination of PA resin and metal 
surface was realized. On the other hand, a large area of broken 
fiber, and a large area of tear on the surface of CFRTP (Fig.6b). 
In this case, the PA resin melts fully and high connection 
strength joint between the CFRTP and the Al alloy was 
obtained, which is about 12MPa. Therefore, the fracture 
interface of the joint is the surface layer of CFRTP, and the 
failure mode of the joint is the tearing of CFRTP matrix. 

 

Fig.6. The fracture morphology of sample A 

Figure 7 shows the surface morphology of sample C joint. 
From this figure, it can be seen that the melted resin coverage 
in the lower half of Al alloy surface (Fig.7a) is uniform. It is 
due to the complete melting of the resin during welding, and 
the melted PA resin flows into the microtextures. However, the 
thickness of the melted added resin on the upper half of the 
metal surface is lower than that in the lower half, which because 
of the lower conducted heat and lower melting degree. There is 
also a large amount of curly PA resin in the upper half of the 
metal surface, which is pulled-out from the microstructures in 
the normal strength test process. The surface of CFRTP (Fig. 
7b) is covered by a large amount of resin. Some of the resin is 
torn from the surface of CFRTP, which means that the added 
PA layer has a high melting degree and bonding with metal and 
CFRTP surface well during the welding processing. However, 
the resin have some thermal damage such as some pores, which 
resulting in weak strength of the joint, the joint strength is about 
7.2MPa. In this case, the tearing surface of the connecting joint 
is the added resin layer. 

 

 

Fig.7. the fracture morphology of sample B 

Figure 8 shows the surface morphology of sample D joint. 
From the figure，it can be seen that a large number of resins 
are adhered to the upper half of the Al alloy surface (Fig.8a), 
and the surface is smooth. This is because the added resin layer 
is not completely melted due to insufficient heat input during 
the welding process. There is a small amount of resin on the 
surface of the lower half of the Al alloy surface, and there is 
almost no residual resin in the microtextures. A small amount 
of resin remained in the upper half of CFRTP, but there was no 
obvious tear damage on the surface of CFRTP (Fig.8b). This is 

because the melting degree of the added PA layer is very low 
during the welding process, the Al alloy and the CFRTP does 
not bond well with each other, and the joint strength is very 
low, which is about 3.9MPa. In this case, the joint tearing 
surface is the joint surface of resin and CFRTP. 

 

Fig.8. the fracture morphology of sample C 

4. Conclusions 

The CFRTP-Al alloy butt joining was realized by using 
laser welding technology. The influence of process parameters 
on joint normal strength was studied, and the failure form of 
joint were analysed. Some conclusions were obtained as 
bellow.  

(1) The joint strength and the failure mode of CFRTP-Al 
joint was influenced greatly by the total energy input in the 
joining process. As the amount of energy input is too large, the 
CFRTP PA resin matrix will be over melted or even burned, 
and the joint strength is about 0MPa. As the heat input is too 
small, the resin will not melt enough, the joint strength is very 
low and the fracture interface of the joint is the joint surface of 
resin and CFRTP. As the heat input is appropriate, a good 
welding joint can be formed with the largest welding strength, 
the fracture interface of the joint is the surface layer of CFRTP, 
and the failure mode of the joint is the tearing of CFRTP 
matrix. 

(2) Under the welding process parameters of laser power 
400W, welding speed 4mm/s, mixing amplitude 0.6mm, 
mixing frequency 40Hz and clamp air pressure 0.5MPa, the 
maximum normal strength of the CFRTP-Al alloy joint can be 
obtained, which is about 12MPa.            

(3) The failure modes of CFRTP-Al alloy butt joints are 
mainly the surface tear, resin added tear, resin Al alloy interface 
fracture. And the highest strength joint can be obtained as the 
failure modes is the CFRTP surface tear. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

Mechanical strength of metal-polymer hybrid joints (Steel AISI304 – Glass fiber reinforced acrylic composite) by laser joining has been analyzed, 
considering the effect of different input parameters: geometry of the metal textured surface, processing temperature or laser irradiation times. 
Likewise, temperature in the metal-composite interface was measured and related with mechanical properties. Fracture analysis has shown the 
predominance of cohesive failure in the fracture for this joining configuration. Lap shear strength was strongly dependent on surface texturing, 
temperature and irradiation time. Optimization of the process allowed to obtain fully cohesive failure with shear strength over 20MPa, comparable 
to structural adhesive joints.  
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1. Introduction 

There is an increasing demand for lightweight and 
multifunctional components made of hybrid composite 
materials for the transport industry. 

 
One of the main challenges in this field is the need to join 

metallic to polymeric parts in hybrid structures. Joining of 
metals to plastics is not a new topic; conventional joining 
techniques such as adhesive bonding and mechanical fastening 
are mature procedures [1]. These conventional techniques, 
however, have some disadvantages. In the case of mechanical 
fastening, these disadvantages include, stress rising, long 
joining time owing to the requirement of hole-drilling and 
employment of external fasteners. Adhesive bonding frequently 
applies environmentally harmful or health-endangering 
chemicals and requires long curing periods, which increase 
energy consumption and manufacturing costs [2]. 

 
Laser hybrid metal-polymer joining could overcome some 

the above-mentioned limitations. Laser processing offers 
advantages over competitive joining processes: one step 
process, instantaneous bonding, highly localized heating, no 
vibration, low residual stresses [3] or lower pre-cleaning of the 
surfaces compared with adhesives [4]. Moreover, the laser heat 
is transferred directly in the contact zone, leading to very 
effective employment of energy. Physical or chemical bonding 
between the parts can be achieved with this technique [5].  

Joining metal with polymer is a difficult task due to the 
different nature of metallic and polymeric materials. The Laser 
Assisted Metal and Plastic (LAMP) joining was initially 
developed at the Joining and Welding Institute (JWRI) of 
Osaka University, and demonstrated the potential for achieving 
several polymer-metal hybrids between metals and different 
thermoplastics. 
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The contribution of surface topography to adhesion cannot 
only be explained by the higher surface contact. Surface 
structuring is aimed at increasing contact between polymer and 
metal and creating geometrical interlocking. Different surface 
topography at the metallic surface is possible (holes, grooves, 
irregular patterns) normally in sub-mm-scale. This 
modification of surface can be by mechanical, chemical, 
electrochemical or physical processes. Recent research has 
shown that laser surface treatment allows a flexible 
manufacturing of the metal surface with bonding strength equal 
to electrochemical surface pre-treatments [6, 7, 8]. 

Regarding laser joining process topology, there are two 
procedural modes for hybrid joints, Transmission joining (TJ) 
and Heat-conduction joining (HCJ) 

In transmission joining mode the laser beam is transmitted 
through the plastic material and heats the metal joining partner. 
This leads to an increasing temperature at the boundary layer 
between plastic and metal. As the temperature increases within 
the joining zone, the thermoplastic melts and moistens the metal 
surface. This process can only be applied for thermoplastics that 
show a high level of transparency for electromagnetic radiation 
of the laser wavelength. 

In heat conduction joining mode the metal surface is 
irradiated directly by the laser beam. The heat is consequently 
conducted to the metal plastic interface, which leads to the 
melting of the plastic partner in the boundary layer. Lightweight 
Glass fibers (GF) and especially carbon fibers reduce the 
transparency of the material [9]. Consequently, for highly fiber 
reinforced thermoplastics, transmission joining is not 
applicable and the use of the heat conduction joining technique 
is preferable since it works independently of the fiber volume 
content of the reinforced polymer. 

Laser metal-polymer hybrid joining is still on development, 
and more applied research is needed to completely understand 
the physics and nature of the joints and the effect that laser 
processing conditions and the composition and configuration of 
materials have on the behavior of these hybrid structures.  

2. Experimental procedure. 

2.1. Materials and samples 

Materials used in this work were stainless steel (AISI 304) 
and RTM glass fiber reinforced acrylic resin (Arkema Elium® 
190), a thermoplastic resin specifically designed for RTM fiber 
reinforced composites. The dimensions of specimens were 
25x80x4 mm for the steel samples and 25x80x3 mm for GF 
composite samples. 

2.2. Laser surface structuring 

A ns pulsed laser (Rofin RS 90W) was used for the 
texturization of surfaces in metallic samples. Laser beam 
movement was generated by a 2D galvo-scanning system. The 
area of the structured surface was 25x10mm (Fig. 1.). 
Texturization of surface consisted of a grid with longitudinal 
and transversal grooves with a distance between tracks of 
0.25mm, similar to other laser structures tested by other authors 
for different metal-polymer combinations [10,11]. The 

morphology of the textured surfaces was analyzed by optical 
microscopy (Nickon Optiphot) and Scanning Electron 
Microscopy (SEM JEOL 6300 microscope). 

 

Fig. 1. Laser joining configuration of samples. a) Specimens position and 
overlap. b) Clamping system. 

2.3. Laser joining 

Laser joining was performed with a continuous wave (CW) 
High Power Diode Laser (Laserline LDF4000-60). A 
rectangular laser spot (dimensions 23x10mm) was used to heat 
the metal surface in order to achieve joining by heat conduction. 
Metal sample was placed on the composite sample (textured 
surface in contact with composite surface), using a 10mm 
overlap (Fig. 2.a). 

 
A constant pressure was set by applying a tightening torque 

of 1Nm to the fastening screws of the clamping system (Fig. 
2.b). 

a) 

b) 

Fig. 2. Laser joining configuration of samples. a) Specimens position and 
overlap. b) Clamping system. 

In this work a novel approach of laser irradiation based on 
surface temperature instead of laser power was used. 
Temperature on metal surface was set to a fixed temperature. 
The temperature signal was measured in real time by a two-
color pyrometer, and the controller regulated the laser power by 
a closed control loop to ensure a constant temperature on the 
irradiated area (Lascon process controller – LPC03). 

A fixed temperature of 400ºC on metal surface was set for 
different irradiation times (3s, 6s, 9s,12s), tested in a single shot 
joining process (without movement). 

 
The temperature on metal-composite interface was also 

measured for each joining condition using thermocouples 
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inserted between metal and composite samples just in the 
middle of laser irradiation area (Comark 2014 - thermocouples 
type K).  

 

2.4. Lap shear mechanical testing. 

Laser joined samples were tested (lap-shear) with a universal 
testing machine (Instron 4204). Traverse testing speed was set 
to 5mm/min. 

2.5. Fracture analysis. 

After lap-hear testing, fractured surfaces were analyzed by 
Stereo Magnifier and Scanning Electron Microscopy (SEM 
JEOL 6300 microscope). 

3. Results. 

3.1. Structure pattern. 

The surface topography of the metal counterpart is a crucial 
factor to ensure a good mechanical interlocking between metal 
and composite. When the metal surface modification is 
performed by laser treatment, distance between tracks and 
geometry of grooves have been reported to be key factors to 
reach the best results in terms of joint strength [16].  
In this study, a grid pattern (250µm distance) obtained after 2 
consecutive laser tracks (laser power 120W, frequency 
9000Hz, traverse speed 50 mm/s) was performed.  
Depth and width of the grooves was 76 µm and 89 µm 
respectively, being this structure similar to optimized results 
reported by other authors for this kind of joints [10, 11, 16] 
(Fig. 3).  
 

a) b) 
Fig 3. Laser surface structuring. a) Top view. b) Cross section 

 
SEM analysis of structured surfaces revealed a high 

roughness in the grooves due to the high density of melted 
metal drops solidified during the structuring process (Fig. 4). 

 
This morphology reveals that a combination of vaporization 

and melting occurred during the structuring process with ns 
laser, different from the surface morphology achievable with 
shorter pulsed laser (ps or fs) micromachining where the 
melting effect is negligible [12]. 

 

Fig. 4. SEM images of the structure with detailed morphology of grooves. 

3.2. Temperature control on metal surface (pyrometry). 

Fig. 6. shows a temperature acquisition graph from the 
pyrometry control system. Once laser shot starts, set 
temperature (400ºC) is reached in 2-3 s, from this moment 
temperature remains constant (± 2ºC) by controlling the laser 
power (closed control loop) until the laser stops irradiating. 
This behavior is reproduced for all the irradiation times tested. 
 

Notes regarding Fig.5: 
• Green line: Set temperature (400ºC) 
• Red line: Measured temperature (pyrometry) 
• Black line: Laser power (%) 
• Note that minimum temperature measurable by this 

pyrometer was 360ºC (that is the reason why no 
lower temperatures are indicated). 

 

Fig. 5. Temperature acquisition graph (metal surface) from pyrometry 
control system. 

3.3. Temperature on metal-composite interface 
(thermocouples). 

Temperature evolution in the metal-polymer interface is 
critical to ensure a good adhesion [13]. An excess of 
temperature drives to a degradation of the polymer, formation 
of bubbles and lower expected mechanical results. 

 
Alternatively, too low temperature does not allow the 

polymer to penetrate and wet completely the grooves of the 
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structured surface. Time is other important input affecting 
joining behavior. Depending on viscosity of the polymer a 
minimum dwell time is necessary to allow the polymer to wet 
and adhere to metal surface. 

 
In Fig. 6. the evolution of temperature for different 

irradiation times is shown.  
 

Fig. 6. Evolution of temperature in the metal-composite interface 
 
As expected, the maximum temperature reached at the 

metal-composite interface increased with laser irradiation time. 
Table 1 shows the maximum temperature vs irradiation time for 
each condition. 

Table 1. Maximum temperature metal-composite interface. 

Laser irradiation time 
(sec) 

Maximum Temperature 
(ºC) 

4 156 

6 226 

9 263 

12 298 

3.4. Mechanical behavior (Lap Shear Tests). 

Lap shear strength results were in the range of 21 to 16 MPa 
depending on processing conditions. Results followed a 
gaussian distribution (Fig. 7.), with maximum resistance 
registered for an irradiation time of 6s (20,7 MPa).  

For higher laser shot times (9s and 12s) the mechanical 
behaviour of the joints decreased progressively. The 
detrimental effect of an excess of temperature was previously 
reported in other publications, Bauernhuber [14] found a direct 
relationship between input parameters and temperature, bubble 
formation and polymer degradation when joining PMMA and 
steel. 

Lower shear resistance found for shorter irradiation times 
(4s) is attributed to the low temperature (~150ºC) in the 
interface during joining (see sub-section 3.2) to achieve a 
correct wetting of the texturized surface. The effect of laser 
input energy and temperature during laser joining was 
previously analysed by other authors [15]. 

 

Fig 7. Average lap shear strength for single shot laser joining (Irradiation 
times: 4, 6 9, 12 s) 

3.5. Fracture analysis. 

SEM microscopy was used to analyze metal surface after 
fracture. Back scattered electron imaging allowed to identify 
the presence of resin and fibers (dark color) in the metal surface 
(light color). 

Resin remained inside the voids of the metal structured 
surface after fracture (Fig. 8 and 9). This effect proved that resin 
in contact with metal surface broke by shear stress in a cohesive 
failure mechanism.  

 

Fig 8. BSE image of fractured surfaces after lap shear tests. General view. 
 

Fig 9. Detailed SEM image of resin and fibers attached to metal surface after 
fracture. 
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4. Conclusions. 

The possibility of joining RTM fiber reinforced acrylic 
composites with stainless steel has been analyzed in this work. 
The optimum lap shear strength was found to be higher than 20 
MPa (in the range of structural adhesives). 

Laser heat conduction joining based on temperature control 
for single shot discrete joints has been tested. This approach 
allows to have a better control of the temperature on metal 
surface and also on metal-composite interface, being this a 
critical factor to achieve good bonding behavior. For the acrylic 
resin analyzed in this work an interface temperature in the range 
of 220ºC was found to be the best in terms of mechanical 
properties for the acrylic resin analyzed. Higher or lower 
temperatures showed worse mechanical results due to resin 
degradation or lack of adhesion respectively. 

Analysis of fracture after lap shear tests demonstrated the 
importance of laser structuring of metal surface previous to 
laser joining in order to achieve good mechanical results based 
on a cohesive failure mechanism. 
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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 

Keywords: Assembly; Design method; Family identification

1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

Laser-assisted metal-polymer joining gains importance in several applications due to the possibility of a direct connection between both materials. 
Aside from lightweight construction, a direct metal-polymer connection shows a high economic potential especially in large series production, 
e.g. domestic appliances. Based on this motivation, laser-assisted simultaneous joining of AISI 304 thin sheets (0.3…1.0 mm, X5CrNi18-10) 
with unreinforced polypropylene (PP) as well as acrylonitrile butadiene styrene (ABS) is carried out. Starting from a generally valid process 
description based on the energy per sheet thickness, the distortion as well as the mechanical properties are examined, whereby up to 17.4 MPa 
are reached and the tensile shear strength drops by at least 15 % during alternating climate test (-20…75 °C, 40…75 % rel. humidity). Further 
investigations under cyclic load showed, that long life fatigue strength (5∙106 cycles) is achieved at about 47 % of the initial tensile shear strength.  
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1. Introduction and state of the art  

The use of multi-material design is one of the leading issues 
in engineering constructions regarding functional integration 
and cost-efficiency. In this field, the combination of metals and 
polymers is a promising approach to meet the requirements 
combining materials with different properties. Especially in 
case of industrial applications for domestic appliances, steel 
sheets with thicknesses in the range from 0.3 mm up to 1 mm 
are widely used. On side of the plastic materials, unreinforced 
polymers are in the focus of interest and large-scale production 
relies mainly on thermoplastics manufactured by injection 
molding. Thereby, joining technology is a key parameter in 
creating multi-material components at a cost-efficient level. 
Especially in case of metal plastics joints, nowadays mostly 
adhesives or joining elements are used, with some restrictions, 
e.g. curing times or stress peaks. The named disadvantages of 
adhesive bonding and mechanical joining methods are avoided 
in laser-assisted joining [1] whereby cycle times below 15 s can 
be addressed.  

For laser-assisted joining, the materials are arranged in 
overlap configuration. The metallic joining partner is heated, 
and the polymer melts due to heat conduction across the 
interface between both materials. This melted zone is now able 
to wet the metal surface and penetrate the surface structures [2]. 
Depending on the chemical structure of the polymer, the surface 
morphology and the structuring of the metal surface, a solid 
joint is formed after solidification [3].  

The effect of surface preparation on tensile shear strength 
[4], distortion [5] and alternating climate test [6] is described 
for hybrid joints consisting of aluminum and steels with non-
reinforced as well as fiber-reinforced polymers. Furthermore, 
investigations on fatigue are presented for ultrasonic welded [7] 
and friction welded [8] polymer-metal joints.  

However, by addressing applications in the field of domestic 
appliance technology, thinner material thicknesses (≤ 1 mm) 
are coming to the fore, for which no comprehensive results are 
yet available.  

In this contribution, laser-assisted joining of AISI 304 thin 
sheets with polypropylene (PP) as well as acrylonitrile 
butadiene styrene (ABS) is carried out under consideration of 
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However, by addressing applications in the field of domestic 
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the requirements of domestic appliance industry. Process-
related investigations based on different laser beam powers, 
joining times and sheet thicknesses provide a general 
description of the joining process. The mechanical properties 
are then examined for different sheet thicknesses, whereby 
constant parameters are used for further investigations 
regarding alternating climate test and fatigue test. The 
investigations are concluded with a consideration of the 
distortion, which is of great interest for the addressed sheet 
thicknesses of the high-alloy steel below 1 mm and mainly 
induced due to the thermal joining process. Thus, a description 
of the relevant parameters and effects for the application of 
hybrid joints in domestic appliance technology is given.  

2. Experimental setup  

The experiments were carried out using a diode laser 
(Laserline LDM 1000) with a mean wavelength of 980 nm and 
a rectangular focus of 18∙3 mm2. The beam power PL was 
varied from 50 to 150 W. The clamping device used is 
described in detail in [9]. In terms of fundamental research, spot 
joints were manufactured in heat conduction joining and based 
on an overlap configuration of 100 mm length and 40 mm 
width (see Fig. 1). Joining times τL were used from 1 up to 8 s 
without applying inert gas supply. The high-alloy steel 
AISI 304 (comparable to X5CrNi18-10, tm = 0.3…1.0 mm) 
was chosen as metal joining partner. The metal surface was pre-
treated by laser-structuring of grooves with a width of approx. 
30 µm and a depth of approx. 40 µm by a pulsed fibre laser 
(Rofin PowerLine F20, see also [3]). On side of the 
thermoplastic, polypropylene (PP) and acrylonitrile butadiene 
styrene (ABS) were used with a thickness of 2 mm regarding 
the application in domestic appliances.  

 

 

Fig. 1. Joint configuration of the metal-polymer hybrid 

Based on the joining process, a melted zone is formed within 
the plastic material and evaluated regarding the area at the 
interface which is required to form the joint (see Fig. 1). This 
connected area was measured in fracture surfaces and depends 
on the laser beam power PL, joining time τL and steel sheet 
thickness tm, wherefore the energy per sheet thickness E* is 
introduced as combined parameter in equation (1). 
Microsections were taken from position A-A.  

 
𝐸𝐸𝐸𝐸∗ = 𝑃𝑃𝑃𝑃𝐿𝐿𝐿𝐿𝜏𝜏𝜏𝜏𝐿𝐿𝐿𝐿

𝑡𝑡𝑡𝑡𝑚𝑚𝑚𝑚
                                                                                    (1)  

Mechanical short-term test of tensile shear strength was 
performed using a universal testing machine (Hegewald 
Peschke 1455). The fatigue test was carried out on a Sincotec 
PowerSwing Mot Evolution 50 (stress ratio R = 0.1) where the 
specimen is tested in natural frequency. The test was terminated 
when 5 million load cycles or a frequency drop of 3 Hz, which 
indicates the formation of cracks, was reached. Alternating 
climate tests were performed (-20…70 °C, 45…75 % rel. 
humidity, duty cycle: 26 h) up to 182 h (7 cycles). Distortion 
of the steel sheet was measured by photogrammetry using 
GOM Argus. A uniform size of the measuring field is 
implemented via number of points within the region of interest 
(approx. 3.5 million ± 10 %). The selected region prevents the 
inclusion of measuring errors at the sheet edges.  

3. Results and discussion 

3.1. Characterization of the joining process  

A description of the joining zone is given by the connected 
area at the interface between steel and polymer. This area 
represents the load-bearing cross-section in which the polymer 
penetrates the surface structures. Fig. 2a shows the resulting 
connected area of PP depending the energy per sheet thickness 
E* to provide the general dependency between several sheet 
thicknesses, joining times and laser beam powers.  

 

 

Fig. 2. Connected area at interface depending energy per sheet thickness 
E*for a) PP and b) ABS 

The connected area increases linearly with rising E*, 
whereby a coefficient of determination R² of 0.93 is reached by 
linear regression. ABS shows a comparable behavior achieving 
R² of 0.90 (see Fig. 2b). This characteristic response can be 
explained by the relatively low thermal conductivity of the 
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high-alloy steel, which is why the dissipated heat also increases 
linearly over the sheet thickness.  

The relationship determined in the experiment between the 
connected area and the energy per sheet thickness E* can be 
explained by a simplified physical model (see Fig. 3). The 
formation of the joint requires an increase in temperature ∆T to 
the processing temperature of the polymer, for example the end 
of the melting interval Tem for semi-crystalline materials [2]. 
This temperature also represents the maximum possible 
expansion of the connected area. The temperature increase can 
be calculated from the energy input Q, the mass m and the 
specific heat capacity cp (2), whereby the energy input is given 
by the laser beam power PL multiplied by the joining time τL 
(3). The heated mass can be expressed as volume V times 
density ρ (4). The results of [11] are utilized to describe the 
volume V in a simplified way. It was shown by numerical 
simulation that the isotherms of the process temperature 
propagate almost perpendicular to the interface for comparable 
sheet thicknesses and joining times [11]. Thus, the volume V of 
the heated material is considered simplified by the connected 
surface A multiplied by the sheet thickness tm.  

If these findings are plugged in (2) and rearranged according 
to the connected area A, equation (5) is obtained. Since the 
processing temperature ∆T, density ρ and specific heat capacity 
cp can be assumed to be constant for experiments with the same 
materials, equation (6) follows: The connected area A is 
proportional to the ratio of PL times τL to tm, defined as E*. 

 

 

Fig. 3. Schematic representation of the simplified physical model to show the 
relationship between connected area A and energy per sheet thickness E* 

∆𝑇𝑇𝑇𝑇 = 𝑄𝑄𝑄𝑄
𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐𝑝𝑝𝑝𝑝

= 𝑃𝑃𝑃𝑃𝐿𝐿𝐿𝐿𝜏𝜏𝜏𝜏𝐿𝐿𝐿𝐿
𝑡𝑡𝑡𝑡𝑚𝑚𝑚𝑚𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑐𝑐𝑐𝑐𝑝𝑝𝑝𝑝

 (2)    𝑄𝑄𝑄𝑄 = 𝑃𝑃𝑃𝑃𝐿𝐿𝐿𝐿𝜏𝜏𝜏𝜏𝐿𝐿𝐿𝐿  (3)    𝑚𝑚𝑚𝑚 = 𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉 = 𝑡𝑡𝑡𝑡𝑚𝑚𝑚𝑚𝐴𝐴𝐴𝐴𝑉𝑉𝑉𝑉  (4)  

𝐴𝐴𝐴𝐴 = 1
∆𝑇𝑇𝑇𝑇𝐴𝐴𝐴𝐴𝑐𝑐𝑐𝑐𝑝𝑝𝑝𝑝

𝑃𝑃𝑃𝑃𝐿𝐿𝐿𝐿𝜏𝜏𝜏𝜏𝐿𝐿𝐿𝐿
𝑡𝑡𝑡𝑡𝑚𝑚𝑚𝑚

        (5)   𝐴𝐴𝐴𝐴~ 𝑃𝑃𝑃𝑃𝐿𝐿𝐿𝐿𝜏𝜏𝜏𝜏𝐿𝐿𝐿𝐿
𝑡𝑡𝑡𝑡𝑚𝑚𝑚𝑚�
=: 𝐸𝐸𝐸𝐸∗

    (6)  

The suitability of the parameter E*, which is derived directly 
from the model, has already been shown in Fig. 2 for PP and 
ABS for an estimation of the connected area. When it is applied 
simultaneously to both polymers considered, a coefficient of 
determination R² of 0.91 is achieved in the linear regression. 
From this, it can be concluded that comparable processing 
temperatures for ABS as for PP must be addressed in the 
joining process. The simplifications of the model are to be 
taken into account, e. g. that no enthalpy of fusion is 
considered, and the propagation of the isotherms is considered 
in a simplified way. Despite the strong simplifications of the 
model, it provides useful information regarding the size of the 
connected area in the joining process.  

Further information of the joining zone is obtained by 
microsections. Fig. 4a depicts the melted area of PP for 

different energies per sheet thickness. This area can be clearly 
determined due to the semi-crystalline character of PP. The 
melted area size increases with increasing E* as previously 
shown for the connected interface.  

 

 

Fig. 4. Microsections from the joining zone for a) PP and b) ABS at different 
energies per sheet thickness E* 

At the same time, bubbles occur in the middle of the joining 
zone with increasing energies, caused by decomposition of the 
polymer in the area of the highest temperatures. For all 
investigated parameters, the structures in the middle of the 
joining zone are filled with polymer completely. In the area of 
bubble formation, a polymer layer appears below the bubbles. 
In case of ABS (see Fig. 4b), a plasticized area cannot be 
determined easily due to the amorphous structure of the 
polymer. However, completely filled surface structures were 
determined in all cases. In contrast to PP, a larger number of 
smaller bubbles occur close to the interface for increasing 
energies. This could be explained by water-based bubble 
formation by moisture dissolved in ABS. Again, the bubbles 
are separated from the steel surface by a polymeric layer in 
most cases. Further information of the mentioned effects are 
given in [10] for bubble formation with respect to moisture and 
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the requirements of domestic appliance industry. Process-
related investigations based on different laser beam powers, 
joining times and sheet thicknesses provide a general 
description of the joining process. The mechanical properties 
are then examined for different sheet thicknesses, whereby 
constant parameters are used for further investigations 
regarding alternating climate test and fatigue test. The 
investigations are concluded with a consideration of the 
distortion, which is of great interest for the addressed sheet 
thicknesses of the high-alloy steel below 1 mm and mainly 
induced due to the thermal joining process. Thus, a description 
of the relevant parameters and effects for the application of 
hybrid joints in domestic appliance technology is given.  

2. Experimental setup  

The experiments were carried out using a diode laser 
(Laserline LDM 1000) with a mean wavelength of 980 nm and 
a rectangular focus of 18∙3 mm2. The beam power PL was 
varied from 50 to 150 W. The clamping device used is 
described in detail in [9]. In terms of fundamental research, spot 
joints were manufactured in heat conduction joining and based 
on an overlap configuration of 100 mm length and 40 mm 
width (see Fig. 1). Joining times τL were used from 1 up to 8 s 
without applying inert gas supply. The high-alloy steel 
AISI 304 (comparable to X5CrNi18-10, tm = 0.3…1.0 mm) 
was chosen as metal joining partner. The metal surface was pre-
treated by laser-structuring of grooves with a width of approx. 
30 µm and a depth of approx. 40 µm by a pulsed fibre laser 
(Rofin PowerLine F20, see also [3]). On side of the 
thermoplastic, polypropylene (PP) and acrylonitrile butadiene 
styrene (ABS) were used with a thickness of 2 mm regarding 
the application in domestic appliances.  

 

 

Fig. 1. Joint configuration of the metal-polymer hybrid 

Based on the joining process, a melted zone is formed within 
the plastic material and evaluated regarding the area at the 
interface which is required to form the joint (see Fig. 1). This 
connected area was measured in fracture surfaces and depends 
on the laser beam power PL, joining time τL and steel sheet 
thickness tm, wherefore the energy per sheet thickness E* is 
introduced as combined parameter in equation (1). 
Microsections were taken from position A-A.  

 
𝐸𝐸𝐸𝐸∗ = 𝑃𝑃𝑃𝑃𝐿𝐿𝐿𝐿𝜏𝜏𝜏𝜏𝐿𝐿𝐿𝐿

𝑡𝑡𝑡𝑡𝑚𝑚𝑚𝑚
                                                                                    (1)  

Mechanical short-term test of tensile shear strength was 
performed using a universal testing machine (Hegewald 
Peschke 1455). The fatigue test was carried out on a Sincotec 
PowerSwing Mot Evolution 50 (stress ratio R = 0.1) where the 
specimen is tested in natural frequency. The test was terminated 
when 5 million load cycles or a frequency drop of 3 Hz, which 
indicates the formation of cracks, was reached. Alternating 
climate tests were performed (-20…70 °C, 45…75 % rel. 
humidity, duty cycle: 26 h) up to 182 h (7 cycles). Distortion 
of the steel sheet was measured by photogrammetry using 
GOM Argus. A uniform size of the measuring field is 
implemented via number of points within the region of interest 
(approx. 3.5 million ± 10 %). The selected region prevents the 
inclusion of measuring errors at the sheet edges.  

3. Results and discussion 

3.1. Characterization of the joining process  

A description of the joining zone is given by the connected 
area at the interface between steel and polymer. This area 
represents the load-bearing cross-section in which the polymer 
penetrates the surface structures. Fig. 2a shows the resulting 
connected area of PP depending the energy per sheet thickness 
E* to provide the general dependency between several sheet 
thicknesses, joining times and laser beam powers.  

 

 

Fig. 2. Connected area at interface depending energy per sheet thickness 
E*for a) PP and b) ABS 

The connected area increases linearly with rising E*, 
whereby a coefficient of determination R² of 0.93 is reached by 
linear regression. ABS shows a comparable behavior achieving 
R² of 0.90 (see Fig. 2b). This characteristic response can be 
explained by the relatively low thermal conductivity of the 
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high-alloy steel, which is why the dissipated heat also increases 
linearly over the sheet thickness.  

The relationship determined in the experiment between the 
connected area and the energy per sheet thickness E* can be 
explained by a simplified physical model (see Fig. 3). The 
formation of the joint requires an increase in temperature ∆T to 
the processing temperature of the polymer, for example the end 
of the melting interval Tem for semi-crystalline materials [2]. 
This temperature also represents the maximum possible 
expansion of the connected area. The temperature increase can 
be calculated from the energy input Q, the mass m and the 
specific heat capacity cp (2), whereby the energy input is given 
by the laser beam power PL multiplied by the joining time τL 
(3). The heated mass can be expressed as volume V times 
density ρ (4). The results of [11] are utilized to describe the 
volume V in a simplified way. It was shown by numerical 
simulation that the isotherms of the process temperature 
propagate almost perpendicular to the interface for comparable 
sheet thicknesses and joining times [11]. Thus, the volume V of 
the heated material is considered simplified by the connected 
surface A multiplied by the sheet thickness tm.  

If these findings are plugged in (2) and rearranged according 
to the connected area A, equation (5) is obtained. Since the 
processing temperature ∆T, density ρ and specific heat capacity 
cp can be assumed to be constant for experiments with the same 
materials, equation (6) follows: The connected area A is 
proportional to the ratio of PL times τL to tm, defined as E*. 

 

 

Fig. 3. Schematic representation of the simplified physical model to show the 
relationship between connected area A and energy per sheet thickness E* 

∆𝑇𝑇𝑇𝑇 = 𝑄𝑄𝑄𝑄
𝑚𝑚𝑚𝑚𝑐𝑐𝑐𝑐𝑝𝑝𝑝𝑝

= 𝑃𝑃𝑃𝑃𝐿𝐿𝐿𝐿𝜏𝜏𝜏𝜏𝐿𝐿𝐿𝐿
𝑡𝑡𝑡𝑡𝑚𝑚𝑚𝑚𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑐𝑐𝑐𝑐𝑝𝑝𝑝𝑝

 (2)    𝑄𝑄𝑄𝑄 = 𝑃𝑃𝑃𝑃𝐿𝐿𝐿𝐿𝜏𝜏𝜏𝜏𝐿𝐿𝐿𝐿  (3)    𝑚𝑚𝑚𝑚 = 𝑉𝑉𝑉𝑉𝑉𝑉𝑉𝑉 = 𝑡𝑡𝑡𝑡𝑚𝑚𝑚𝑚𝐴𝐴𝐴𝐴𝑉𝑉𝑉𝑉  (4)  

𝐴𝐴𝐴𝐴 = 1
∆𝑇𝑇𝑇𝑇𝐴𝐴𝐴𝐴𝑐𝑐𝑐𝑐𝑝𝑝𝑝𝑝

𝑃𝑃𝑃𝑃𝐿𝐿𝐿𝐿𝜏𝜏𝜏𝜏𝐿𝐿𝐿𝐿
𝑡𝑡𝑡𝑡𝑚𝑚𝑚𝑚

        (5)   𝐴𝐴𝐴𝐴~ 𝑃𝑃𝑃𝑃𝐿𝐿𝐿𝐿𝜏𝜏𝜏𝜏𝐿𝐿𝐿𝐿
𝑡𝑡𝑡𝑡𝑚𝑚𝑚𝑚�
=: 𝐸𝐸𝐸𝐸∗

    (6)  

The suitability of the parameter E*, which is derived directly 
from the model, has already been shown in Fig. 2 for PP and 
ABS for an estimation of the connected area. When it is applied 
simultaneously to both polymers considered, a coefficient of 
determination R² of 0.91 is achieved in the linear regression. 
From this, it can be concluded that comparable processing 
temperatures for ABS as for PP must be addressed in the 
joining process. The simplifications of the model are to be 
taken into account, e. g. that no enthalpy of fusion is 
considered, and the propagation of the isotherms is considered 
in a simplified way. Despite the strong simplifications of the 
model, it provides useful information regarding the size of the 
connected area in the joining process.  

Further information of the joining zone is obtained by 
microsections. Fig. 4a depicts the melted area of PP for 

different energies per sheet thickness. This area can be clearly 
determined due to the semi-crystalline character of PP. The 
melted area size increases with increasing E* as previously 
shown for the connected interface.  

 

 

Fig. 4. Microsections from the joining zone for a) PP and b) ABS at different 
energies per sheet thickness E* 

At the same time, bubbles occur in the middle of the joining 
zone with increasing energies, caused by decomposition of the 
polymer in the area of the highest temperatures. For all 
investigated parameters, the structures in the middle of the 
joining zone are filled with polymer completely. In the area of 
bubble formation, a polymer layer appears below the bubbles. 
In case of ABS (see Fig. 4b), a plasticized area cannot be 
determined easily due to the amorphous structure of the 
polymer. However, completely filled surface structures were 
determined in all cases. In contrast to PP, a larger number of 
smaller bubbles occur close to the interface for increasing 
energies. This could be explained by water-based bubble 
formation by moisture dissolved in ABS. Again, the bubbles 
are separated from the steel surface by a polymeric layer in 
most cases. Further information of the mentioned effects are 
given in [10] for bubble formation with respect to moisture and 
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thermal degradation as well as in [2] for structure filling 
depending the temperature distribution in the joining zone.  

3.2. Mechanical properties in short-term testing  

Mechanical properties were investigated based on selected 
parameters chosen for achieving a large connected area with 
simultaneous minimization of defects in the joining zone. For 
PP and ABS, tensile shear strengths between 15.0 up to 
17.4 MPa are achieved, whereby no large effect of sheet 
thickness and therefore stiffness could be determined with 
respect to the joint strength (Fig. 5a). Furthermore, the joint 
failure is generally characterized by a mixed fracture with 
adhesive and cohesive fracture components.  

 

 

Fig. 5. a) Tensile shear strength at different sheet thicknesses and b) fracture 
surface at different energies per sheet thickness (tm = 0.5 mm)  

Fig. 5b shows typical fracture patterns on the metal surface 
for different energies per sheet thickness E* and polymers (left: 
high E*, right: low E*). In case of low energies per sheet 
thickness, less polymer is remaining on the metal surface. By 
increasing the energy input, bubble formation is increased 
which affects the fracture behavior strongly by the failure of 
the polymer layer between bubbles and steel surface. 
Therefore, a larger amount of polymer residues at the metal 
surface can be determined. However, the tensile shear strength 
is not increased significantly because of the limitation of the 
load bearing cross section due to the thin polymer layer.  

Furthermore, some molten polymer is ejected. The reason 
for melt ejection is the increase in volume with rising 
temperature as well as bubble formation, which displaces 

plasticized material [2]. In addition, it is reasonable to assume 
that the clamping parallel to the laser beam prevents uniform 
melt ejection. Therefore, the ejection occurs in the longitudinal 
direction of the rectangular focus.  

3.3. Durability of the joint  

Based on the described parameters, further investigations 
are carried out on the behavior in alternating climate test and 
under cyclic load.  

Fig. 6a provides the results of the alternating climate test for 
the AISI 304-PP joints depending on the test duration and sheet 
thickness. The reference value represents the shown tensile 
shear strengths between 15 up to 17 MPa depending on the 
sheet thickness (see chapter 3.2). The strength of the joint 
decreases by up to 14 % with increasing test duration. Fig. 6b 
shows half of the joining zone for the reference sample and 
after a test time of 182 h for the metal surface as well as the 
joining zone (left: reference, right: after the test). On the surface 
of the steel, a change in the annealing colors due to corrosion 
can be seen. The behavior of the joining zone was monitored 
by photography through the opaque PP. Within the joining 
zone, a white seam is formed which encircles the entire 
connected area and indicates a uniform, circumferential 
detachment of the joint starting from the outside. The 
detachment is caused by the different thermal expansion 
coefficient α of the two materials (αPP ≈ 150∙10-6 K-1, 
αAISI 304 ≈ 16∙10-6 K-1). In addition, moisture can ingress into the 
structures adjacent to the joining zone, expand during the 
temperature change and thus support the progressive damaging 
of the joint. Furthermore, secondary crystallization of the 
polymer due to ageing well above the glass transition 
temperature (Tg,PP ≈ 0 °C) could also have an effect, since 
further crystallization is accompanied by shrinkage.  

Fig. 6c shows the results for ABS. In principle, a comparable 
joint behavior can be determined. For sheet thicknesses of 0.3 
and 0.5 mm the bond strength decreases by approx. 12 %. At 
0.7 and 1.0 mm the result is less distinct. Due to the 
overlapping standard deviation no significant change can be 
determined, but the maximum change in tensile shear strength 
is also in the range of approx. 11 %. The thermal expansion of 
ABS is reduced compared to PP (αABS ≈ 100∙10-6 K-1). 
However, the polymer can dissolve water, which leads to an 
increase in volume and thus expansion. On the other hand, 
secondary crystallization cannot occur due to the amorphous 
structure. Compared with PP, however, it cannot be stated that 
the different mechanisms lead to a significant change in 
resistance against alternating climate. Overall, the hybrid joint 
shows good performance compared to the climatic change test, 
as the loss of strength of at a maximum of approx. 14 %.  

Furthermore, the fatigue behavior of the hybrid joints was 
investigated exemplarily for an AISI 304-PP joint with a metal 
sheet thickness of 0.5 mm. Fig. 7 depicts the corresponding 
Wöhler curve (a) as well as photographs of the joining zone at 
different numbers of load cycles (b). The samples were tested 
in natural frequency which was on average 29.80 ±0.30 Hz on 
average over all samples.  
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Fig. 6. Results of alternating climate test for a) AISI 304-PP joints with b) 
related pictures of specimens (tm = 1 mm) and c) AISI 304-ABS joints  

The Wöhler curve shows a linear drop of the tensile shear 
load for an increasing number of cycles n. Based on the 
reference in the shear tensile test (n = 0.5) and a strength of 
15 MPa, 5 million load cycles are reliably achieved from 
7 MPa onwards. This corresponds to a fatigue strength of 
approx. 47 % of the initial strength. Compared to other 
considerations in the state of the art, this value is relatively 
high, e.g. 35 % is achieved for ultrasonic welded AA5057-
PA66CF48 joints [7]. This could be explained by the reduced 
stiffness of the joint due to the high-alloy steel and the non-
reinforced plastic. On the other hand, a progressive damage of 
the joining zone can be seen starting circumferentially at the 
edge of the connected area, without the cracks being stopped 
by reinforcing materials, e.g. fibers (Fig. 7b). In the unloaded 
case (n = 0), the joining zone shows neither visible bubbles nor 
other damage. A white seam forms around the circumference 
as the number of load cycles increases, indicating that the 
composite detached in this area. Therefore, the fracture occurs 
in the interface between both joining partners for all 
investigated specimens. In the region of the ejected melt (see 
chapter 3.2), crack growth progresses faster towards the middle 
of the joining zone (n = 2.2∙106). This detachment of the 
joining zone progresses with an increasing number of load 
cycles (n = 3.8∙106). This behavior is minimized by a reduction 
of the load.  

 

 

Fig. 7. a) Wöhler curve of AISI 304-PP joint and b) appearance of the joining 
zone during testing at different load cycles  

3.4. Distortion of the joint  

In case of the joints between AISI 304 thin sheets and 
thermoplastics for domestic appliances, thermal distortion is of 
particular importance due to possible applications in the visible 
range, e.g. for panels. The investigations were applied 
exemplarily for ABS as polymer joining partner.  

The considerations are carried out for different energies per 
sheet thickness E*. Thereby, the material thickness tm was 
identified as key criterion on distortion. Further correlations to 
parameters of the joining process could not be determined. Fig. 
8a shows the maximum distortion in z-direction for sheet 
thicknesses from 0.3 up to 1.0 mm as box plot. In all cases, the 
maximum value of the height profile was considered for the 
evaluation. The median as well as the upper and lower quartiles 
are indicated. The whisker represents the minimum 
respectively maximum value of the sample size. Therefore, the 
graph allows a wide range of E* to be considered and at the 
same time shows the statistical distribution of the distortion.  

It can be determined that the distortion decreases with 
increasing sheet thickness and thus stiffness from 0.78 mm 
(tm = 0.3 mm) to 0.28 mm (tm = 1.0 mm). Particularly at 0.5 
and 0.7 mm there is a wide spread of values. This effect occurs 
much more systematically at 0.5 mm, indicated by the larger 
area of upper and lower quartiles. At 0.7 mm, significantly 
more values are found in the area between the upper quartile 
and the maximum whisker, indicating more outliners to larger 
distortion. At 1.0 mm, the distortion shows less variance and 
reaches values between 0.22 and 0.35 mm.  

Besides the maximum values, the local formation of 
distortion is not uniform. Fig. 8b shows a characteristic height 
profile for a sheet thickness of 0.3 mm and an energy per sheet 
thickness E* of 200 J∙mm-1. On the one hand, this illustrates 
that the distortion is formed around the joining zone, whereby 
the connected area itself gains only slight deformation due to 
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thermal degradation as well as in [2] for structure filling 
depending the temperature distribution in the joining zone.  

3.2. Mechanical properties in short-term testing  

Mechanical properties were investigated based on selected 
parameters chosen for achieving a large connected area with 
simultaneous minimization of defects in the joining zone. For 
PP and ABS, tensile shear strengths between 15.0 up to 
17.4 MPa are achieved, whereby no large effect of sheet 
thickness and therefore stiffness could be determined with 
respect to the joint strength (Fig. 5a). Furthermore, the joint 
failure is generally characterized by a mixed fracture with 
adhesive and cohesive fracture components.  

 

 

Fig. 5. a) Tensile shear strength at different sheet thicknesses and b) fracture 
surface at different energies per sheet thickness (tm = 0.5 mm)  

Fig. 5b shows typical fracture patterns on the metal surface 
for different energies per sheet thickness E* and polymers (left: 
high E*, right: low E*). In case of low energies per sheet 
thickness, less polymer is remaining on the metal surface. By 
increasing the energy input, bubble formation is increased 
which affects the fracture behavior strongly by the failure of 
the polymer layer between bubbles and steel surface. 
Therefore, a larger amount of polymer residues at the metal 
surface can be determined. However, the tensile shear strength 
is not increased significantly because of the limitation of the 
load bearing cross section due to the thin polymer layer.  

Furthermore, some molten polymer is ejected. The reason 
for melt ejection is the increase in volume with rising 
temperature as well as bubble formation, which displaces 

plasticized material [2]. In addition, it is reasonable to assume 
that the clamping parallel to the laser beam prevents uniform 
melt ejection. Therefore, the ejection occurs in the longitudinal 
direction of the rectangular focus.  

3.3. Durability of the joint  

Based on the described parameters, further investigations 
are carried out on the behavior in alternating climate test and 
under cyclic load.  

Fig. 6a provides the results of the alternating climate test for 
the AISI 304-PP joints depending on the test duration and sheet 
thickness. The reference value represents the shown tensile 
shear strengths between 15 up to 17 MPa depending on the 
sheet thickness (see chapter 3.2). The strength of the joint 
decreases by up to 14 % with increasing test duration. Fig. 6b 
shows half of the joining zone for the reference sample and 
after a test time of 182 h for the metal surface as well as the 
joining zone (left: reference, right: after the test). On the surface 
of the steel, a change in the annealing colors due to corrosion 
can be seen. The behavior of the joining zone was monitored 
by photography through the opaque PP. Within the joining 
zone, a white seam is formed which encircles the entire 
connected area and indicates a uniform, circumferential 
detachment of the joint starting from the outside. The 
detachment is caused by the different thermal expansion 
coefficient α of the two materials (αPP ≈ 150∙10-6 K-1, 
αAISI 304 ≈ 16∙10-6 K-1). In addition, moisture can ingress into the 
structures adjacent to the joining zone, expand during the 
temperature change and thus support the progressive damaging 
of the joint. Furthermore, secondary crystallization of the 
polymer due to ageing well above the glass transition 
temperature (Tg,PP ≈ 0 °C) could also have an effect, since 
further crystallization is accompanied by shrinkage.  

Fig. 6c shows the results for ABS. In principle, a comparable 
joint behavior can be determined. For sheet thicknesses of 0.3 
and 0.5 mm the bond strength decreases by approx. 12 %. At 
0.7 and 1.0 mm the result is less distinct. Due to the 
overlapping standard deviation no significant change can be 
determined, but the maximum change in tensile shear strength 
is also in the range of approx. 11 %. The thermal expansion of 
ABS is reduced compared to PP (αABS ≈ 100∙10-6 K-1). 
However, the polymer can dissolve water, which leads to an 
increase in volume and thus expansion. On the other hand, 
secondary crystallization cannot occur due to the amorphous 
structure. Compared with PP, however, it cannot be stated that 
the different mechanisms lead to a significant change in 
resistance against alternating climate. Overall, the hybrid joint 
shows good performance compared to the climatic change test, 
as the loss of strength of at a maximum of approx. 14 %.  

Furthermore, the fatigue behavior of the hybrid joints was 
investigated exemplarily for an AISI 304-PP joint with a metal 
sheet thickness of 0.5 mm. Fig. 7 depicts the corresponding 
Wöhler curve (a) as well as photographs of the joining zone at 
different numbers of load cycles (b). The samples were tested 
in natural frequency which was on average 29.80 ±0.30 Hz on 
average over all samples.  
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Fig. 6. Results of alternating climate test for a) AISI 304-PP joints with b) 
related pictures of specimens (tm = 1 mm) and c) AISI 304-ABS joints  

The Wöhler curve shows a linear drop of the tensile shear 
load for an increasing number of cycles n. Based on the 
reference in the shear tensile test (n = 0.5) and a strength of 
15 MPa, 5 million load cycles are reliably achieved from 
7 MPa onwards. This corresponds to a fatigue strength of 
approx. 47 % of the initial strength. Compared to other 
considerations in the state of the art, this value is relatively 
high, e.g. 35 % is achieved for ultrasonic welded AA5057-
PA66CF48 joints [7]. This could be explained by the reduced 
stiffness of the joint due to the high-alloy steel and the non-
reinforced plastic. On the other hand, a progressive damage of 
the joining zone can be seen starting circumferentially at the 
edge of the connected area, without the cracks being stopped 
by reinforcing materials, e.g. fibers (Fig. 7b). In the unloaded 
case (n = 0), the joining zone shows neither visible bubbles nor 
other damage. A white seam forms around the circumference 
as the number of load cycles increases, indicating that the 
composite detached in this area. Therefore, the fracture occurs 
in the interface between both joining partners for all 
investigated specimens. In the region of the ejected melt (see 
chapter 3.2), crack growth progresses faster towards the middle 
of the joining zone (n = 2.2∙106). This detachment of the 
joining zone progresses with an increasing number of load 
cycles (n = 3.8∙106). This behavior is minimized by a reduction 
of the load.  

 

 

Fig. 7. a) Wöhler curve of AISI 304-PP joint and b) appearance of the joining 
zone during testing at different load cycles  

3.4. Distortion of the joint  

In case of the joints between AISI 304 thin sheets and 
thermoplastics for domestic appliances, thermal distortion is of 
particular importance due to possible applications in the visible 
range, e.g. for panels. The investigations were applied 
exemplarily for ABS as polymer joining partner.  

The considerations are carried out for different energies per 
sheet thickness E*. Thereby, the material thickness tm was 
identified as key criterion on distortion. Further correlations to 
parameters of the joining process could not be determined. Fig. 
8a shows the maximum distortion in z-direction for sheet 
thicknesses from 0.3 up to 1.0 mm as box plot. In all cases, the 
maximum value of the height profile was considered for the 
evaluation. The median as well as the upper and lower quartiles 
are indicated. The whisker represents the minimum 
respectively maximum value of the sample size. Therefore, the 
graph allows a wide range of E* to be considered and at the 
same time shows the statistical distribution of the distortion.  

It can be determined that the distortion decreases with 
increasing sheet thickness and thus stiffness from 0.78 mm 
(tm = 0.3 mm) to 0.28 mm (tm = 1.0 mm). Particularly at 0.5 
and 0.7 mm there is a wide spread of values. This effect occurs 
much more systematically at 0.5 mm, indicated by the larger 
area of upper and lower quartiles. At 0.7 mm, significantly 
more values are found in the area between the upper quartile 
and the maximum whisker, indicating more outliners to larger 
distortion. At 1.0 mm, the distortion shows less variance and 
reaches values between 0.22 and 0.35 mm.  

Besides the maximum values, the local formation of 
distortion is not uniform. Fig. 8b shows a characteristic height 
profile for a sheet thickness of 0.3 mm and an energy per sheet 
thickness E* of 200 J∙mm-1. On the one hand, this illustrates 
that the distortion is formed around the joining zone, whereby 
the connected area itself gains only slight deformation due to 
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the solid joint bond between polymer and metal. On the other 
hand, the maxima form in the edge areas of the overlap. The 
determination of the relationships will be the focus of further 
investigations.  

 

 

Fig. 8. a) Maximum distortion depending sheet thickness tm and b) 
characteristic height profile  

4. Summary and outlook 

In this paper, the joining of AISI 304 thin sheets with PP and 
ABS was investigated regarding the requirements of domestic 
appliance industry.  

The growth of the connected area between polymer and 
metal was described by a linear correlation to the energy per 
sheet thickness E*, which was explained by means of a 
simplified physical model. The appearance of the joining zone 
as well as the formation of voids was investigated and 
correlated to the fracture in mechanical testing, whereby 15.0 
up to 17.4 MPa were reached as tensile shear strength. Further 
investigations were applied regarding the durability of the joint. 
An alternating climate test (-20…70 °C, 45…75 % rel. 
humidity, duty cycle: 26 h) led to a decrease in tensile shear 
strength of maximum 14 % after 182 h. In addition, fatigue 
strength reached approx. 47 % of the initial tensile shear 
strength (R = 0.1). Subsequently, investigations on thermal 

distortion were carried out, whereby a significant effect of the 
sheet thickness on the resulting distortion was shown which 
occurs strongly location dependent.  

Further investigations will address distortion and its 
influencing variables in order to achieve a model-based 
description of relevant parameters. Additionally, the separation 
of effects regarding moisture, thermally induced expansion and 
secondary crystallization on the performance of the hybrid 
joints in alternating climate tests will be investigated.  
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